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ABSTRACT

~
- The problom of detecting moving targets in the presence

of time varying clutter with a rotating antenna surveillance
radar is considered in detail. The approach taken is to
replace the conventional nging Target Indicator (MTI)
cancoiler system with a digital filter, which is time sharecd
between the different range bins. The coefficients‘of this
filter can be dynamically changed to produce a succession

. ofxfrequency responses, which can provide ihcreasing

g a uation of the clutter signal, whilst preserving the

ﬂ d:z::;;;}lity of as many targets as possible.

> In order to study the performance of such an adaptive
filter, a simple clutter model; which can Se easily program-
:Eed on a computer, is derived to relate the measured
'autocorrolation of a clutter signal to thé characteristics
of the interfering scatterers. By categogising discretely

both the clutter characteristics, and the filter characteristics,

\.

——

fhg problem of choosing a filter setting for a particular
_ clutter enviromment is simplified. The choice of the
probability of false alarm as a criterion for setting the

filter allows the performance of the receiver to approach

o

that of the Neyman-Pearson reeeivor.

“~ ~a

Using the computer model to generate clutter data with

. pre-specified characteristics has allowed the simulation of

~
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(1)

(2)

(3)

(4)

(5)

the adaptive filtor on a CDC 1700 computer. In this simu-
lation it was verified that the false alarm rates measured
2 7 in the simulation agrced reasonably with those predicted
by the theory. ‘

The contributions of the thesis arc summarised belew.

An explicit formula has been derived, which relates
the autocorrelation function of the clutter signal,
deriv fr 3 radar with a rotating antenna, to
the moyemgnt and sciﬁtillation characteristics of

a homogencous cloud of scatterers.

Using a Monte Carlo simulation method, the accuracy
of cstimating paramcters of the clutter from short
noisy clutter records, such as would be obtained
from Edjacent range bins, has been examined.

A comparison has been made between the performance

.of infinite-impulse rcosponscc (IIR) and linecar

phase finite~impulse response (FY¥R) digital filters

as applied to the MTI problem. ) /-

— T L -

~— T

A method of using the probability of false alarm
as a criterion for setting the MTI filter hag been
ovolved.

The theory of adaptivity, based on the derived
clutter model has beon verified in simulation on
a digital éomputer.

> iv
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CHAPTER 1

INTRODUCTION

1.1 Pulse Radar

Since the conception of radar just prior to the second
World War, many different types of radar have been developed.
Although the original radars were developed to extract
information about the position of aircraft, the realisation
soon came that by transmitting different waveforms, and
applying different forms of processing to the received wave-
form, much more detailed information could be obtained. It
was realised that not only could more information about
targets be obtained, but that infommation could also be gained
about the operating enviromment of the radar. Examples of
this are weather radars, and sideways looking airborne
radars [1]; the latter have been developed to the point where
radar "photographs” of a particular area can be taken, when
the aircraft is tens of miles away.

Radars can be broken down into two main categories: those
that Fransmit and receive continuously, called continuous
wave (CW) radars, and those that transmit for a short period of
time, and then receive whilst the transmitter is turned off,
called pulse radars. CW radars are quite severely restricted
in the amount of information that they can provide, and hence
much more attention has been given to pulse radars. The dif-

ficulty of isolating a powerful transmitter from a sensitive
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receiver tends to limit the amount of power transmittable,
and hence limits the useful range of the radar.

Whatever the type of dar that is employed, certain
principles always apply. e of these overriding principles
is that, in the absence of terference, the detectability
of targets increases as the energy transmitted increases.
This implies that the only limitation on the detection
process is the presence of thermal noise in the front end of
the receiver. Thus from a detectability point of view, the
optimum situation is to transmit as much power as possible
for as long as possible. Unfortunately, this conflicts with
the requirements of resolution: there would be little use
in defining the presence of a target, if its whereabouts
could not be accurately established. It is well known in
Fourier transform theory that in order to resolve something
accurately in time, the bandwidth of the transmitted signal
has to -be large, and that to resolve something accurately
in frequency, the time duration of the signal has to be
large. This is simply a consequence of time-frequency
duality.

fi might be thought at first that the approximate time-

frequency relationship given for simple pulseswould prevent

the accurate simultaneous resolution of both time and doppler

frequency (i.e. velocity) of a radar target, but this need
not be so. It is possible to transmit pulses of a fairly
complicated structure that can resolve well both in time

and frequency. These techniques are commonly referred to as
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pulse compression techniques. The basic idea of any pulse
radar is to repetitively transmit a pulse, which need not
necessarily be the same pulse each time; the time interval
between the pulsesneed not necessarily be the same either.
Usually it is convenient to transmit the same pulse each time,
and it is also convenient to make the interpulse period
either the same each time or to make the periods related to
each other by some simple ratio. A little thought shows
that by transmitting a pulse train, instead of a longer more
complicated pulse, as the signal duration increases, the
bandwidth does not decrease. Hence pulse repetition can be
viewed as a convenient way of increasing the signal duration,
without a proportionate decrease in bandwidth. This enables
the pulse train to have good resolution properties both in
tiﬁe and frequency. Using pulse trains, it is possible to
design signals of extreme complexity and yet still use simple
equipment. In particular, if the transmitted pulse train is
coherent, that is each burst of carrier maintains the correct
phase relationship with the last burst, then it is possible
to get even higher resolution. This means that a coherent
pulse radar can give a good performance even in a dense
target environment.

The gain in resolvability that a pulse train gives over
a long duration signal is not obtained without some drawbacks
however. Problems of "ambiguity" are encountered, both in

time and frequency processing. For instance, if a uniformly
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spaced pulse train is transmitted, it will”not be possible
to distinguish a target at a range, R, say, from a target

at range R + R', where 2R' is the distance that the radar"
wave travels in the interpulse period. This is because

each target reflection is going to be received at the same
point of the pulse period, after a pulse has been transmitted.
A corresponding problem occurs with doppler frquency
processing. It is convenient to introduce the concept of
maximum useful unambiguous range. This is the range beyond
which it is not possible to locate a target , such that its
range can be stated unambiguously. A similar definition can
be applied to doppler frequency. it is not possible to
choose a pulse train such that it has the capability to
determine both range and doppler frequency of any target,
over all possible target velocities and ranges. Usually

one ambiguity has to be sacrificed at the expense of the

other.

14
1.2 The Clutter Problem

If the task of the radar was to detect the presence of
point targets in free space, then it would not be too
difficult to design the optimum radar processor to extract
them. However, usually the radar is required to detect
targets in the presence of interference. The interference
may be man made, such as jamming, or it may occur naturally,

in the form of unwanted reflections from such objects as

3
f
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buildings, trees, mountains, rain clouds, waves on water,
etc. In this work we shall only be concerned with the
interference caused by the unwanted reflectors. This inter-
ference is commonly called backscatter, or clutter, since'it
tends to "clutter up” the radar display. A typical situ-
ation in which clutter is encountered, is the airport
surveillance radar, where a radar is required to detect air-
craft in a backgromd of hills, buildings, etc. Since the
aircraft will be landing and taking off, they will be flying
fairly low, and hence it }s necessary to have an antenna
beam that covers everything from ground level up to a height
of several miles. This means that the beam cannot be easily
oriented so that it wﬁll miss the ground clutter. Whilst
large airlihersusually carry an IFF (Identification Priend
or Foe) repeater which modifies and retransmits radar pulses,
sq’that they may be readily detected, many light aircraft do
not. The detection of these smallexr craft in the background

of clutter is a difficult problem, and one which requires much

‘ingenuity to solve.

In the past, one of the main limitations to the solution
of this problem was the hardware available. Amongst the
har gre difficulties were things such as instability of the
vayious components, lack of dynamic range of the amplifiers,
detectors, etc., and the extreme difficulty of implementing

any sophistiéated signal processing schemes that might be



T

Y

PN

L e

rw

AT

applied. It cannot be said that all of these problems have
been solved completely, but the state of the art has reached
the point where the limitations on clutter processing are

not all of the hardware nature. One of the problems of
txrying to design signal processing schemes that suppress
clutter, without eliminating all the targets as well, is

that the clutter changes with time. These changes can be
short and long term changes. For example, on a rainy day |,
there might be a great deal of radar reflection from precipi-
tation, whereas on the next day, the problem might not be
present. 'This is called a long term variation. On the other
hand, a tree moving because of wind, would be changing its

position a small amount from pulse to pulse. This is called

a short term variation. These variations in the characteristics

of the clutter, with the possible changes in amplitude as
well, make it difficult to design a processiﬁg scheme that
will be optimum under all possible circumstances.

With these considerations in mind we caﬁ see that in
order to improve on a fixed scheme for eliminating clutter
we have to be able to characterisé it in a way that allows
us to discerm~the changes that differences in weather
conditions, etc. will cause. In the past, the characterisa-
tion of clutter has been looked at from two viewpoints:

(1) The amplitude statistics of the clutter.

(2) The autocorrelation function of the time variation

of the clutter.

1)
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It is evident, of course, that these two are not independent
of each other. These two dumadﬁgrisations have been pursued,
simply because if the radar employs incoherent detection,

No. (1) 1is fairly easy to obtain, whereas if coherent
detection is employed then both (1) and (2) can be obtained.
No. (2) is interestingbecause a knowledge of how the clutter
varies with time enables a clutter elimination scheme to be
devised.

The amplitude statistics of the clutter are of great
interest, because when detecting targets in the presence of
clutter, it is useful to have a knowledge of the probability
distribution functions of both the clutter and.ithe target,
so that some sort of statistical test may be performed.
Unfortunately, there does not seem to be any one distribution
that can be quoted as being truly representative of the clut-
ter, but two that are often used are Rayleigh and lognamml
[2]. The situation that is going to be treated throughout
this thesis is that of a surveillance radar, whose antenna
rotates at a uniform rate. Under these conditions it has
been shown [2] that the clutter return can be divided into
two components: one that varies with time, and one that
is approximately a constant with time. This has been shown
to be a valid approximation over about two beamwidths. For
the case of a scanning antenna, the processing which is
applied to suppress clutter usually lasts less than two

beamwidths, for practical reasons, such as local oscillator
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instability. The steady component is of no interest as
far as the clutter processing is concerned since, in principle,
the elimination of it requires nothing more than has
already been developed. What is of interest is the component
that varies with time, since this can alter with changing
environmental conditions. The spectral characteristics of
this component have been extensively studied, and many
attempts have been made to derive models which explain the
observed spectra. As with the amplitude statistics of
clutter, no general model has been derived, which fully
explains the data. When the great variety of clutter scat-
terers is considered, it is hardly surprising that no one
model can cover all the cases.

At this point it is worth reviewing the four majorx
contributors to spectral spread in clutter. These are:

(1) Scatterer movement

(2) Scatterexr scintillation

(3) Antenna scan modulation

(4) Local oscillator instability

(1) The Relationship of the Velocity Distribution of the

Scatterexrs to the Power Spectral Density of the Clutter Return.

This basic work, which is directly related to the theory
of stochastic processes, first appears to have been put into
the radar context by several workers at the Radiation
Laboratory at MIT during World War Two. Several books in the

Radiation Laboratory series refer to work by J. F. Siegert

N et
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(3], and a summary of his work appears in Lawson & Uhlen-
beck [4]. The work deals in part with the derivation of
the first two probability distributions of the intensity of

clutter return from a cloud of scatterers. Here, Siegert

-relates the velocity distribution of the scatterers to the

autocorrelation function of the clutter signal.

As mentioned earlier, there has been much .conjecture
on the shape of the power spectral density of this kind of
clutter, and the most quoted reference is Barlow, [5] who
states that the Gaussian shape appears to be a good approxim-
ation for many situations. More recently other workers
have found that a better fit to measured data is obtained
when the shape of the power spectral density for the case
of a non-coherent radar is given by

G(f) = —-l-;—— )< fc (1.2-1)
3
1+ (];?

see Fishbein [6], or

G(f) = 1l  , =<f<w

1+ (e (1.2-2)

e

see Butler [7]. Bere f. is a cutoff frequency. Although
these formulae are for the non-coherent case, they demonstrate
that the power spectral density for the corresponding

coherent measurement wduld not be Gaussian. This is because
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a Gaussian shape of power spectral density in the coherent

case is reflected in a Gaussian shape in the non-coherent

case. Siegert [3] showed that the autocorrelation function

of the clutter return from a cloud of scatterers could be
O

written in the form

n(jdnt/1) .v coss

R(t)« f ql{v)av f .

o o

siné de (1.2-3)

where q(v) is the speed distribution of the scatterers, A is

the wavelength of the incident radiation, and when all directions

et et A moi &

of motion of the scatterers can be assumed to be equally probable.
From Equ.l.2-3 it may be seen that, depending on gq(v), the
autocorrelation function R(t), and hence, by the Wiener-
Khinchine Theorem [8], the powér spectral density, G(f),

can take on almost any shape. Thus there is really no unique

representation for the power spectral density of the clutter.

(2) The Relationship of Scatterer Scintillation to the

Power Spectral Density of the Clutter Return

With the increase is sophistication of measurement
techniques it has been possible to examine in more detamil
the spectral shape of clutter. Certain characteristics of
the spectra have been difficult to explain using approaches
that merely allow the scatterexs to move. By looking, from
the theoretical viewpoint, at what happens.when the scatterers
are allowed to scintillate as well, it has been possible to

get better agreement between measured data and theoretical

;e ew ———
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models [9]. 1In the work by Wong [10], the device of using
a clood of chaff as the model, meant that the scatterers
could be modelled as dipoles. Whilst for any arbitrary
clutter return it is hard to argue that all the scatterers
act as dipoles, it is equally hard to argue that none of
them is acting as a dipole reflector, and sc in any general
treatment of clutter, the use of dipole reflectors would
seem to be a reasonable starting point. Further, as noted
by Wong [10], the width of the fluctuation frequency
spectrum of ground clutter is not always proportional to
the radio frequency, as would be expected if the fluctuations
were due entirely to the velocity distribution of the
scatterers. In particular, the long spectral tails which
sometimes appear in clutter spectra can be explained fairly

well using dipole models.

(3) The Relationship of Antenna Modulation to the Power

Spectral Density of the Clutter

As the antenna rotates, any scatterer within the beam
will give a radar return that is modulated by the antenna
pattern. This means that if measurements are madé on the
clutter return when the antenna is rotating, then super-
imposed on any other movement or scintillation effect is
the antenna modulation effect. It has been shown, eg. [1l1]
that stationary scatterers produce a power spectral density

which is the Fourier Transform of the autocorrelation
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function of the antenna voltage pattern. Clearly the faster
the antenna rotates, the wider the spectral spread of the clut-
ter is. In fact, if the antenna rotates very fast, this
antenna modulation effect will be far more significant than

any other effect.

(4) The Effect cf Local Oscillator Instability on a Measured

Spectrum

. If fully coherent detection is employed in the radar,
then any instability in the local oscillator circuitry is
going to make it look as though!?tationary cluttexr is moving.
There is very }ittle that can be done about this, except |
to increase the stability of the oscillator, so that the
spectral spreading due to this effect becomes second order
compared to the others. Studies have been made on how

oscillator instability can degrade the performance of a

radar eg. [12].

1.3 The Detection of Taréeta in the Presence of Clutter

In section 1.2 we loocked at how clutter could be
/
characterised; specifically we looked in more detail at its
N

spectral characteristics. The problem that now arises is
with all the available information on the clutter, how

can targets such as aircraft be separated from the unwanted
clutter. Generally cluttexr is only a problem for the first
50 miles or so from a radar. Since the radar can usually

operate at a minimum of three times this distance, it is

assuned that both the clutter to noise ratio and the target
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to noise ratio are large enough that noise is not a problem
with clutter processing. To see this, we can observe from

the basic radar range equation [lBJ that for equal echoing

areas, every time the range is halved the SNR increases by

12 dB. Thus, a target which gave a 5 dB SNR at 150 miles,

would give 17 dB at 75 miles, and 29.dB at 37% miles.

Since very little is usually known, a priori, about
the statistics of either gbe clutter or the targets, other
known characteristics have to be used to discriminate the
target from the clutter. Typically what is used is the spread
of the target and the clutter both in range (delay), and
doppler frequercy. For instance, if it were known that
most of the clutter had a fairly narrow spectrum, whilst
the targets did not, then an obvious way of separating the
targets from the clutter would be to use a filter that
rejected a narrow band of frequencies centred around zero.
When using this type of processing, some targets, if they
had a low radial velocity towards the radar, would be lost,
but it appears that whatever type of processing applied,
some targets could be missed. The reason for this is that,
if, as far as the radar can tell, the characteristics of the
target and the clutter are the same, then the radar has no
choice but to treat both equally and either reject the
signal as clutter or accept the clutter as a target. Eithexr way the
decision is made it may not be satisfactory, since a target

could be missed or a false target could be declared.

t
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An idea of how different forms of signal processing can
affect detectability of targets is given in Westerfield et
al. [14].

In most common kinds of clutter processing two distinct
cases can be defined. We assume here that if C is the
clutter power, T the target power and N the noise power, then

C>>T>N
The two cases are:

(1) Meving target in clutter: position required

(2) Moving target in clutter: velocity required
It is not necessarily implied in these two cases that
acquiring position information negates aocquiring velocity
information, or vice—versa; it is simply that in the case
of conflicting requirements on the radar, the one or the

\
other has priority. Radars that give preference to (1) are

\
usually called Moving Target ;ndicator'lugi) radars, and
radars that given preference to (2) are ﬁsually called Pulse
Doppler radars. Sometimes it is hard to distinguish between
the two [13]. .

In section 1.1, the éoncepts of unambiguous range and
unambiguous velocity were introduced. A low pulse rate
implies that the useful range will be unambiguous, and a
higher pulse rate implies that the useful velocity will be
unambiguous. MTI radars typically have a pulse rate of

around 300/sec whereas Pulse Doppler radars would have a

pulse rate as high as several thousand/sec.

14.
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This thesis will be restricted to the treatment of
the case where the useful range is unambiguous, that is MTI
radars. MTI radars do n&t necessarily have to be coherent,
but the analysis that follows in later chapters is devoted
to the coherent radar, since a much higher performance can
be derived from a coherent radar, than from a non-coperent

radar.

1.4 Moving Target Indicator Radar

>

A Moving Target Indicator (MTIJ radar is a pulse radar
that employs a filter, which enhances moving targets whilst ;
suppressing stationary ones. This discrimination is made on
the basis of the phase shift from pulse to pulse, that a
moving target will produce, when a coherent pulse train is
coherently detected after reflection from a target. A more
complete description of MTI is given by Skolnik [13].

In Fig. 1l.4-1, a block diagram of a simple MTI radar
is given. The essenﬁial elements of the system are a coherent
local oscillator‘subsystem, a pulse amplifier/modulator, a
coherent ‘detector, and a delay line canceller. The principle
of the delay line canceller is that it delays the detected
return from one pulse and then subtracts it from the pulse
return that is currently being received. 5& typical series
of returns from pulse to pulse is shown in Fig. l.4-2a.

If, with the antenna stationary, nothing in the radar bea;
moves from pulse to pulse, then the return will be the same,

and the delay line canceller will produce a zero output. If,
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however, something moves at a given range, then the signal
coming out of the detector, at the delay corresponding to
that range, will change and the delay line canceller will
give a non-zero output aF that delay. This is-gecause if
the aistance between the radar and an object changes, then
so will the phase of the reflected sinewave. When processed
by a coherent detector, this phasechange shows. Note that
this would not be the case if an incoherent detector were
used. An example of what would be seen if several pulse
returns were superimposed on each other on an oscilloscope
is shown in Fig. 1.4-2b. The pattern created by a moving
target is called a "butterfly" pattern since the trace tends
to move up and down with a sinusoidal change of its amplitude.
The fact that this change in the trace occurs at one
range suggests that it might be convenient to sample the
phase detected return at a fairly high rate, and then it
would be possible to isolate the particular range "bin",
in which the target was, from its neighbours. One good reason
for doing this is that it is difficul£ to make high stability
delay lines that have a large bandwidth. Typically, signals
with bandwidth of the order of 5 MHz have to be delayed by
3 mS. This is a time-bandwidth product of 15,000 which up
until recently was not too easy to obtain. The advent of
Surface Acoustic Wave (SAW) devices is beginning to change the
problem of putting delay on a chip, but as we shall see,

sampling the signal has many other advantages, besides making
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simple delay lines possible. So long as the signal is sam-
pled at a rate which is greater than that specified by the
sampling theorem [15], then no information is lost. For a
simple pulse radar, this would be at a rate greater than
the reciprocal of half the pulse width.

Introducing the concept of a range bin enables us to
describe more accurately what kind of radar we are talking
about. Fig. 1.4-3 illustratesthe kind of pexformance that
could be expected from a simple MTI radar. The figures for
the resolution are obtained by taking the duration of half
the pulse width and calling this the closest distance at
which two targets could be separated. A complete analysis
of resolution theory is rather complicated; for more detail
see Rihaczek [16].

Sampling the return signal means that instead of using
the delay line canceller to separate the moving targets
from the clutter, we shall have to use a digital filter. It

is of some interest to see what kind of frequency response

ST
the delay line canceller gives., If Z = e R where S is

the complex frequency variable and TR is the interpulse
period, then the pulse transfer function [17] of the delay

line canceller may be written

G(2z) = 1 - z~L (1.4-1)
To obtain the frequency response, we simply put
JuT
z2=e R\ (1.4-2)

\

20.
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where w is expressed in terms of l/TR'
This gives
—jmTR
G(w) =1 - e (1.4-3)
I1f we require the power response of the filter then we
compute:

-juwT
1G(a) 2= |1 -e R

| 2 (1.4-4)
which can be simplified as

|G(w)[2 = 4 sin? (uT/2)
This is plotted in Fig. l.4-4a. What the graph shows us is
how thHe delay line canceller will treat targets moving at
different velocities, and hence giving different doppler

frequencies. We notice immediately that the canceller does

not treat all target velocities egually; that is, targets at

-t

some velocities will appear stronger than targets at othex

velocities. Also, a target with doppler shift wyq cannot be

Tr

the frequency response is periodic with the period. This

distinguished from a target at doppler shift wg * 21, since

is doppler ambiguity.

A typical clutter spectrum from one range bin is
shown in Fig. 1.4-4b. We can see that if a signal with this
spectrum is filtered by a delay line cancellexr, then it
will be attenuated to a large degree. Essentially the canceller
is acting as a highpass filter with a periodic frequency
response, but not a very efficient one. We could suggest

cascading two or more cancellers together to improve the
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performance of the system, but for a given ordexr (i.e.
numbexr of delays) of canceller this is not necessarily a very
efficient way of making a highpass filter. We shall be
looking in much greater detail at the design of digital
filters in Chapters 2 and 5. |

We can also discern one other problem with the system
as it stands: it is not possible to distinguish which way
the tarxget is moving, to or from the radér, by looking at
the doppler frequency. From physics we know this should be
possible. It is convenient to' consider that the return in
any one range bin, from pulse to pulse, is a complex vector.
In using a conventional coherent detector, what we are
doing is to project this vector onto one axis, either the®
real or imaginary axis. This is illustrated in Fig. 1l.4-5a.
The corresponding hardware operation is to multiply the
signal at the phase detector either by a sinewave of the
appropriate frequency or a cosinewave. If only one of these
components is used, and the vector is rotating uniformly,
which would correspond to an object moving uniformly in the
range bin, then it is not possible to tell which direction
the vector is rotating, and correspondingly which way the
tagget is moving. The obvious solution is to obtain both
componﬁnts, by multiplying the incoming signal by both the
sinewa&g and the cosinewave as in Fig. 1.4-5b. Whilst in
a practical radar system, directional information is not

necessarily required, the implications of using fully

coherent detection go beyond what is mentioned above. From
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an analysis point of view it means we have to use complex
signal analysis. In this thesis, complex analysis is used
where possible, and in fact it provides a much more complete
picture of what is happening, than real signal analysis.

For more details of complex signal analysis, see Rihaczek
(16].

At this point it is convenient to summarise the
conclusions reached so far, and to redraw the block diagrams
from the coherent detector on . In the block diagram in
Fig. 14-6 we have inserted an analog to digital (A/D)
converter to take range samples and a time multiplexed
digital filter in place of the delay line canceller. It is
important to understand that the digital filtering action
occurs in any one range bin from pulse to pulse, and that
for analysis purposes each bin is essentially independent
of the next. The time multiplexed digital filter is simply
a digital filter, which instead of having one delay element
£;r section, has as&many delay elements per section, as
there are range bins. The arithmetic section of this filter
is then time shared between the range bins so that each
range bin is digitally filtered in sequenca.

( The signal in each range bin can here be described as
\a sequence in time, such as §(0), s(1), 8(2),...,S(N-1) forxr
N transmitted pulses, The samples are spaced by the inter-
pulse period of the radar and are complex, since fully

coherent detection is used. Thus they can be represented
\

26.
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on an Argand diagram. For example, if there were clutter in
a certain range bin, then the samples might follow the sequence
shown in Fig. 1.4-7. '

What has been described in this section is called a
fully coherent digital MTI radar which has been in existence
for several years. More detailed descriptions are given in
(18] and[19]. The fact that the clutter processing, that is
the MTI filter, is now digital, opens up some intriguing
possibilities. It is well known that changing clutter
conditions can cause bad interference Qg’i"surveillance radarx
and it is possible to build in a certain amount of manual
control in the f£iltering to combat this. The manual control,
such as switching in different MTI filters, is a rather
heuristic control, as it relies on the perception of the
radar opeiator to recognise what is the best filter out of
the available ones. However, there is now the possibility of
making the filter adjustment semi-automatic, with very little

input required from an operator. This would be called

adaptive digital MTI filtering.

1.5 Adaptive Digital MTI Filtering

In this clutter processing scheme, the idea is to
change the MTI filter response as the clutter changes. A
block diagram of the ide? is shown in Fig.\l.s—l. The system
consists of three basic components: a clutter estimator,

a coefficient calculator, that computes the optimum filtex
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coefficients, and a digital filter. An important feature of
the system is that there is no feedback from the output of
the digital filter to either the estimator or the calculator.
This is because there is no way of ever knowing whether
the filter selected was the optimum one, since there is no a
priogi knowledge about the existence of targets. This
suggests that there will probably have to be some external
input to the system in order to control its performance.

Systems such as in Fig. 1.5-1 have been examined to
a certain extent. Roy and Lowenschuss [20] describe an
adaptive MTI filter, but do not give a detailed analysis,
or én§ detailed description of the performahce obtained.
The treatment is limited to a '2nd order canceller, and the
clutter model used in the simple Gaussian spectrum model of
_Barlow (5]. Bansen et al. [21] also treat the problem, but
only employ a 3rd ordex canceller and again provide no
really detailed analysis of the opefation of the systenm.
The approach of both these papers is to analyse a given
system, rather than to experiment, and investigate just
what the effect of having different types of filters,
different orders of filters etc. would be.

In order to analyse an adaptive MTI filter the following
components are needed:

(1) A flexible clutter model that is general enough

to covex most types of clutter.
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(2) A clutter estimation scheme which will characterise
the clutter seen by the radar.

(3) A systematic method for choosing the digital
filtexr coeffic%ents.

(4) A decision algorithm to select the appropriate
filter coefficients, given the estimated clutter
characteristics.

Components (3) and (4) suggest that the calculation of

the optimum filter as shown in Fig. 1.5-1 is broken down
into two parts. As we shall see later in Chapter 2, this is
the most convenient way to tackle the problem.

Chapter 2 reviews some of the basic theory of digital
filters, and in particular deals with the design of digital
MTI filters. Chapter 3 derives the equations for a fairly
general clutter model, and shows how such clutter can be
generated on a digital computer. Chapter 4 deals with the
problem of deriving some estimates of the clutter parameters.
Chapter 5 examines some of the problems of trying to select
digital filters to meet certain specifications. Chapter 6
derives, in detail, a critexion on which the digital filter
can be set, aﬂd Chapter 7 shows some results of a simulation
of the adaptive filtexr.

The approach taken in the thesis can, to so@& éxtent,
be described as intuitive, since a complete anal;tic;l

solution is not provided. However, it is the intention of



e e

v

this thesis to provide a basic analysis of an adaptive MTI
filter, and to derive some of the parameters that such a
filter would have to possess to be useful. In performing
the analysis, partly by mgthematics and partly by simulation,
a useful clutter model is derived, and the estimation
accuracy of clutter parameters estimated from a rotating
antenna i1s obtained. These two aspects of the analysis

in the thesis improve on what was previously available,

and hence lay the groundwork for more analysis of the

adaptivity problem.



CHAPTER 2

DIGITAL MTI FILTERS

2.1 Some General Remarks About Digital Filters

Using convéntional potation, the pulse transfer function

of any digital filter may be written as

m -i
L aiZ

i=0

H(Z) = - ~. (2.1-1)
l + £ b.2
i=]1
STR
where 2 = e . If the input to the filter is

x (i TR), i=20,1, 2,...

and the output is y(i TR) then we may write the equation

m m
y(n Tp) = I axx(nTp - i Tp) - & byy(n Tp - i Tp) (2.1-2)
i=0 i=l

Any structure of digital filter that has bi = 0 for all i,
is called a Finite Impulse Response (FIR) digital filter,
since there is no feedback in the filter, and it has only
as much memory as is provided by the m delays. Any filter
that has bi % 0 for any i, is called an Infinite Impulse
Response (IIR) digital filtexr since, mathematically speaking,
the impulse response is only zero after infinite time.

In order to realise the filter.in Equ 2.1-2:

(1) H(Z) must be a rational function in 2™ with real

coefficients
{(2) Any poles that this filter possesses must be out-

side the unit circle in the 2> plane. This
\ 33,
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condition corresponds to the condition that the
real parts of the poles in the s-plane must have
negative real parts for a stable filter.
There are several ways of realising the digital filter.
In Figs. 2.la to ¢ three basic methods are illustrated:
(a) Tﬁe\CmKnic Direet Realisation: this implementation
uses the minimum number of delays possible.

fb) The Cascade Realisation: this is obtained by

(/ rewriting E(Z) as
o - — .
H(Z) aog:aﬁi(Z) (2.1-3)

where Hi(Z) is either a second order section such as

1+ aliz-l + zs.uz'2
H, () = (2.1-4)

-1 -2
1l +b iz + bZiz

1

or a first order section such as

e 1+ aliz-l
Hi(Z) = (2.1-5)

-1
1+ b,;2

and implementing the individual temms in canonic direct

form.

\

(c) The Parallel Realisation: this is obtained by

]

rewriting H(2) as

m
. H(3) = C + "L ai(z) (2.1-6)
im]l

whare Hi(Z) is either a second order section such ag
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Fig. 2.1-la The canonic direct realisation of

a digital filter.
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Fig. 2.1-1c The parallel realisation of a digital filter.
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-1
a . + a,.2
H (z) = —2L 11 (2.1-7)
-1 -2
1 + bliz + bZiz
or a first order section such as
a
Hi(Z) = ——*”Einnzr (2.1-8)
1 + bl‘z
l -

and implementing the individual terms in canonic direct
foxm.
The exact form of implementation for Q‘practical filter

is usually decided upon as much by practical considerations

» 3

as by mathematical convenience. For instance, such factors
as roundoff noise, the noise created by finite word length
arithmetic, can dictate the order in which sections of a
filter will be casc;ded [22]). In this thesis we shall not be
concerned with these problems, since they do not directly

relate to the adaptivity problem.

2.2 Hypothesié Tasting Applied to Radar Detection Theoxry

The foundation of this work is that we are interoasted

in distinguishing batweon the two hypotheses, H, and H,,

. defined as follows: . -

Ho: There is interference alcne presont.

H,: There is a targot and interference prosont.

l.
It is important in what follows to undeorstand that this

problem can only be easily solved when wo are dealing with
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a Gaussian process. Given a sampled signal to work with,

we have to devise a test to apply to this signal in order

to decide the presence or absence of a target. We shall

look at two tests inwparticular, the Bayes test and the

-Neyman-Pearson test: the Bayes test because it is the

most basic, while the Neyman-Pearson test is the moat
applicable to the radar detection prgblem. Both of these
tests, and more besides, are described in detail in Van
Trees [23]. i
In the Bayes taest we make two agsumptions. The first is
that the a priori probabilities, PO' Pl, of there being
interference alone or target and interference, respectively,
are known. The second is that a cost is assigned to each
course of action. We shall designate those costs as Cij
i, 3, = 0 ox 1. Index i corresponds to the hypothesis
that was selocted and index j coxresponds to the hypothesis
that was true. Cloarly we shall not always make the corroct
decieion, but what we should like to do is to minimise the
cost, on tho averaga. If wo lot the oxpoected value of the
coat ba tha risk R we hava:
R = Coo Po P¥ob (choose HOI K, is trgu)
*+ Cyq Po Prob (chooso H,| Hj is truo)
+ €, P, Pxob (chooso H, | H, is true)
+ Cpy Py Prob (choose H,| H, is truo) *
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By assuming that the cost of a wrong decision is higher than

. P i e ]

the cost of a correct decision we can easily arrive at a
suitable test. The test that is derived is to compare
the likelihood ratio with a threshold. A likelihood is
simply the conditional probability density function of
the received signal, and hence if the received signal is

represented by the vector x, then the likelihood ratio

test is Hl
AMx) ¥ on (2.2-2)
2o
rx o PEIEY (2.2-3)
& P(r|H)

Py (€10 = Cpo!

n A

— (212“)

We may notice several important foatures of this test: .
(1) The structure of the tost is not affacted by the

agsigned costs or a priori probabilities.

v | (2) Wo have to know all the variables to complote theo

u tost.

(3) Any monotonic funation of A can bo used as tho

tost statistic, ¢g.

)
§ ‘gf tn A(x) $ inn is an oquivalontiﬁnnt

L B
: 0
[y

'

‘
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(4) The test does not depend upon the amplitude

of the signal. It is said to be "uniformly most

powerful" with respect to amplitude.
It may be that in fact the likelihood ratio is itself
dependent on other random variables such as frequency
or phase. In this case we would write for the likelihood
ratio, A(r, w ,¢). In order to get one number to compare
with a threshold we would have to average over these random
variables, and in principle, this is quite straight forward.
This case would be called a"composite"hypothesis,

Wo can immediately see that there will be some dif-
ficulties if we apply this test to the MTI radar problam.
Firstly, we do not know the a priori probabilities Po and Pl;
secondly it is difficult to assign the costs C00 etc. In
many practical situations the assignment of realistic
costs is impossible and a simple procedure to bypass this

difficuity is to work with the probabilities P, and P

d £a’
the probability of dotection and the probability of false
alaxm. In genoxal wo should like to make Pfa ags small as
possiblo and Pd ags largo as possible. Moatly theso two
objactivas conflict, but a way around this is to constrain

ono of thao probabilitias and to maximise (or minimico)

- tho othoxr. This is tho basis of tho Neyman-Pcarson critarion.

To relate tho probabilities Py and Pfa to the provious
probabilitios that wo dofincd earlicxr, we note that Py is
tha probability that a targot is propont and wo detact it,
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ie P(Hllﬂl), and P,._ is the probability that a target is absent,

fa
but we declare one present, i.e. P(Hllno).

If we constrain pfa to be less than a certain amount,
say a, and we maximise Pd' then we arrive at the Neyman-
Pearson test:

1
A (2.2-5)

0

A(rx)

AV N

This test seems to be the same as the Bayes test, with the
exception that the threshold A is determined by Pfa as shown
by

Pey = Z p(A|Hg) aA (2.2-6)

Solving Equ. 2.2-6 for A gives us the threshold. In
practical implementations of this‘test setting the threshold
A is difficult, but can be done. The topic of how the
threshold is set is treated in more detail in section 6.3,
and we can observe that the Neyman-Pearson test as defined

in Equ. 2.2-5 1is a test that maintains a constant false
alarm rate (CFAR). Thus we have arxived at a suitable taest
from which to derive an optimum filter to separate the target

from cluttor.

2.3 Basicg Considerations of Digital MTI Filters

This discussion of MTI filtors should be considerxed in
tha context of the adaptivity problem. The spocific pro-
blema of applying known design mothods is loft to scctions
2.4 and 2.5. It ig important to*obsorvo that wo want to

arriva at a viable, practical system of choosing the filtors, .



and it seems that the easiest way of doing this is to have
both the cluttex and the filter characterised only by
discrete saets. That is to say we do not have to regard
the clutter as having a continuum of characteristics, nor
do we have to regard the filter as having a continuum of
characteristics either. These two facts are forced on us
by two practical considerations. Firstly, because of the
finite "time on target™ of a scanning radar, we cannot
expact to get more than a certain amount of accuracy on
our clutter estimation. Secondly, because of the finite
word length associated with the coefficients of real time
digital filters, we cannot expect to define a continuum of
frequency responses. Quite apart from the existence of

these two considerations, it is questionable whathor

reducing these quantisations to a very fine separation would

greatly improve the performance of the radar.

We now considexr some of the problems of designing the
filters. The fundamontal idea, behind MTI processing is to
detect moving targots in the presence of cluttex. In
order to do this we should like to apply a hypothesis tost

to our received signals to sce whothor a tarxget is proaoni

or not. In soction 2.2 both Bayosian hypothesis toesting and

Noyman-Poarson hypothesis tosting wore introduced. Ao
explained in soction 2.2, practical considorations limit

w3 to tho Noyman-Poarson test.

42.
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A simplified way of looking at the problem of

designing the filter is shown below:

F -y
c a, s [Pa
T a, Pea
N R
ban-

The interpretation put on this transformation is that the
received signal consisting of Clutter, Target and Noise,

is oparated on by a filter with coefficients (al, az...an)(
to give a detection probability of Pd and a false alam
probability of-Pfa. The MTI filter represented by the
coafficients {ai} nay be any structure, IIR or FIR. Clearly
the ideal situation is, given Py» Pgg and the vector [(C,T,N],
to choose the coefficients {ai) to meet the requirements.

There are several difficulties experienced with this

approach:

(1) We may never be able éo meet the specification
with the structure of the filter given and tha
paramoters of the radar dafined.

(2) A priori, we do not know much about the cluttoxr
or tho targat. ‘

(3) It appoars to bo very difficult to solve for {a 1,

. ovgg allowing that weo know the characteristics of

CorT.
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Based on these points it appears that a suboptimum approach
has to be pursued. Suppose that we work the other way
.around. That is: given [C,T,N], can we determine the
values of {ai} such that we can keep [Pd, Pfa] within
reasonable values?

This approach hag its difficulties also; we are
and P

preassuming that we can calculate P given all the

d fa’
necessary parameters. Most of the time, only upper and

lower bounds can be obtained, because of mathematical
difficulties [24]. There are one or two exceptions to this,
where undexr certain conditions, Pea and Pd are obtained e.qg.
Kanter [25]. As a generalisation we can say that the
dimensionality of the mathematics is huge; if each coefficient,
A has m qguantisable lovels and these are N coefficients

then we have m' possibilities in the filter alone. Similarly
there are many degrees of freedom in the clutter environment,
To considexr all the possibilities does not seem feasible.

It appears that the only solution to the problem is to
reducae the dimensionality of both the environment and the
filtox, so that we have only a limited number of parametorxs
to consider. Clearly, just how this reduction of dimensionality
is achioved will affect the answer we got. Howaver, it is
roasonable to assume that good judgemont will give an answerxr

that is close to the best possible. Typical parameters that

wa might considor are a set of paramctors, such as that
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derived in Chapter 3, which describes how much the clutter

is moving, and a set of filter parameters, such as passband

cutoff, passband ribple etc., which characterises the filter.
Having reduced the dimensionality ¢f the problem it

is tempting to try to go in the reverse direction again:

Py 3y
A
Pfa n

This would be a mistake, becayse whilst it would desirable
to have the reduced description vectors be the "eigen"
vectors, in that theirs is a mathematically equivalent
description of the problem, it would notlbe mathematic&lly
correct. This is because the parameters we choose to
describe the filter, by no means specify it completely. ';
For instance, usually, many filters can be found that will

meet the demands of an approximation problem in the frequency
domain, and each of those filters could give a different Py /

and P Mathematically, this means that for a given clutter

fa*
charactaexristic the mapping of

g a g; are the filter

g paramotors
gj Pf
is not unique, in gencral, and it is not necossarily "onto"“.

Henco by tho thoory of algebra, no inverse can be defined

in gonoral.
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Up until now we have dealt, with some foresight, with
some of the difficulties that are encountered in the design
of MTI filters. Now, we can treat in more detail two
basically different approaches to the design problem. One
approach involves statistical decision theory whilst the
other approach involves the use of a parameter called the
Inmprovement Facto€. Practically all the design methods that
have been used to design MTI filters fall somewhere into
these two categories. There is a certain amount of equivalence
between the two approaches, but nejither approach gives a
reasonable answer, although for different reasons. We are
thus forced to a compromise solution that has the elements
of both approaches and yet is fairly practical.

A summary of the different kinds of MTI filters is
given in Stéinbarg [26], whore the problems of both FIR and IIR
filters are discussed. Since, in Staeinberg, only the pro-
partios of the filters aro discuaaed, two different design

methods are summarised in the next two scctions.

2.4 The Design of MTI Filters Using Improvecmant Factoxr

In this section we consider the design of FIR digital
filter using a quantity called the MTI “Improvcment Factor"®.
This improvement factor will be dofined as the development
pxocooeds.

Moat of the work that has boen done on weighting pulse
trains is aimed at finding weightings and pulso spacings that
will optimally suppress tho cluttor. Examplas of this are
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capon [27]).Rurmler [28] and more recently Hsiao [30]. The
type of filter that is being considered is shown in Fig. 2.4-1.
The procedure is as follows:
(1) Define the output of the filter.
(2) Calculate the éain in target to clutter ratio.
(3) Determine the optimum set of pulse weights.
For an N-delay FIR filterNt?e ocutput Vo(t) is given by

v (t) = &
i=g

Vit-t (2.4~1)

3y 3

where aj is the jth coefficient and V(t-tj) is the input
at the jth sampling instant. The input V(t-tj) may be

written as

-4

V{t-t /25 bj cos(md(t—tj) + 9) + /E(t—tj) (2.4-2)

3 =
where § = the target power

C = the clutter power

wy = the angular doppler frequency of the target

¢ = the unknownphase of the targot

bj = the antenna Qéight on the jth pulse
Here, the presence of thermal noise is ignored, as in
principle it could be taken into account when the autocor-
relation\function of the intcrfp;onco is defined. &ho
average pbwer output from the filter is E{Vo}% To obtain-
this we can expand V(t-tj) into a signal component and a

clutter component:

E{VQ}Z-E{(E aibifig con (ug (t-t,) + ¢i)+ai/57t-ti))

(2;4"3)
'(5 ajbj/§§ cos(udgf-tj)) + ¢j)+ai/EYt-tj)»
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INPUT -1 _ -1 -1 . | -1

> OUTPUT

Fig. 2.4-1 A general multi canceller.

2>
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= 2§ E{§ § aibi ajbj cos(md(t-ti) + Q cosmd(t—tj) + ¢j)

+p g o8 ay Cleet vt(é-tj)} (2.4-4)
= 8§ E 5 a; aj bi bj cos wd(tj-ti) + C E 5 a, aj p(tj—ti)
(2.4-5)

Here we have defined p(tj-ti) as the normalised autocorrelation
function of the clutter, including the antenna scan effect.
This is dealt with in some detail in Chapter 3. Thus from

Equ. 2.4-4 we can see that the output target to clutter

ratio is
[ a,a; b.b., cos(uw (t,~t,)) *
@ = L] %% P47y 90074 By (2.4-6)

o
Ctiaa plt ~t,)
- b i
§ 1%y P 1%y ,
Hence the signal to clutter gain across the filter bacomas
(S/C)o . i i,aiai bibj cO8 wy (tj-ti)

G(Nd) =

Absenca of a priori knowledge of the doppler frequency, wae
suggests that we ought to average G(ud) over all.possible
values of w g and produce a gain that is independent of tho
characteristics of the targot. As wo shall sco when w§ have
obtained the final rasult, this is not without drawbacks. We

achieve the avoraging by writing G(ud) as

-
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N-1 N-1 N-l
2 2 -
) ay bi + ; ) aiaj bibj cos wd(tj ti)
Gluy) = 220 i Jei (2.4-8)
Y3 N-1 N-1 *
L I a.,ay plty-t,)
im0 ymo + 4 3

When averaged over wy tho cond toxm of tho numorator averagos

to zéfo and hance G, called tho Improvement Factor, is given

by N-1 . . o
I a,% E{b, ¢}
{=0 i i
€ -, (2.4-9)
N-1 N-1
I T oa, a; plty=-t,)
img qug & 373 4

G is called the Improvement Factor becausc it exprosses
how, on the avardtge, tho target-to clutter ratio is improved.

It is convoniont to write tho cxprossion for G in

_voctoxr and matrix notation. Lot a = (a5s Ayreavsdy )y

b = (bo. bl""'bN-l) and R = the normalisod covarianco

matrix of tho cluttox. Thus

T T ‘
T2 b .0 a (2:4-10)

aT R a

What wo,ﬁro intofoatcd in is maximiaing this avor&g; gain)
howaver, an’unccnatrainod maxiﬁiaation would give misloading
rosults. Tha procedure followodxia to minimi;g tho dono-
monatoxr with ruﬂpocﬁyto the {ai}. whilat holding tha
numoratoxr constant. Thia corresponds to having a constant
thoarmal noisa pow;r coming through tho filtor for Any such

got of coofficicnto. Thus wo may rowrite § as

e At =




a” R a

o

Tho {bi) do not ¢ into this optimisation since thoy are
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fixed. G may now bo maximisod if wo roaliso that R is a non-

~ nogative definite roal matxix. Tho matrix is non-negative

daofinita, sinco any covariance matrix is non-nogative
dofinite (23] and it is roal, becausc in this partiocular
analysis, wo arc only doaling with real signals. Hence R
may be rowritton as

"RwHAH | ‘ (2.4-12)

whare H is a matrix of cigonvectoxs and A is tha corrasponding

diagonal matrix of oigonvaluas. In fact wo do not, for tho
p&rpouos o: the m;ximieation, ncod to calcoulate H, since weo
may writa, by definition. a
Ra = )\a (2.4-13)

This is trwo " for any ocigonvalue and its coxrrasponding
oigonvectoxr. Hoheo

G » Sonst _ const ' (2.4-1 )

a“ Aa Aa® a

Thud, 1f wo plok A to bo tho omallest cigonvalue and, a,
to be its correspending oigenvectoxr, then wo have maximised
thae functional, and a will give tho_opglﬁum got of tap.
waolghta. In principleo, sinco R is non-negative definito,
A could bo zaxe, but this was not found to bo a practical

problem. Tho: difficulty can bo avoided by including
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thormal noisge w%}h tho cluttor and henco making R positive
dafinite. (w

Thus it sooma’that givon tho coveri ance matrix‘.ot a
Gaussian random process wa can dofino, for a given order of
FIR filtex, N, an optimum sot of coofficonta. Unfortunataly,
things aro not so simplo as this. If ono attompts to deosign
rcasonably high ordexr (N>5) f£iltors on this basis, tho
rasults are not vory good. What tonds to happen is that
the dosign procedura gives filtors that aroc cssontially
narrowband filters, contored around tho minimum of tho

cluttor onoxgy. Thia rosult was first noticed by Capon [27)

‘and can bo éuite casily undorstood whon one roalises that

it is tho ratio of targot to cluttor cnaxgy that is baing
optimised, ané'that by roducing tho oluttoxr enorgy Quicker
than the target onarxgy,we can maximine the quantity §,
within’tho limits qt the filtor oxdor. Becauua'tho majorety
of tho cluttor ono¥gy is contarxocd around zoro froquency, tho
donign proceduro givos narrowband filtors contorcd as far
away from aoio froquoncy as tho sampling thoorem allewa,
1.0, contored about 1/2Ty. .

Whilat tho rosult is mathematicallycorxoet "Lt i@
cloarly far from tho bost solution, sinca wo know that vhat
is roquired is a highpaso filtor with a faixly narrow
stopband. Thie ruaplh io a conscquenca of doffining a
eritorion, such aas makimising G, which io indopondont of
t.ho' taxgot's chaxactoristies. Ono way .arc\md thias problem
ta to plaeu(addition&l conotraints on tho oéﬁlmiuationo
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such as limiting thoe amount of ocnoxgy coming through tho
filter. Such an approach is pursued by Martin (3L].

2.5 The Design of MTI Filtors Using the Statistical

Decision Theoretic Approach

In this approach wo use the results of section 2.2 and
apply them to an particular detcction problem.
-JLet r be the received signal as bofore, let 8 roproaent

the target and let x represent tho interference.

Tho interferancg X consigts of tho cluttor ¢ and
thormal noise n. All theso quantities are N-voctors of
the time sampled signals, Thus we have tha two hypothaces:
Ho !t r =X -
Hy tr=x+a
X ®=c+n , (2.5-1)
Wo also dofine R as tho normalised covariance matrix of x,
and it is an N x N matrix
f.0. R = 3 Blx %) “ (2.5-2)
Note that becausec of tho proportios of covariance matricos
R = ®RHT we shall domonstrate in Chaptor 3 that it
ia roasonable to assumo that the part of‘tho cluttor signal
that fluctuates with timo is a Gauassian random process. For
practical purposes wo do not havo to bother about the
~spcculaf.component of the ocluttor aiqnai bacausao wo ¢an
design automatic throsholders that can oliminate any congtant

rasiduo of tho output of an MTI f£iltor. Tpis is looked at
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in more detail in section 6.3.

The joint probability density function of a vector of gaussian
random variables, x, is givan by [8) :
exp [-% xeT R7Y x]

px) = (2.5-3)
(2n)V2 ||

whoro |R| is tho. detorminant of R. .Also we know that when
%

tho radar pulses aro roflocted from a moving target wo got

a signal vector added to the clutter-noise vector. Tho mth

sample is given by

o) s, = b o lUatn = ¢ (2.5-4)

L ' whofc ¢ is tho arbitrary targot phase, Wa ia thae doppler
' angular froguency and {bm) aroe the antenna weightu'aa in
soction 2.4. Wo ignore an arbitrary amplitude becauso the
likelihood ratio teost is uniformly most powerful with

rospoct to amplitude. Thus wo may writo:

’a‘j - l 1 T "l -
e P(x|b, wqs ¢) (zﬂ)u’,zm_lloxp(,(x-s)* R “(x-8)) (2.5-5)

If wo now foxrm tha,likelihood ratic wo got.

P(x'bc $, Nd)

~

r'"‘ Q} A(x‘b; ' Nd) -
‘ pi(x|0) = =)

= oxp{= 8*'R™Y5 ) oxp (Ro(x**R"Yg)) o (2.56)
2 ' o
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where we have used the relationship (R4 = @ HT

to obtain the second part of Equ. 2.5-6. It is customary
to assume that ¢ is uniformly distributed from 0 to 2n; if

we average A(.) over this, we get [29]

1
Mx|b, wy) = exp{ " 2s*Tr71g ) IO(IXT*R"ISI) (2.5-7)

Where I, is the modified Bessel function of zero order. We
néte that only the I° torm contains the observed signal x,

and hence using proporty (3) of saction 2.2 the optimum

test 18 to compare tho woighted sum wT*x against a throshold.
Hero W is the optimum sot of complex woighte of an FIR filter,

W o= (wl,...,wu) and W = const. R-l

S.

At this point we can sce that if we know the targat
dopplor froquqncx wa can gesign a flltor that Qill optimally,
in £he Noyman-Poarson sense, soparato_ﬁhc target from tha
cluttor. However, a priori, wo do not know the ta:gbt
dopéler and, unless wé are going doaign a bank of filters,

oach of which is matchod to a difforont particular dopplor

" 6.9g. McCaulay [32Joxr wirth ([33], thon wo shall have to

avarago ﬁho~axpre§aion for A(.) over &d as wall., We can .
writo this as ’
T2 .
A(x|b) = oxp(-% S*TR lS) Io(‘x*T R“ls ) dy (2.5-8)
0 ' :

-
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where we have let y =“d modulo 2rn. It appears that this
integral has no analytzc solution [34], and although various
approximations have becn tried, for instance by expanding

‘ . Io(') as a powor sorios, thqy apply only under specific
circumatances. Selin [35] treated the case of the detection
of a sinusoid of unknown froquency in thormal noiso, and

used the method of averaging A(.) over discrete set of Wy

to produce an avorago likelihood ratio. Whilst this is a
tractable solution whon only thermal noise is prasont, in
the presence of cluttar, the mothod bocomes intractable.

~; The difficulty of the intogral in Equ. 2.5-8 is ﬁot
" roally too surprising from a practical viewpoint.f What wo
% aro asking EB: is a filter that will optimally scparate

H : a signal from the inteorforence, but we ara not fully

gpocifying the aignal,

2.6 Tha Mcthod of Filtor Salection Uscd in tha Thasis

In sections 2.4 and 2.5, wo oxamincd two poassible

methods of designing MTI rilﬁora,_and cach method was scon

%
~

< ’ “to have inadoquacies. Sinco the purposo of this thesis is

-F

to look at. the problecms of adaptivity, rather than the
problems Q!'doéigning'MTI filtors, it was dqdiddd to adopt

PR gp
- .5"“"

. ‘ an cmpirical approach to the problem. Wo know what kind of

i o til:né is noceosary tolgchiqvc good MTI action: a filtor

that has a parrow. stopband contered around ®oro dopplor

frogquancy, and a flat paaaband.:

. .
) . »
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The size of the stopband is determined by how wide the
spectrum of the interference is. Thus if we can obtain
filters which have a controllable stopband, and good ripple
characteristics in the passband, then this is adequate for
our purpose. This bhiloééphy'of designing MTI filters is
expounded in more detail in Jacomini [36], and was the method
adopted. Jacomini's approach is summarised in Fig. 2.6-1;
here the doppler space is divided into three regions: A,

B and C. Region A is tho region where we requiro large

, clutter altenuation, rogion B is a tranéition region about
which we can QO little, and region C is ﬁho region in thch
woe would likeo all targets to be oqually detoctable. Cloarly
the type and comp}oxity of the filtor will limit how well
this characéeristic may bo approximated. For moro details

6f how the filters wore sclocted gea Chaptor 5.

2.7 Summary of tho Chapter

This chapter has roviowed tho problem of designing MTI
filters, by introducing tho concapts of the maximum likelihood
dotoctor and theo MTI 1mprov§ment factor. It was demonstrated
that neithor mothod works really woll, and as a result a
fairly ompirical mothoed was adoptad to choose sots 6:
filtors for uso in tho adaptivity problem. This mothod,
essantially that of Jacomini ’@s] is to spocify a stopband
in which a c¢rt&in amount of attonuation is rogquired, and a

passband in which a cortain amount of rippla is pormitted.

»
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\

Fig. 2.6-1 Tho Gaaixed filter characteristic for en
MIT filter,

"
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CHAPTER 3
THE CLUTTER MODEL

3.1 Introductory Romaxrks

In this chapter we deoal with the mathomatics of describing
the rofloction of tho radar pulses from moving scintillating
scattorors. It should bo cmphasised that the dovelopment
of this particular cluttor model was aimed sololy at tho
adaptivity problem and in order to get tractable answers,
cartain assumptions have to bo made. Thus the analysges
would have to bo oxamined caroefully if they wore to bo applied
to another situation.

The intontion is to provide a cluttor model which

can ba uscd as a basis for the rogt of the thosis. Soctions

3.2, 3.3 and 3.4 doal with tho baaic signal thoory. Soction

3.5 doscribos tho camputer modal derived to éonura;o gimu-
lated cluttoxr. The program used is described in méra detail

in Appondix 7. Scction 3.6 showa some of tho theoretical
regults obtained; tho idea ia to sco how cach éaramutc:

affeoots tho autocoxrxelation function or powor gpectral density
of the eluttox: Soction 3.7 showa comparisons botween tho
proportigs of tho gonoratod data and thao theory, and scction
3.8 summarigses tho %mpo:tgnt points of tho chaptor. Appondicon
1. 2, and 3 provide some of tho nocossary but less saliont

dotails of the wodel.

59.
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Before proceeding to the formal analysis of the model
we should consider some of the difficulties encountered in producing
a model. Since the environment of the radar is undefined, a priori,
we shall have to try to obtain a representation that is very general.
However, this is not as hard as it seems since we can characterise
the clutter as it is usually characterised - by its power spectral
density. Fortunately most of the common types of clutter are well
characterised by this alone; precipitation clytter is an example of this.
In the case of sea and ground clutter we may have to add to the con-
ventionally characterised clutter a specular componént which can affect
the statistics of the clutter signai, but not its spectral density.

It is also fortunate that the magnitude of the radar return
from these types of clutter is fairly well behaved as the radar frequency
varies. For radar frequencies from L band to X band the normalised radar
backscatter coefficient is either abproximately a constant, or it decreases
as the frequency increases. The fairly smooth relationship is to be

expected since the frequency is not too close to the resonant frequencies

of some of the components of the clutter (eg. water absorbs energy at 22.2 Giz)

Thus a simple model can represent the clutter behaviour over quite a
wiée band of frequencies. ‘ .

In trying to derive a general clutter model many problems
are encowntered. Tho backscatter in any one range tell is the sum of
many different effects. Also, the scatters are distributed in three

dimensions within the celi. Tho analysis of all theso different effocts
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as they change with time is extremely conpliéated. COne thing that
is fairly clear is that, given a particular sample clutter power
spectral density, there is no way of determining uniquely what the
effects were that produced that spectral density.

The clutter that we are interested in can be grouped into
two basic varieties: ground clutter, which can include effeéts from
water, and prpcipitation clutter, such as snow, rain etc. Ground clutter
is the sum of reflections from objects such as buildings, trees, waves
on wate.r and the like. The width of the power spectral density of
ground clutter is almost linearly related to windspped if the objects
move which is what might be expected. The width of the power spectral
density of precipitation clutter if not so easy to relate to windspeed.
More details of this, and of the characterisation of ground clutter,
can be found in Nathanson (11). However, the four major contributions
to the broadening df ti\e clgtter spectral density for precipitation
cluttex; are: B
1. Wind shear - the increase in windspeed with height

: above ground produces a distribution of radial velocities.

2. Beam broadening - the finite width of the beam causes a
spread of radial velocity components when( the radar is
looking crossm

3. Turbulence - fluctuation in wind currents causos a velocity
distribution centored at the moan wind velecity.

4. "Fall velocity distribution - a spread in tho fall velocities
of the scattorors rosults in a sprecd of~olocity components

alongthabcam;
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These 4 effects all deponstrate that the inhomogeneity of the scatterers

in space has an effect‘on the spectral density of the clutter. However,

if, measurements of the power spectral density are made on clutter returns
from any specific effect mentioned above, the best that can be obtained

for any parameter of the causal mechan}sm is a spatial average, since

the antenna beam has finite width and height. If, in the model, we

were to use scatterers which were homogeneously distributed throughout

the space, we could generate a clutter signal with the same characteristics
as the clutter from the non-homogeneous scatterers, by using the spatially
averaged values of the parameters. This approach is practically unavoidable
unless we can use a radar beam that is narrow enough to look only at one.
very small part of the space of interegt. The approach means that we do

not have to model the scatterers distributed in elevation, but only in

delay and azimuth. .

Siﬁce only the combined result of all the offects is what is
seen at the video end of the radar we cannog say what part of the clutter
spectrum is caused by which effécg. Hence it Seems reasonaﬁle to
paraggterise the scatterers Qith as few basic properties as possible,
in such a way that we canAcover most of the situations that will be
encountered. The parameterisation that was chosen was té dosc£ibe the
radial velocity distribution of the scattorers and their sciftillation
distribution. These two proporties are the most basic way of describing

any scatterors,
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3.2 Outline of the Physical Model

Consider Fig. 3.2-1 where it is gssuﬁed that the antenna
is scanning around-at wg rads/sec; at time t = 0,6 = 0. The
model that is used for tho scatterers is that over a small
range, ring the scftterers are uniformly distributed in radial
linesi Each rqgéj; line is identified by azimuth angle 84
and afbng it there are scatterers distributed at uniform
intervals, indeoxed by the lettor "k". PEach line is separated
from the next by 46, and the scatterors are assumod to extend
from 6= 0 to & = » (This interval is not too critical for
the.model and is choson only for convenience.)

Eor'analytical convonlence, tho two-way antenna pattern

is considored to be Gaussian, that is

Y
p(t) = oxp( ¥s® = 91)§ (3.2-1)
) . -

Hence, the roturn from a scatterer Sik located at azimuth 0i

and range k, is given by
‘ - x
(mat ei)

2
TO

S(t) = 8, oxpl ) (3.2-2)

Note that the scattorers have boeon represented as
oxisting at discrote points at specific azimuths Of/;GRQQB.
This is in contrast to some other theorotical tch@gg&pn
(e.g. Van Trees [37] ) whore the concept of an ccho rata is
cmployed: that is, the returns aro assumed to occur

probabilistically at differeont delays, and the probability

¥
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donsity of dolay used is a non-homogencous Poisson diatribution.
From tho point of view of computer modelling this adds a groat
deoal of comploxity, and dcos nét gsooem to bo warrantoed.

Wo have to considor hqw the variabloe Six is to bo
modelled. We aro going to lot”§,, be a compleox phasor, and
the rotation of the phasor reprosents a uniform movement
with time of tho scattorer. At tho same time tho scattorer
crosa-gaction is allowed to fluctuate. It has been shown
by Wong, QRecd and Kaprolian [ 9] that a more realistic model
rosulte if tho acuttc205~croua-acct10n is allowed to fluctuate.

Now, in fact, tho cross-scction fluotuation can be modelled

as a rotation 'of dipolos.

In this form of the model one has .to compute thodot
product botweon the eloctric fiold voctor of tho trancmitted
wave, and the diﬁolo roprasontation of the scattoerer in 3=-
dimonsional space. As the dipole rotatos, the c:oaa-aoction
fluctuates with a spocitic pcricd. In tho papor by wong.
Raed and Kaprolian, the scattorer cross=scction wao modalled
in tho following way: ' .

‘8= 8g(C 4 U oV 4 1™ (30249
whoxea _ o

8, io an arbitrary radar - crosa-soationy

C, U, L aro gomplox raﬁdem variablas which are
ntatintica%%y indopondont, and are functionally depondent .

on tho anglfu duuc:ibiaq tho opatial oriontatjon of tho dipalo.
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Wong [ 10 ] describes their dorivation in detail.

U 2urt* a, that is the rotation of the dipole plus
a phase congtant, and ' \

w, = rotational froquency of the dipele.

The variables C, U, L ara random, bocaugse the spatial
oriontation of tho dipole is random and thdy are differont
for difforont tranamittor polarisations, but here wo are
only intorasted in tho case of linecar transmit-linecar receive.
In tho compdter model, 8 is roproacntod as a ainusoidal
variation, as this is what the complox formula roduces to
for any particular aeattorér. for lincar transmite~lincar
ravoive ‘(geo Appondix 1). Mathomatically it is convenient
to kébp tho reprogentation as a complox numbor gince all
tho work ia donc in complox notaéi&k. ‘

Wle ghall write tho radar cross-scation of cach scattor-

or aa

Bik(t'“;) -8, (C + ?onutvé * a4 pamidrey, -q? (3:24)
(v 408 a random variablao drawn from a diatributied,'f(vr).)
Thus cach acatturerfmay ba roproconted as aikie.vr) oddTvgt
whara Va s tho dopplor uhitg givan by tho tranulat&onqi
movemont of tho dipola, and vy Lo q:éwn from a diagribut&an'
£(vg). Hoto that vy = 2L £, whore v 1o the radial volosity

of tho goattoror, o tho opocd of light, and £, tho carrior
frogquondy.
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The approach takon from now on is similar to tho
approach takon by McCaulay (32] excopt that the socattorers
in hie modol arc fixed,

' The proﬁodu;d io as followo:

1) Computo the return from onc oclomontal dipole soat-
toror. -

2) Sum all tho individual contributiona to got theo
oluttor asignal.

3) PForm tho autocorrolation of this signal.

Noto that thia particular model doecs not tako into
acqount a stoady componont of roturn, as would be given by,
for oxamplo, a mountain. Thino modol csscentially represonts
a geintillating clowd of scattorors with a pooaible ovarall
drift voloclty. Howevor, it is caoy to modify tho modol i
roquired, by adding a eohetqnt torm to tho raoturn, and thies
topic is dcalt with in some dotail by Dodeworth and

_ﬁathaway [ 2],

.3 Dorivat&ag ef tho Roturn #xem eno antﬁu:ox

Asouna that we txaﬁumit a aeho:enﬁ puloa txain which io

undformly opacad, and wo will not gpocify what tho procise

" gorm of cach individual burat in. Tho pulse train io going

to bo procosncd by a filtor that 4o matchod to a pulso with
an cavolopo up(t) , pot nocossarily tho samo &g that of tha

"
3

_ Volt) = ugltd o338 T (aaey
) / B
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whore ui roprosonts the whdle pulse train and wo acknowledgo
that tho wolghting of tho antonna will como into this lator.

Considor tho roturn from ono azimuth: tho roceived
oignal 18 given by a frogquoncy-ashiftoed timo-dalaycd version
of up(w), that is,

bple) = By ugle =) o33 F g = nd

whoxo vd ia.tho dopploy ohift, A is tho dolay, and £°
io tho caxrier froquoncy. Wo shall net show the functional
dopondonca of aik.ﬂuntil it in'qdnveniont to do 8o, No
attompt 1o mado to normaliso tha powor of tho rotufn from
a soattoror, since it is not the intontion of tho work to
caleulato radar croso-scctions, &nd tho final xobulto that
are obtaincd are casily noxmalinqﬂ;

Lot tho filtoxr that procossas tho pulsc train bo
natched to a pulse which hnq an inmpulso roapo§ao

N

bplt) = pgltmey) pdd"Eg (E=Ty) (8.3-3)

whaxa uv(h) io the pulsa anvalopo, o lo a xaforonce dolay,
and our fxeguoncy raforonca in‘auioAdepploé.. 1¢ thc_:iltor
4o matchod to ¢p(t) thon to £ind tha output oignal wo havo

4o convolve tho dnput with yu(-b), which moans that wo

corralata tha input with @*F(t). That i0, tha output of tho
g4ltor do | oot '

68,
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n(a) --i By hpdtmty) 032“(£o+vd)(t"k)u*F(t*to-a)e'jzﬂto(t'70'°)dt

~

(303“)
whoXo a is the variable that roproaonts the time axia.

To oimplify tho intogral put t' = ¢ - Tk RO that

. L
n(a) = ﬂik_iuw(t')ejzﬂ(to*“d)t'u*p(t‘+xk-r°-a)o'j2"ro(ti*‘k"p'a)

. dt
(3Q3‘5)
-8y oja"!o(a"k+‘c) plE ) urp(E 4ry -a)njz““dt'dt|
(303'6) ,
- gik jant (a= (Tk q) XTF(Q-(‘k'To)'Vd)
(3q3“7)

\ ]

Hore éik has baoh takon outaide tﬁc intogral bocause ito

fluctuation ia slew compared to tho changes in uy(t).
The Xep io tho oroms-ambiguity funotion (38] botween up and
up! it o de!tnnq as .

-t ‘ 3an'§ | '
Xpp(tev) ® fuplBlutpte=n)a®®™ e (3.3-0)
il

Now, at ehln point, it is convoniont to put a = ¢, po that
WO ¢an sac at tho output of the £iltor what offoct thio ena
acatsovor has. whua: " ' '

™
o2
M N
‘e
Pl

YO RIS, D xgptimtnetgh ival (3,350

In cact wo ean rcw:&ho wa in a mono txae&ablu foxnd wo
knew
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P &*
P-l
uple) = ok apua(t-pTR) (3.3-10)
whoxe Mg is tho onvolope of a singlo pulso, ap roprosanto
tho walghting that the antonna gives to ocach pulpse and p is
tho number of pulsos tranumitted. Henoo, from Bqus. 3.3-8
and 3.,3=10,
w Rul )
Xpp(tev) =7 T agug (6=pTp)uvptemt)o? 2™ Eae (3,320

-w pui
. f

P=1
- * fhae) qdlUVE .
p-oap fu (t PTR)u*plt=t)0 as

(3.3=12)
Wo can rowrite this intogral by putting t=pTy = t') thus

E-l -
Rw (Tl = T ey L (t')u*r(t-(%-pw PESEAA AL U

) (3.3=13)
nofininq xaE(TOV) a8 tho crosa-ambiguity function botwoon
ug and up dn A way simdlar to tho Xppltiv) in BQu. 3.3-8, wo
havo

| Pl

XN\(T V) w T

p-o ap gjaﬁvan xBF‘i-pTR.V) (303“14)

whua, uuinq Bqua. (3.3=9) and (3. 3-14> wo can xowrito the
time roapanoe of tho t&ltu: ao

ang, (etr, = ))P L -
ALY w0 k‘f p-oaﬁ 93 "a® rx 0p 8= (1=t Bl vg)

(3.3-18)



Bafora proccoding further we can uimpli;y the notation of
this oxprossion by:
(1) Ignoring tha ‘o torm bocause we cohoroently detagt
the roeaiﬁod signal
(2) Putting t-(t, =t ) = 1, d.0. rodofining tha timo
variable such that v is a shiftod varsion of tho
di!!ernnc& (Tye=tgd s
Wo may théroto:e sinplify Equ. 3.3-15 as

p=1 '
JUICE RN 032" VaPTRygp (1=pTivy)  (3.3-16)

p=0
Dofora caloulating the total cluttor signal lot us
oxamino Bqu. 3.3-16 in moxo dotail. Wo nota that
gxsp(w-pwa.vd) io juot tha‘yo§ghtod.uupe£poaiticn of tha

&ndividualxay‘a aach dolaycd frem tho noxt by Tpe The torm
ojanvdpr roproschts tho uniformly rotating veotor that would
roprasont tho aﬁ&nqo in phagse of a uniformly moving targot.
Wo,aloo soo that if wo sample the matchod filtor ousput at a
particular v wo will got tho following cxp:6:aion for tho pth
sanplo of niv){

R N RO I CR S U

bocause xaF(v-pTR,vd) - *ar("“d* tttﬁiu q#bxonond nedule T
v | | | ,/ / /‘
4 . /

t : : . . v

.
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Now if we area intoranted)in the ambiguity function of
the whole pulse train then wo can put

x,m(r.vd) - :E: ap XSF(T' vd) ojawdeR (3.3-18)

Pyl
po0 % od2vaPTy (3.3-19)

and this oxprossion can give us tho fine structure of the

= xgpltivgl

dopploxr amhiguity of the signal and £iltor. This fine
structurc is dotormined by the antenna pattorn wolghting,

ap. tha onvolopa of tho pulse train.

3.4 The @otal Cluttor Signal and its Autocorrolation

The intorfaroncoe from the scattorors Sik at tho pth

sampling inetant lo defined by BQu: 3.3-17. Now
L)
“lu, P Ty = 8,)8
3, = o _ R A o (344-))
Tca "

as dofined proviously, and for aimplicity this may now bao
writton ao ap(&). The total intoxforonca, I(p), at tha _

'pth samplo, is tho sum ovor all the i and k, that is

£

This can ba rﬁy&iﬁeon ao

&

B = T By wgp o vg) op (1632 (3. 4e2)
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Thies is tho intorforance at the pth pulse, givan by all the -
gcattoxors sik‘ Up until this point wo hava uscd the symbol
Six and supprossod its functional depondence on time and
froquancy. Howovor now is the appropriate time to define
this functional depondence. Instoad of writing Sik(t.vr).

wa write ' ’

By (Brvy) = 8 (€ + U oI 4TVLPTR Moy, o 34MPVLTR =) (3 4.3

wharo 8ix is the radar cxoss saction of tho scattorer, and

C, U, and L aro complox randem variables which are atat}atically
indopendont. According to BEqu. 3.4-3 wo noed the two paramotors
P and v, to charactorisgoe 8t Thua we may rowrite Equ. 3.4-3

anphasizing the functicnal dcpondance of Biﬁ’

- . jzﬂ T -
T(p) = T AL By travg) xgplygevgd) 2t @ Chan SEITEXY

To eompute thd”autecorxolation of thia signal in timo
wo have to compute EB{I(plI*(q)}. At firat glance this
involveoa a quadrupla summation, but by intorchanging tho

oparation of summation and oxpoctation, tha ovaluation can be

eimp}itind. " Now

4

I(P)‘I*(q) b iﬁ Sik(é'“r) XGF(‘k‘vd) ap(&) Qaa“vdpwa

PR ‘ R C a=danv, 'qT -
(gﬁg*:xtqov‘:) x*ap(‘kf'“d" agtt) 0 ¥°"Ya R} (3.4-38)

Noxt wa tako tho oxpoetation af this product and intoxchanga
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the order of summation and expoctation. It is inatructive

to consider a typical torxm in tho oxpansion via:

B{.) = B{[8, (p,v,) o’z““dPTRJ[s*IK(q,vr')0'32"“d'anJ

.(ap(i) xSF(rk.vd)) . (aq(I) x*SF(rk'.vd'))) (3.4=-6)

Tho torms in tho aguare brackots arxe cempld§ phasors whoso
rotation ratos and amplitudes arxo indopondent. Since 8k
and Szx aro statistically indopondont by assumption, thosa
phasors do not cqrrelatn unloss I = i, K« k. Honco tho
quadruple sum roducaes to a double sum ovor i and k.

If tho magnitude and phase rate of cach phasor are
statistically indepondent then we can do the expectation of
cach eopaiatnly‘ This aagunes the radar cexosae-section ia

not corrolated with its spoed. Honcoe from EQqu. 3.4-«6

B} = BUS,, (Bovgd 8%y (Quv,)) Blag(4) ag(d))

. E(Qja“vd(p‘q)h tl XSF(TKOVd)lg} (3.4~7)

Dut for our purposos with a fairly ainmple pulse radaro‘
xsw(‘k'“d) - XGF(Tk.Q) oinoe vy is rolativoly onall carpared to
the necuw«xxn‘6@‘tha<otﬁmﬂﬁxa puleo duration, Henca fram Equs 3.4=8

,ESI(p)I*(g))‘- iﬁ(lxsp(tpr)l? « BUO L (Bevy) By tQevid)

4

Bleddtvg PN Ty | Blap(Llag 1N tud=d)

S
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All that romains is to compute tho individual oxpoctations
in the right hand sidoe of Equ. 3.4-8. To ovaluate tho
firot oxpectation we noed to computo

. B{ (C+ued 4 TV PTR LIV PTR=0) | (orapyug=d 4Ty, Wpa agddmv QTptay

? “ j4ﬂ\)x‘p-Q)T

2 2 R .
w(<C2r4cl iﬁb t(v:) dvr
i
w Jdnv_{(q=p)T
+ <L fa T R £lv,) dv,) (3.4=9)

whare <X2» is tho moan square value of the guantity X, over
all pclaiblo'criontationa t&r tha dipola. S0 rofeoronco

(9] for this calowation. To evaluate tho sccond expectation
“ in tho right hand aide Bgu. 3.4-8 wo have

jaunv, (p=q) T janv, (p=q) T '
nta” 8T U R g AR g0 avy im0

Noto that i Xss“k*“d’ cannot ha appraximated for
practical purposoa as xaa\(fk.(}): then this will have to ba

o in tho intogral as woll, lowover, unloss tho trancmittod
e pulro itrolf has a very high dopplor rosolution the torm can
f: alwayos ba takan outside the iategral. The third cxpostation

in tho right-hand oide of EqQu. 3.4=0 is moroly tho auto-
corralation of tha two way antonna pattogn a8 shown in
appondix 2. Thueo )

»

v
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] V;~T° -((p-q)?ar? . ,
E(ap(i) aq(i)) ) 0, o 2T2° (3.4-11)

Wo can now wxito B{I(p)I*(q)) down in its ontiraty:

jqur(p‘q)TR

B{I(PII*(q} = ii(leFttk.O)zl {<C%» +<U2» fo £lv )dv,
jdny_(gq=p) T
+ <L ¢ ¥ Rt(vr) dvrx
j2ﬂvd)p-q)TR ' = (p-q)Tp) 2
A a £(vqPavy) « (o ) (3.4-12)
ar 2 !

In BQu. 3.4-12 wo have ignorod tho multiplicative constants.
All wo have to do is to account for tho zum torms ovoxr
i and k. _Nota that 1 deoo not oxplicity appear in tho oxprao-
sion; so if wo aro intoroated in the noxmalised autdcorrelation
function woe can ignoro it. In sumning ovex k in renge wa are
taking a lincar sum of functions, all of which arxe the sama,
and indopondent of k, 8o wo ocan iqncro the gum ovor k.
Honca a partially ngrmaliaod foxm of the autccorxolation '
function can bo writteon ao

Jdnv_({p=-q) T
Ry(p=q) = (<CirtcU¥>f @ L Rt(v:)dvr+(nﬂafo

‘ (p—qiﬁa &
-Y( la ))

dnv, (q=p) T
j“vrQP Rf(

ja“\)d tp-q) T

N R!(vd}dvd) to (3.4-13)
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“ Now, in fact, Wong, Rood and Kaprolian{ 9] have shown that

for linear trangmit-lincar reoceive .,

<U8> wm <Lé> w %- <Q&y (3.4-14)
Honco wo can divide through by % <C¥>» to obtain tho

n9rmaliuod foxm of the autocorrolation function of tho total

clutter signal as:

{p=qQ)
R! (p-q) -m
y <Céx
w 34y (p=-q)T - jdwv (q-p)T

- §(1+%-_£o R TR T %- o Revdavy)
o -1 (p-Q)TR e B
j - janvd(P-Q)TR ? rx\

\( l o t(\)d)d\‘d) . (Q (~3 ) ! (3\4"15)

3.8 Daag:&gtigg of tho Computoxr Modol
) Tho original intontien was that tho model had to bo

aauquato for the study of adaptive MII, 1.0. wo hava to bo

able to rolato the changas in noasured paramatoro to changes

in phyasical parématoxu Q.¢. windopoed. Thore arc a numbor

of factore that have to ba considarcdt

{1) %o cannet mﬁdnl aoverything = we have to pick a
fairly oimple gonoral medol in a way that ih eevorl
. moant of tho practical cacea. .

t2) I2 tho-moaourcmonts made on tho modol lock as good
ag tho meoasurononts nado in actual aituwatiena than
- this would ko adequaho.A
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(3) We have to try to keep the model as simple ag
possible because computer time is limited.

(4) Because we only have finite computer memory and
finite computer time, we have to face the
possibility that the computer model may never

agree perfectly with the theory of the mathematical
model. ’

There are 2 approximations involved in modelling

clutter on the computer, as illustrated in Pig, 3.5-1

PHYSICAL MATHEMATICAL OQPUTER

Fig. 3.5~1 Approximations in the modelling of clutter.

There is no guarantee of complete agreement between adjacent
approximations, and hence non~-adjacent ones‘either. At
present we are interested in approximation "B".

The essential point is what follows is that on a computer,
multiplications taie longer than additions and hence we
should try to reduce the numbér of multiplications. PFor
example, on a CDC 6400 computer a multiply takes five times
longer than an add, and this is better than average computers.
As far as the basic structure of the program is concerned
there are two basic quesions to answer:

(1) éow long should the scatterer array be?

(2) How many of these arrays should there be?

The reason for using banks of smaller length arrays rather

than one long scatterer array is that the number of

A

. AT mammme - an
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multiplications that are performecd when the antenna scalcs
the array is proportional to the length of the array.

Ideally we should like to have very many elements in the
scatterer array, because in the computer model we have to
specify 4 or 5 probability distributionsg, and intuitively
the more scatterers we have, the bétter the likelihood of
agreement between the theory and the model. Since the agreement
is considered oﬁ the basis of spectia (or autocorrelation
functiong) we have to think how the different Linds of model
affect this. Pairly relevant to this is the problem of
spectral estimation, since there is no point worrying about
measurements that do not agrée if they are not within the
scope of the estimation e.g. resolution of spectra.

It seems reasonable to generate the data in record
lengths that are only as long as is essential to ensure
adequatae resolution, gince every time a new record is generated
we can use more random numbers from the disgributions, and
get a better averaging effect. Thus we have the possibility
of one long scatterer array, or many short scatterer arrays,
or scmewhere in between. The disadvantage of one long ;
scatterer arxray is that it.uses many muitiplications, and i
the disadvantage of many short scatterer arrays is that it
gives inadequate representztionof the antenna pattern. A
compromise éolution of several arrays appears to be the most :
attractive, and it comes down to specifying how many dB
dynamic range onc wants in thé antenna pattern. For our study,

a dynamic range of 30 dB was chosen, and this, together with



Far each point desired

Set up an array CHI for the ambiguity
surface, and SINES and COSES for the

pin and co3 approximations

Tnitially seed the scatterers and set
up the antenna array

Canvert scatterers to polar form

Far each range ring

kemsmwhiduacamﬂatearmge
contributions

Shifteadxarray,pxtihtherm
Flmrtsa:xipolansetlm

-

Rotateﬂxedipol&s,andthephaéorsmat
represent scatterer novement

*

Convert the phase angles to Cartesian
using the arxays SINES and OOSES

Fcamlatethesuninmmc

Scalermcontrib&imswiﬂa(ﬂlaﬂk

Iéca.liesail'}%(:w:i_th{':?m::mt:ennaarx:ay
and accumilate the sum

the sum into CIUTT which holds
clutter signal

80.

Fig. 3.5-2

Block diagram
of the clutter
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the scan rate desired, determine the size of the scatterer
array.

Next, one has to decide how many arrays to use. Tho
more arrays there are, the more ghe data i8 representative
of the average, and there is the practical knbwlédge that
generglly at least 40 spectra have to be averaged to get a
good spectrum. This, in conjunction with computer time
available detexrmines how many_arré&s can be used. Also,
since not many conclusions can be drawn from a spectral
density whose.points hgve large variance, we have to give
stability of the spectrum first choice.

A block diagram of_the program is shown in Fig. 3.5-2,
and a listing of the prograﬁ is included in Appendix 7.

Appendix 3 describes how the various array sizes were arrived

at.

3.6 Results - Theoretical

-

In Appendix 4 the formula for ‘the analytical autocor-

relation function has been calculated for Gaussian distributions

of scatterer velocity and dipolé rotation. Gauyssian distxibu-
tions were chosen because of the closeness to reality, as

shown by Wong, Reed and Kapxelian [ 9] . The formula is

—Aw212,2
2 1 8n<k“o r
RI(k) = §[l+§cos 4wkvor.q ] -
- w2 Y24 2.
e ijkvod o 23 k %4 ] .
kz
. [e 2T 7] (3.6-1)

-

5 .o
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s e T,




82.

In this formula k represents the order of the lag product,

and the parameters of the model, viz.[od, 0 Vogr ¥ 1, are

or

expressed normalised to the sampl%pg period, T,. e.g.o4 =

R

0.05/T, might be a typical value. Note that o, and v

d od
represent the width of the doppler distribution and the

overall drift velocity, respectively, whilst . and Vor

represent the width and the mean of the scintillation
distributiog.

| To obtain some typical values for 94 efc. we have to
specify both the pulse repetition frequency (prf) of the
radar and the operating frequency (fo). Also we have to
obtain some typical values for the quantities oq and Vod
in m/sec., and o, and Vor in Hz. To obtain the parameters
°q and Voq We may refexr to Table 3.6-1, wpich is reproduced
from {39]) . In it we see that 9y the standard deviation
in m/sec. of the clutter spectrum rarely exceeds 2.0. To

convert o, to Hz we merely observe that o the standard

cl
deviation in Hz is
- v
O - Bz

] 7

where) is the wavelength of the radar. Hence a maximum
value of o, = 4/» Hz seems reasonable. To obtain a value
for Vod Ve obgerve that it describes the overall drift
velocity of the ciutter, which could be easily as high as
5 m/sec. It is more difficult to assign values to o, and

‘vor but in the work done in [9] values of = 6 Hz were

Figren

-
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Source of Clutter Wind speed, av,m/sec Reference
-~ knots

/
Sparse woods8 ....... Calm 0.017 5
Wooded hills R 10 0004 40
Wooded hills ....... 20 0.22 5
Wooded hills ....... 25 0.12 40
Wlooded hills ....... 40 0.32 40
Sea eChO ..ccvevnces .o 0.7 41
Sea QChO R EEEEEX) e 0075"100 40
Sea SChO e s se o0 000 8"20 0046-101 42
Sea eChO cvicevvcosss Windy 0.89 5
Chaff AR ERY] e 0037"'0h91 407
Chaff ..ccvvcavecnsne 25 1.2 40
Chaff ®» e 6 6 0009 OO 9o L ] l'l 5
Rain CIO‘-IdB cvo o000 LY 1.8-4.0 40
Rain clouds ...c.00 .o 2.0 5

TABLE 3.6-1

TABLE OF STANDARD DEVIATIONS OF THE CLUTTER SPECTRUM

83'

[P S
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obtained for L 'Thus we may quote 10 Hz as an upper bound

both 'on 9, and Vor® Collecting all this together and
defining the radax prf as 300/sec and the operating frequency
at 1 GHz, we obtain as typical maximum values for the
quantities as: ,

0.044/’1‘R

g

vod n‘o.l(TR

n-

g

r 0.033/'1’R

Vor = 0-033/T,

Since there are 4 independent parameters to play with

(ad, Ot Vogs Vor) it is rather difficult to g?aph all of y
them varying together. However we may observe that the
- \

effect of varying Vod is merely to shift the spedtrum by the

amount v_., 80 we need not bother to investigate this in
A

v

deéail. Also as observed by Weng, Reei and Kaprelian [9]

the larger'od is the less the effect df the rotatijx.,

Further it is noteworthy that the small mgny”éf‘theAP

parameters are compared to the scan effect, the less éhey

are noticeable. ’ |
Pigs. 3.6-1 to 3.6-9 give the power spectral density and

the autocorrelation fimction of the clutter for some

interesting combinations of parameters. The power spectral
density seems to be easier to interpret because the auto-
correlation fqﬁction geés narrower as the parameters increase.

For all these curves the antenna scan rate, if applicable,



DS Y
L

corresponds to 24 hits/beamwidth, and the parameters them~
selves are normalised with respect to the sampling frequency
(%—). In most of the plote the rotary effect is'tréﬁted ag
a gecondary effect, 1.e. each graph is plotted with basce
values of the parameters e.gq. 94 and Vod and then the
parameters Vor OF 9, are varied to show their effect. The
figures-will now be listed each with a short description

to illustrate a particular aspect of the clutter model. fn
most of these plots Vog = 0 beéause.to have it non-zero

can confuse the illustration of a particular effect.

'First in order to illustrate how the absence ofscanning
affects the results in Figs. 3.6-1 to 3.6-2 we show results
for the case of no antenna scanning:

(1) Pigs. 3.6-1la , 3.6-lb, and 3.6~1lc correspond to
aq = 0.010

o_ = starting at 0.010 and increasing to 0.035 in
step of 0.005

vod-O

=
Vor 0

(2) Figs. 3.6-2a, 3.6~2b and 3.6~2c dorrespond to

g o
a"- 0.025

o, = starting at 0.010 and increasing to 0.035
in steps of 0.005,

v .
od "0 .

-
Vor ‘0

85.



Thepse results for (1) and (2) just parallel those of
Wong, Reed and Kaprelian [9]. As we mentioned earlier, the
only effect of Vod is to shift the spectrum over, but its
effect on the autocorrelation function is not quite so
obvious. To illustr;te what happens, before we get deeply
involved with other effects we shall show’the effect of
Vog OF the autocorrelation function:

(3) Fig. 3.6-3 corresponds to

ogq = starting at 0 and increasing to 0.03 in steps
of 0.01

oy, = 0

= ®
Vod 0.0Y

=
Vor 0

(4) Fig. 3.6-4 corresponds to

oq = starting at 0 and increasing to 0.03 in steps
of 0.01

o, = 0

Vod = 0,05

/\‘ \Jor-o

Now we choose similar values to (1) and (2) but this
time we include the scanning effect at 24 hits/beamwidth.
(5) Figs. 3.6-5a, 3.6-5b and 3.6-5c correspond to

oq = 0

o, = starting at 0 and increasing in increments of
0.005 to 0.025

vod =

-
Vor | 0

86.




a0l < x
L

“pan

X -

N

These graphs illustrate how a non-Gaussian tail on the
spectral density may be obtained, due to scatterer scintillation.
(6) Figs. 3.6~6a, 3.6-6b and 3.6-6c correspond to
Od = 00025

o = starting at 0 and increasing in increments
0.005 up to 0.025

Vog ™ 0
Vor ™ 0
These graphs illustra'.te that with increased 93 the tails
on the spectral density become more Gaussian. )
(7) Figs. 3.6-7a, 3.6-7b and 3.6-7c correspond to

og = starting at 0 and increasing in increments
‘'of 0.005 up to 0.025

o, = 0.02
Yodg ™ 0

= 0 M
Vor

These graphs illustrate even more how increase of 94
makes the tails look Gaussian.,
(8) Figs. 3.6-8a, 3.6-8b and 3.6-8c correspond to
oq ™ 0
-~ |
Gr = 0-02 !
Vod ™ 0

Vor ® starting at 0 and increasing in increments
of 0.005 up to 0.025



< *IQINTO SR JO WOTIOUNT UOTIETATICOONR TROTIAONL er-9°f b1l
® S3SINd 40 HIAGWNN
09 ¥S 84 2 9¢ o€ ve 8T 2T

I ! I ] _ ! [ ]

NOS ON

000°0 = ~Ca

000°0 = ¥

SE0°0 (S00°0) 0T0°0 = "o

oto'0 = o 0100 =

0T #-

oT"
ge*
ge*
Gv®
og*
og*
A
o8*®
gs"
00*T
0T*T

30NLITdWE  O3STITTHWHON




\ A
@t

N T R T BT et e ey

. (STeSe TeGUTT) IR Y3 Jo ATSuUsp Texoeds TeOoTRAIONL qr-9°€ *BTd
& :
@ {L/T<) AJNINB3HS4
ge" 02" g1*" 1) W qao"
- | i ] I
0T*-
oT"
5
- 0e* 3
2
oe" D
0
NDS ON o mw
00070 = *° 06
: - 2
0000 ] 09" W
S£0°0 ($00°0) 0T0°0 = 0L H
p c
0T0°0 =
08" =
(0]
00T
0T"T



0.

g2*

(9Te0s gp) IMINTO :HP Jo A3TsUSp Texo=ds TeOTIATONYL OT-9°€ bW
AJIN3IND3YA

(L/T¢) -

02" 3 O

- 01"

go*

| [

£
N

S€070 = o~
" nos on
000°0 = *°a
00070 = n
SE0°0 (500°0) 0T0°0 = ~©
010°0 = ©o

!

X
0T10°0 =

-

o

I

04-

09-

06~

1)

0E-

30NLIdWE  T3STIHWSEON

(8ad)




N

‘ \'y 1.

*IQINTO Y3 JO UOTIOUNF UOTIVTEIICOOINR TedTIaxokL ©z-9'c °*B1d
S3SNd 40  H3IEWNN

vg 84 2y 9 o€ p2 8T 2T 9
] | | ] i | | | [
~ o1°-
oT"
ge*
og"
ov*"
NEOS mm ag*
000°0 = .
00°0 a 09®
000°0 =
. 0
SE0°0 (S00°0) 0T0'0 = o
. P og"
$20°0 = o
g6"
00*T

OT*T

J0NLTI1dWE  A3SITUWAON




'+ (9TE08 XeauyT) I93INTO oYy JO AJTSusp Texyosds TeOTIBIONI, Gz-9°€ ‘BT

5 (1/T¢)  AONINDIYS
g2" 02" GT* 0T Go"
I I i T
010°0 = o
P

NS ON
A0

000°0 = ~“°a
000°0 =

S£0°0 (S00°0) 0T0°0 = o
P

i
=]

S20°0

0T"-

07"

0c*
oe*
ov*
og*
09"
04"
08"
06"
00" T
oT"7T

J0NLIT1dWE  J3SITUWAON




93.

* (sTeos gp) o3IO 43 Jo A3TSusp TeIRoeds TeOTIATONL OZ-9°€ "B

(L/T¢) _AJNIND3NL
Ge* oe* aT*" oT*" a0*
| | | i . ]

\ NS ON-
000°0 = O
000°0 = Pa
S£0°0 (S00°0) 0T0°0 = o
010°0 = o 520°0 = Po

X e

GE0°0 = D

04-

09~

06-

Ov-

0g-

0¢c-

30NLI1dWE  03STTHWAEON

(8a)




%.

*I9NTO YF JO UOTIOWNF UOTIRTIAICOOINE TeoTI|Io], €-9°€ °5rd

S3ASNd 40  d3GWNN

-

IANLTIdRY  O3STTHWION

09 1 4° 8+ ok / 3¢ 0t $2 8T eT 9
I I _ _ _ I T T I 00*1-
~ 08*-
—{ 09"~
wy
— oy~
P — 02*-
- 0¢*
HICIMAYEE/SIIH bZ = NWOS ,
0000 = “°s. 0€0°0 = o — 0"
R -
070°0 u> | oge
000°0 = "o 0000 = 5 L
0€0°0 (0T0°0) 000°0 = Fo — 08"
o1
'3 . ) . . . R . ..:.;m.w;".. - . ) IR A,
I\\MV\Il\\\\\\\\\ll\\\l\\\\\l\\\l\\\\l\\\\\\\\\\l\\\\l



C o e

K

95.

Py -

"TSIINTO SYI JO UOTIOWNF UOTIRTALICO0HE TeOTIBIOL b-9°f *BTd

S3ASTNd 40  d3GWNN

04 1A% 8 eV 9¢ o€ e et
| | ! | | [ |
0€0°0 = P
l//.
k 000°0 = °
HIQIMAVAG/SLIH ¥Z = NJOS
000°0 = “Ca
050°0 = P°a
000°0 = o
0£0°0 (0T0'0 ) 000°0 = Fo
>

f |

00" T-

08"~

09"~

oy"-

g2*-

0¢*

or"

09*’

o8*®

001

3ANLITdRYE  G3STTHWAON




‘TOINTO Y3 JO UOTIOUNT UOTIRTOIICOOINE® TeOTIBIONXYL ©6-9°f *5TI

& s38INd 40 HIEWNN
09 vs 84 2y 3¢ o€ y2 - 8T 2T
I I 1 I I T I I

HIJIMAVE/SLIH ¥ = NWOS

000°0 = “Oa
000°0 = Fa

20'0 (S00°0) 000°0 = o J
= Pp

000"0 000°0 =

——— e et

0T~

oT*
oe*
oe*
oy"
gg*
03"
0<L"

_0g*

06"
00"T
oT"T

JANLIIdWE A3STIUWION




* (8TRDZ JRSUTT) I93INTO A3 JO AQTSUsp Texyosds TeOTIBIOML d5-9°¢ "Bl
(L/T¢) AJNINB3S

97.

ge* 02" eT*" oT* go*
! 1 ] i

000°0 = ‘o — 0T"—

N L

oT*
oe*
og*
ov*
0g*
09"
04"
08"
os*
00T
oT*T

BIQINAVIE/SLIH ¥C =
000°0

000°0 =

n

SZ0'0 (S00°0) 000°0

30NLTIdWE  G3STTHWAON

000°0 = o




98.

* (5Teos g@p) I933INTO =3 3o A3TSUSp Texdads TeoTIaTONY, 96-9'¢ ‘Brd
(L/Te) AININR3HA
g2* 02" qT* oT" go*
_ T T r
,_000°0 = o
§20°0 = 0
HICIMAVAE/SLIH b2 = NUOS
000°0 = ~Ca
000°0 = Pa
§20°0 (S00°0) 000°0 = o
000°0 = o .

09-

08~

0e-

0T~

FANLIIdWE  J3STIEWION

(8a)

»




99.

*ISIINTO SYF JO UOTIOUNT UOTIRTSIICOONE TEOTIBION], ©9-9°f "B1d
S3STNd 40 HIAGWNN

1A% 8y ey N2 0¢ ve 8T eT 9

I I ! _ [ _ | | I

—~ 07"~

0T*
o2"
oe*
ov*
0g"
09"
0"
08"
06
00*T ,~
0T*7

RITIMAVEE/SLIH P2 =
000°0
000°0

i

1
0'0 DH 9'8 98 5

§20°0 (S00°0) 000°0

30NLITdWE  G3STTIEWEON

S20°0




S * (8TROS JESUTT) IS33nTO ay3 Jo A3Tsusp Texyoads TeoTIdToRLL 99-9°¢ *B1d
— (L/T¢) AJN3INB3IH
Ge* 02" aT" oT* go"
| [ o [
RIQIMAVIE/SIIH V2 =
000°0 =
000°0 =

SZ0°0 (S00°0) 000°0

SZ0°0

il

07"~

oT*
ge*
oec*
ov*
og*
0s*
04*
08"
os*
o1
07T

J0NLI1dWE  O3STTHWAON




101.

(8TeOS gp) IS33NTO aU3 JO A3Tsusp Texioads TeoTiaxoON] 09-9°t *H14

(1L/T¢)  AININDINA

az" ge" g1*" 1 go*

l _ T 04~
0000 = o — 09-
— ml.

gz

HIOIMAYEE/SITH T = NWOS mm

000'0= 0 gy~ P

o0 —

000°0 = - o a

2 ]
. §20°0 (500°0) 000°0= "o _| po_

G200 = o 2

=

H

— 02- 4

cC

S

m

~ 0T~ ~

o

, o

L)

U



*I333NTO YR JO UOTIOUNT UOTIRTRIICO0INR TeOTISIONLL ®BL-9°E *BTJ
S838MNd 40 d3gWNN

102,

03 12" 8y cY ¢ 0¢€ ¥e 8T et

9
T _ N “ ﬂ | i q I

- 01"~

20°0 = _ Po | oT*

= ge2"

— 0f°"

— O¢I

RIOIMAVEE/SITH b
) 10 — 06¢*
000°0 = ~°a 1 e
000°V = vop..

0200 = 0 . - 04

§z0°0 (500°0) 000°0 = o N\ J,om.
go"t
0T*7

3ANLIMIWE  A3ISTIBWION







104.

Ger

* (9Te08 €p) IO R 3o L3Tsuep Texmpoaeds TeoTiaxoayl OL-9°¢ *Hra

0"

(L1L/T»)
GT*

AONINORIS
oT*

Ggo*

|

sz0'0 = o

_

I

i

HIJIMAYIE/SIIH ¥Z = NW{OS

000°0 = “°n
000°0 = a
0200 = o
$20°0 (500°0) 000°0 = o

O.v.t

0e-

02—

0T~

30N1INdWE  03SITOWAON

(8a)




[ e A . - P

*IS33NTO SYI JO UOTIOUNF UOTIBTOITICOOANE TeoTisroayy eg-9°'t ‘B1d
S3SMNd 40 H38WNN .

105.

03 14 8v A 9€ Q€ ¥e 8T T 9
| ! I ! | | ] I ]

~| oT"-

—~ oT®
—~ oz*
~ oe*
—~ 04"
— og®
—~ 09"
—~ oz
_| og"
— 06"
00°7
0T*T

HIQIMAVEL/SITH ¥
G20°0 (S00°0) 000°0

000°0

[
o]

020°0

[}
o

000°0

JONLINEWE  O03SITHWNON

" b,




106.

ge~

* (eTwos Jesrfy) Is33nTo A3 Jo Kyisusp Texyoads Teoriaxoayl dg-9°€ *BTd
(L/T%) AJNINB3I¥S

oe* eT*" 01" Go*®

I | _ _

oT"--

07"
02"
0g"
0%
0g"
09"
0/
08"
05"
00”1
0T*T

RIAIMAVYEE/SLIH vZ =
6Z0°0 (S00°0) 000°0

000°0

0Z0°0

i

JANITIEWE O3STTUWAON

000°0

}
.
\d
k
»
rl
T




B I - Ratand

107.

.3?8 gp) Te33nTo sy3 3o A3ysuep Texjosds TeoTIaORlL 28-9°t ‘BFd
TCL/T+)  AON3ND3YA

ge® o2 gT™ 07" ao”
! [ [ T 0L~
Q
, =1 09~
—~ o0g-
000°0 = Ca .
HICIMAVEE/SIIH ¥2 = NOS  — (O§-
520°0 (S00°0) 000°0 = o4 -
000%0 = P _| ool
X
. 0z0°0 = "o
o 000°0 Py
~ o02-
. / - 0T~

3ANLTIdWE  03STIEBWHON

(8a)




lo8.

- 1933070 SR JO UOTIOUNJ UOTIBTAIICOO® TEDTIBIONLL e6-9°€ *b1d
S3STINd 40 ¥3IGWNN

¥G 8¥ ey 3¢ o€ ¥e 8T T 9

I ! I | _ | | ! {

~ o1~
oT*
02 &
o
0g* D
. o
HIQIMAVEE/SLIH $2 = NWOS 0 e
620°0 (S00°0) 000°0 = ~°a 0g* 5
A = PO 09" =
000°0 a 5
020°0 = o 0L* H
-
020°0 = Po 0g" 3
0"
00"T7
o0T*7
m\\\ - ’ -
\M B

e o - -

. .
2 e it i M e 5 £,




2 - (9Te0s Xwauyy) I97anTo ey 3O A3Tsusp TeXIoads TeoTdaIoML d6-9°t BT
a (L/T+)  AJIN3NOIYS
ge* ge* gT*" oT" go*"
I | [ {
og.o\u a 0T*-
oT*"
z
02* S
Zz
oe" =
—
04" W
HIAIMAVAE/SIIH ¥ = NS g
§20°0 (S00°0) 000°0 = ~°a 0g*® 5
000°0 = 09" =
E -
. 0200 = o 0L" H
0P6° 0 " P, m
02070 = os* m
06"
00°T
0T*T
k1

i ) . N T . ! . ... ;.m.wv,.v_mw.w. u& T . L S ...\w ”

X‘ bttt s e -




llo.

aTeos gp) Te33InTo =y o A3ysucp Teroads TeoTIATONL 06-9°€ ‘BT -
(1/Te) AININDIH 4
q2" e gT* qQo*
| i ]
000°0 = “Oa

04~

09~

08~

0%~

0e-

02~

07—

30NLTIdWE  G3STIEWAON

(8a)

RIQIMANEE/SLIH Y2 = NYOS
$20°0 (S00°0) 000°0 = A
’ 000°0 = o
020°0 = o
020°0 = ©o
$20°0 =
- T N bos




(o
b gm

E)

-

Fecun

These graphs illustrate that as Vor is increased, for
a non-zero value of Opr the tail effect becomes more
pronounced.

(9) Figs. 3.6-9a, 3.6-9b and 3.6-9c correspond to

94 = 0.02
g, = 0.02
Voa = (

Vor = starting at 0.0 and increasing in increments
of 0.005 up to 0.025

These graphs illustrate that at higher the tail

°q
effect is less pronounced.

Y

3.7 Results - Computer Simulation

The computer model that was developed is described
in section 3.5. The aim of this particular section is to
compare the properties of the data thét was generated with
the theoretical formula. Specifically the autocorrelations
were compared.

Originally the data was generated in blocks of 1024
complex séﬁﬁIEQT\ifd/YSEAEnalysed in block of 2V points.
y was typically 6

\analysed. The analysis was performed as follows:

7, 8, or 9, depending on the data being

(1) The data was windowed. The Parzen data window of
the form 1 - [tl seemed to give the best answers
and was adopted” for alltppe analyses. Two other
windows were tried: l-(p ,the Bartlett window, and a cos
squargd taper on the first ana last 10% of the \
data. Neither of these windows, however, seemed )
as good as the Parzen window. For details of
these windows see Otnes and Enochson [49].

LI S e R L
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(2) The data was padded to twice its I'ength with an
equal number of zeros. This avoided aliasing in
the calculation of the autocorrelation.

(3) The fast Fourier transform (FFT) was taken and
the periodogram formed for each data record.

(4) The periodograms were averaged.

{5) The averaged periodogram was smoothed with any-
where from a 3-point to an ll-point moving average.

(6) The inverse Fourier transform (FFT-l) was used
to get the autocorrelation.

Owing to limitations of computer time, 5 blocks of 1024 were
generated per analysis.

It was found, in general, that the measured autocor-
relation agreed fairly well with the theoretical one, with
a few minor deviations as described below:

(1) A complex analysis was used to see if it was
possible to pick up a bulk shift of the spectrum. In
general, even when the imaginary part of the autocorrelation
function should have been identically zero it was not.

This merely reflects the extreme sengitivity of the imaginary
part of the autocorrelation function to asymmetries in the
spectrum. In the computer model, at any given time, the
numbexr of scatterers moving in any one direction is not
balanced exactly by an equal number moving in the opposite
direction. Hence asymmetries of the spg;trum result.

(2) There appeared to be periodicities in the data that
should not have been present, especially in the no scan case.
This was because once seeded, the scatterer arrays would

always contain the same frequency components and hence the
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process generated would not be ergodic. There is no cure
for this in general, but the solution attempted was to
generate the data only in as long records as was necessary
for the analysis, and then to reseed the arrays before
generating any more data.

(3) Careful choice had to be made of the random number
generators (RNG's) because some give a better distribution
over a small sample than others. The method that was used
to generate Gaussian numbers was to generate uniform numbers
and then compute the inverse Gaussian probability integral.
This gave good results.

(4) The periodogram, that is, Lt X,}.“) 2 2+ = is not
a good estimator of the power spectral density at low
frequencies. It is intuitive that this is so because the
shorter the record length relative to the frequency being
estimated then the worse the estimate. Since the low
frequencies dominate, there does not seem to be much that
can be done ab;ut this. The periodograms were smoothed
using anywhere from a 3-point to ll-point moving average
and in most cases the results showed improvements from
increased smoothing. The measured results are shown as
circles for the real part and crosses for the imaginary
part. The captions on the graphs may be interpreted as
follows: ‘

TRANSM = Yod
. ROTM = Vor
SiGD = 93

Ca-
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SIGR = ¢
r
The Arabic letters were used as variables in the computer
program.
The results obtained are as follows:

(1) Figure 3.7-1 is the case where all the scatterers
are fixed.

(2) Figure 3.7-2 is the case where there is a
reasonable amount of scintillation and movement
of the scatterers.

(3) Figure 3.7-3 is the case where there is both
strong scintillation, and strong drift of the
scatterers.

(4) Figure 3.7-4 ig the case\where there is no scan
at all, but the autogorrelation is dominated by
movement of the scatterers.

(5) Figures 3.7-5 and 3.7-6 show some typical records
of clutter generated by the computer model. Both
real and imaginary parts are shown.

Figs. 3.7-1 to 3.7-4 demonstrate that there is a fairly
good agreement between the results of computer simulation
and the theory. In some cases more smoothing had to be
applied to the periodogram than in others. The number of
points used in the smooth is shown on the diagram.

In figure 3.7-6 it appears that the real and imaginary

parts are correlated. This should be so because the fluctu-
ation of the clutter signal is dominated by scintillation

rather than movement.
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3.8 Summary

In this chapter we have derived a fairly simple clutter

model which consists of moving, scintillating scatterers,
that are illgminated by a scanning antenna beam. We have
enmployed the device of representing each scatterer as a
dipole rather than as a point scatterér. This device
enables us to represent scatterer scintillation as dipole
rotation, and including scatterer scintillation makes the
model more general. The derived formula for the autocor-

relation function of the clutter, viz.

5 1 —8n2k20r2
RI(k) =*3—[l+§(208 4n k\)or . @ ]
-j2rkv . -2n2k20 ;2 '
. [e Od] . (e d ]
kZ
2
.le 2T

consists of three main terms which show the effect of the.
scintillation, the movement, and the antenna scan. It is
a conveniedt summary of these three effects.

There are four parameters which'define the modeol:

0 ¢_: the standard deviation of the scintillation distribution

god: the mean of the dopplar distribution

: tha mcan of the scintillation distribution

»

the standard deviation of the doppler distribution



e i

We demonstrated how to obtain some approximate values for
these quantities, based on measured characteristics of
clutter, and some sample autocorrelation functions and
spectra were pidotted, to show the effects of the different
parameters. The system parameters which these curves
correspond to are a carrier frequency of 1 GHz, a¢prf of*300/s8ec
and 24 hits/beamwidth. These parameters will be used through-
out the rest of the thesis. Basically the parameters

(od, vod) describe the amount of movement of the scatterers
and (°r' Vox) describe the amount of scintillation. As

noted in section 1.2 ground clutter which has movemant
associated with it can contain scintillation effects,

whereas precipitation clutter would not.
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CHAPTER 4

THE CLUTTER ESTIMATION

4.1 Introductory Remarks

This chapter is concerned with the estimation of the
clutter model parameters. Instead of specifyihé the para-
meters [od,or,vod,vorj and looking at autocorrelation
functions and spectra, as we did in Chapter 3, we want to.
go in the reverse direction. That is, given an autocorrelation
function, we want to know the estimates of the clutter model
parameters and how accurate are the estimates. Further, we
should like to know how record length, noise level, d;ta
windowing etc. affect thesec estimates. Because of the finite
time on target of the scanning radar we cannot expect to
get highly accurate estimates. That is if we try to estimate
a power spectral density of short records, we encounter tho
problems of speatral windows [43].

It is hard to see how the accuracy of any clutter esti-
mation scheme could be measured on an actual radar. This
leaves two theoretical methods of obtaining the estimation
accuracy. Firstly, we can apply classical estimation theoxy
to the problem, and secondly we can simulate the clutter on
a computar, and actually do the estimation, thus giving an
idea of the accuragy. Both approaches have their drawbacks.
The classical cstimatjon procedure secms to be extremoly
complex mainly becausae it is very difficult to take into

‘ 123,
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account all the practical aspects of the problem, such as
finite data records and noise. The simulation method hag
the problem that we are relying on the properties of the

simulatedlclutter being the same as the properties of the

measured clutter, which we know will never be exactly true.

It is clear that the quickest way to get an idea of
the estimation accuracy is by simulation, since factors that
are difficult to account for analytically are generally
quite easy to program into a simulation. Further we have
already developed a useful clutter model as in Chapter 3,
and it seems reasonable to take full advantage of it. By
choosing the simulation method we are admitting that this
only gives an idea of the estimation accuracy. However, it
turns out that the answers which the approach produces are
reasonable.

Aside from the method employed to look at the accuracy
of estimation of the clutter ﬁarameters, we also have to
consider how we are going to use the informatiop. Lator
sactions af the chapter try to treat the clutter estimation
procedure as a pattern recognition problem. Instead of
trying to obtain continuous estimates of the clutter parameoters,
we meraely attempt to sort the clutter into categories. In

doing this wo admit the xnadequacy of the availablo

information and use it to our advantage, becausec cate-
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gorising the clutter is much simpler than trying to get

continuous estimates of it.

4.2 The Clutter Classification Problem

The purpose of the clutter classification procedure
is to use pattern xecognition theoretical techniques to
help us clasgssify the autocorrelation function of the clutter,
which is actually measured, on line, on the radar. We
can assume that there are available a substantial number
of records of clutter from adjacent range bins in sampled
form. Each record represents the return in one range bin
over a small azimuth angle, and we are going to assume that
the length of each record is limited to the order of 30
sampleﬁ. This figure is essentially decided by the hits per
beamwidth of the radar (in our case 24), since we shall
assume that the gross characteristics of the physical
environment do not change t6o much over a beamwidth. The
reason that the autocorrelation function is chosen as tho
functiqn through which we are going to look at the clutter,

rather than the power spectral density, is that it is mathe-

125.

t

matically easier. The autocorrelation function of Equ. 3.6-1 -

is a guadruple product whereas the power spectral density is
a quadruple convolution. For an idea of‘how the ¢luttoer
records would bo obtained seo Fig. 4.2-1.

The clutter is essentially infinite in dimension, and
wo apply some transformation to the clutter so as to roduce

its dimensionality to that of a "pattern" spaco dimanuion&L.
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Fig. 4.2-1 The source of the clutter recards.
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The transformation that we apply is that of forming the
autocorrelation function of the clutter and its dimension 5(

will be related to the number of points of the autocor-

relation function that we calculate. The exact relationship

is8 difficult to detexrmine, because we do not know the

Nyé%isﬁ rate of the clutter process. Fig 4.2-2 presents

a graphic illustration of the various transformations

involved. From the pattern space we extract "features", é
and define a feature space. The features that we are looking E

for are the parameters [od, o ] and hence the {

r’ Yod’ Vor
dinmension of the feature space,fv, is 4. We obtain the
feature space by performing some non-linear transformation
on the autocorrelation functions. Th xansformation is
very hard to define and in fact we have fd’deduce [od, cr,;
by numerical methods. Once a feature space has &;
been defined, it is fairly easy to describe how we are going
to partition the feature space to define a "classification"
space, dimension K . The dimension Y(simply refers to the

number of different clutter characteristics that we wish to

discriminate. Thus we have to dofine regions in the feature '

space that correspond to the different clutter characteristics.
Clearly the accuracy with which we can estimate tha vector
Eod, Ot Vog! VorJ will definc in some way how many
clutter characteristics we can resolve, and hance what)< is.
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There are some fairly standard techniques in pattern
recognition theory that are applied to improve the decision

making. Amongst these are:

(1) A search for an optimal basis representation
in the pattern space.

e (2) The ability of the classifier to learn from
s "prototype" patterns how to classify in an optimal
fashion.

For our purposes these two technigues are not too
useful because we have no a priori knowledge about the
distribution of the patterns in the pattern space,which is
what we need for technique (1), and we cannot entertain the
possibility of training the classifier because we do not
know what environments the radar will have to face. This
rules out technique (2).

The elimination of the abové two techniques leads us to )
the conclusion that for our purpose of adjusting the filter,
the classification process will be one of M-ary hypothesis
testingx That is, given the sample autocorrelation function
R(k) , we have to dgtermine which out of a prechosen set of
vectors in the feature space corresponds most nearly to the
projection of R(k) on the feature space.. For a grgphical
illustration of this procedure, see Fig. 4.2-3. The diagram
corresponds to a 3-dimensional feature space, but the concepts
apﬁiy equally well to a 4~dimonsional space.

Before proceedings to darive the exact form of the
classifier we note that the approach we are going to take

is the "paramotric" approach: we shall choose to assume a

-
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Fig. 4.2-3 Illustration of M-ary hypothesis testing.



probability density function for the Rk) vector, instead of

trying to estimate the density function from the data.

4.3 M-ary Hypothesis Testing for the Clutter Classification

In sbction 2.2 we introduced the concepts of the

hypothesis test and of the likelihood function. A prerequisite

for the applicatiqn of a hypothesis test is the probability
density function of the observation. In the absence of a
known probability distribution we are forced to assume one.
The joint probability density function of the points of a
sample autocorrelation function is known but is extremely
camplicated [4§J. At a more basic level we are interested
in the following: assume we are given ﬁ(k), which is a
sample autocorrelation function measured from several

noisy short records.

e
We know ’
j0 = 1 1 R (k) 4.3-1)
R T IR (4.3~
i=0
and E{ fi(k)} = R(k} the true autocorrelation
function.

The joint pdf of R(k) could be writton

p(R(1), R(2),...R(k))

QN

=4
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If we confine our description of ﬁ(k) to a second moment

characterisation then some parameters of interest would be

A A
E{ (R(3) - R(K)). (R(3) - R(K))) = 3jk (4.3-2)

¥
i.e. the covariance of the sample points. What the ij

tell us is whether the error on one sample point is related
to the errxor on another sample point. A guestion of interest
is whether this covariance of the errors on the sample

points affects the M-ary hypothesis test that we propose

to conduct. To investigate this assume that each sample
point ﬁ(k) is ; Gaussian random variable with mean R(k)

and that the covariance matrix is

This is an approximation but it will serve our purpose.

The standard method for M-ary hypothesis testing is to

form the likelihood function for each observation, and then
to compute the likelihood ratios between the likelihoods,

so that hypothesis tests may be performed. In tho absence
of any a priori knowledge about the hypothesis the testing
can be shown [23] to consigt of finding the hypothesis which
has the highest likelihood. Let us define

132,
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A . ‘l A_ T ‘l ‘- -
plz|z,) = exp (-5 (x=-x ) "Hp *(x-z)) (4.3-4)

1
-1
(21!)%( IHR |

to be the likelihood that:'the hypothesis m occurred given that
we have observed the vectar r. Here the elements of the K
dimansional vectors, r, are the points of the functions R(k).

fOI‘ k = 0, l"‘K- l

ie. r= [RO) ] r, = %m(o>
y . (4.3-5) |
R(K-1) . R, (x-1))

Rewriting HR(j. k) we see that
Ho (3, k) @ E{2T(3) . (k) = £3(3).z_(k)}
R ' m m

Raturning to the likelihood function of Bgqu. 4.3-¢ wa wish

to maximise this over the sot {xm}. If wo normalisa our

A
input vector r and our rceference vectors {rm} correctly

L -l-----l--:Il.~ Also wa can

2n§ HR

take the natural logorithm of tha likelihood, because tha

then we can ignoxe the terms in

logarithm is a monotonic function of its ardumont. Thus
we got

L' = —%(Q*rm)T uk*l(x-xm) (4.3-7)
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and

L= (¥=r )T H H(Fex) (4.3-8)

In ordex to maximise L' we have to minimise L with respect
to the {.rng . This may be easily done if we observe that
bacause HR is a covariance matrix, it must be non-negative
definite. Hence HR‘]‘ is a non-negative definite. Thus to
ninimize L it is sufficient that (9 - rm) is minimised ovor
{ T h

The genexal conclusion that we draw from the above is

thatifx order to achievp an M-ary hypothesis test, wa dov

not have to t#ka account of the covariance of the errors

in tho observed vector, if we limit ourselves to sccond
moment charactexjsation of thepe vectors. All we have to do
ig to find which membor of our refercnce set {rm} is closest,
accoxding to some matrxic, to the observed vector. This
gives the so called "minimum distance classifier." Tho
angwor that wo havo arrived atalbeit with some assumptions,
is appoaling bocause of ito simplicity of implementation.
Tha oxact motric that ic wsed is open. to quastion, but as

wa shall aec; in tho next two ai:pti;na; a ginplo notric

gives veory goed rosulta.

of ' '
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4.4 Minimum Distance Classification and Curve Fitting

In previous sections of this chapter, we derived the
minimum distance classifier as a suitable method of implementing
the M-ary hypothesis test. As mentioned in scction 4.2
the accuracy with whicﬁ wé can estimate the vector [od, 0
Vog! vor] will decide how many patterns we can discriminate.
It was decided to examine the accuracy problem by curve
fitting the known formula for the au%ocorrelation function
to a measured autocorrelation function. By varying the
numbey Sf records, having different clutter to noise ratios,
and using different estimation techniques,it is possible to
detaermine how these factors affect the estimation accuracy.

We can obtain the measure of the accuracy very simply,

because we have to prespecify the clutter parameters in order
for tha clutter model to generate the clutter on which the
estimate/is mada. All that is necessary is to comparo the
measured values with the prespecificd ones. This, of courso,
agsumas that model generates thae data with exactly the correct
charactoristics; wa know that this is not exactly true from
the work of chapéer 3, but by conéido;ing dnly a fixocd numborx
of points of tho autocorrolation function we can bo fairly
cortain that the ChQIQCthiB£iQB aro voxy cloéo to what thoy
ought to bo. For instance, in Chaptor 3, it was obsorved that
the measured autocorrelation functions agreod wall with the
thoorotical onea for the first 18 pointa. Tho formula for

the theoratical autocorralation is repoated hara for convenionco:
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- 232 2 2
8n¢k 9% TR

2 )

R(k) = 51 + % cos {drkvy ) e

orTR
(4.4-1)

2m 2

k TR

-2rkv T -2w2k27 42 -
od R](O R d] [9 ETOZ ]

(e

To implement the minimum distance classifier, we have
to define a metric such that we can determine the distance
between two vectors. A maetric is a distance measuring
function defined on a space and it has to obcy 4 axioms:

if the metric is represonted by d(x, y) thgn
K

(1) dfx, y) = aly, x) (4.4-2)
{2) dix, y)  dly, z2) + daix, 2) (4.4-3)
(3) Qlx, y) >0 (4.4-4)
(4) d(x, y) = 0 iff y = x (4.4-5)

Clearly thore are many functions which will satisfy
these criteria, and the choice is an arbitrary ono. Tho
motric that was docided wpon for this problcem was the
semo motric that the LP noxm dofinos for the L spacae [46]

P
i (x,y) = (&} IP)‘I' | ' (4.4-6)
8. x y - 2 X - y p P had
dp (X e S ‘
In fact tho %th power is not significant, bocausc a %th powor

is a monotonic function of its argument, if tho argument is

positivo: hence wa can comp&ro the distanca on tho basis of
tha function

P

1]

For p-= 2, tho critorion bocomos a loast squares arxor

136.
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critexion. As p gets larger, the metric tends towards what

is called the "sup" metric, d_(x, y), since

d_{x,y) = s;xplxi - yil (4.4~8)

If this metric is used in a curve fitting procedure, the
result is that the maximum error is minimised - a "minimax"
exror criterion. For the particular minimisation mathod
that was applied it was convenient to limit p to even
numbers.

There arc two steps involved in curve fitting: the
first is to dofine an error criterion, and the second is
to apply somo method to minimise the exrox. This particular
problem”lent itself very conveniently to a gradient
algorithm to minimisa the error function. Broadly speaking,
function minimisation algorithms divide up into two categorios:
one whore tho gradionts of the orxor function are computed
and onc whorao only the orror function values are used to
£ind a ninimum - direct scarch mothods. Since tho gradiont
algorithms use more information than the diract‘ocarch mothods,
ona would oxpoct them to bo moro officiont, and this is true
in gonoral., Thore axre scveral difforent kinds of gradiont
algorithma and the one that was choson for this work was tho
now Floﬁchcr algoxithm which is a conjugate gradiont mothod
{47]. This algorithm has dcmonsgtrated itoolf to bo a
vory roliabloe chhod, and is slightly fastor to converga, on

P

U e v ot e S B



the average, than the older Fletcher - Powell methed [ 48] .

To summarise, the procedure followed was:

(1) To define the error function as

“ 1
K=-1 =
5 & PP
L. X - £ {x, -
dpliex) = (2 18, -y lP)

(4-4"‘9)

(2) To apply the new Fletcher method of minimisation

to this function.

A graphic representation of the error function is given

in Figs 404"1.

We now proceed to calculate the error function and its

dexrivatives with respoct to the parameterxs of tha cluttor

nodel. The orror function we wish to minimise is:

1

P
U = [i letx)| 1P

whare E(k) = R(k) - R(k)

It is conveniont to dofino

6= c|E(k)|N
k

and let p = 2q 1
Thon U - qu
Honco

1.,
&-LGIQ E-Q ?

.

I 2q X

(4.4-10)

(4.4=11)

(4.4-12)

(404"13)

(4.4-14)

138.
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Fig. 4.4-1 Noasured and thooretical autocorrelation functions
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Henco
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Then 3G
9X

Honco 3u
X

Thus whether wo use
pth fit, as long as
overything we neced.

If R(k) is tho

moasurcd data thon

U= IOl NI+ R - 20§ Rt R Rp)) (4.4=19)

whore Ry = RolRUk))
R w Im(Rix))

4

b

Ry = RO{R{K))
R_ = IM({R(k))

< 1

It is convonient to

R(k) u A,

140.

G = z(|E(K)|2)Y (4.4-15)
X
I qUEM)|2)T Y A E) |2 (4.4-16)
k ‘ox
|E(X) |2 a8 8U )
I (sU )q—l . tauy) (4.4=17)
q . 'S b
k k xR k
1 pﬁ%inlv( s, )
=(z s ) . (68U —~—{8U (4.4-18)
2 x x X ,x K

a loast squares curve fit or, a least

we can ovaluate —{|E(k)|?) wohave.
. X

thoorotical function and ﬁ(k) is the

(4.4-21)

rowrito R(k) as

C‘D.E. (40"22)
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) -8n2k2y 2 ’
-where A = 3{1 + %coa dnk Vor ' © x

C = CR + jCI
- and CR w con anvod

(4.4-23)
CI = gin 2ukvod

D=oa d

kz
T 3T 2

E = a o

Note that in these formulaoc we have tacitly assumed that $iio
variables [°d' 9. 1Veg? Vor] are exprossed in terms of (1/%.).
Ditfarantxatiqg §Un with respect to [°d' Gt Voql vor]

wo got, aftor some manipuiation

2——-—" - 2%2 - -
oo Gq() A.D.E.[8n4Xk 93 ] [CR.RR + CI.RI A.D.E.])(4.4-24)
d
] 2 - -812x20 2)
;—;—*(Guk\ - SD-E‘(lS‘B k Or) (o (cos 4ﬂkvor)
b o
. ECR RR + CI RI - AcDQE.J (404‘25)

?
Waa
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9. S ! —8"2k2°r2
-a—v——(GUk) - -;[Q ] (8nk 8in 4ﬂkv°r] . D.E,
ox
\ Q[ AnDoEs - (CRRR + CIRI)] (404-27)

4.5 Programming Considerations for the Curve Fit

Sincae tho only thing of intorost for the purposcs of the
cstimation is8 the fluctuating component of the clutter, in

a practical situation, the mean value of a clutter rocord
S

would be subtractoed off. This was found to be unnecessary
bacause the clutter model, as described in Chapter 3 gencrates

a zaoro mean procoess, and in fact whon many rocords are used

the mean of them actually is zero. Although for a full
doscription of the clutter, a specular component should be

- . addod to fluctuating component, it scomed rather pointless to
. go to the trouble of adding the component, only to have to
fdubtract it off latoer.

Tharxmal noiso was not found to ba a problem in tho
ostimation: tha theoory of random pxécoeaoa showg that whito
Gaussian noiso should only appoar in tho autocorrolation \
funct;on. as an addiﬁicn to tho z0rxo dolay point. This was
found to ba tho casc, oven with a minimum of 8 short rocoxds,

‘  Tha utratcg§ that was adoptod, for nolasy rocords, was to

porform the curve fit only to tho points aftor tha zoro delay
point. This avoids tho problem of not knowing what the clutter \\)

o ‘ . to nolec ratio is.
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The choice of the record length is arbitrary, and it
was chosen to be 32 complex points: i.e. 4/3 x the 3 dB
one way beamwidth of the radar, (corresponding to 24 hits).
The decision was based on the convenience of the number 32
(a powar of 2), and the observed fact that in Chapter 3,
agreement batween the theoretical autocorrelation function
and that measured off the model was limited to about the first
16 points. (% of the 3 dB beamwidth). This meant that the
window cffect would not be too severc over the aignificant
rogion of the autocorrelation function. It was decided to
investigate the effocts, if any, of data windows on the
astimation procodure. For a doscription of the effeocts of
data windows sec Otnes and Enochaon [ 49] . Applying a data
window means multiplying the data record Sy gome symmetric
function bofore computing tho autocorralation. It ig woll
known that this helps tho problems of bias and loakago in
spoctral castimation, and although tha curve fit was porforxmod
on tho autocorreolation function, tha samo soxt of argumonts
apply. The windowa that worxo aoléctod for comparison purposos
woro:

(1) ThoParzen data window of tho form

1~ |8l
(2) A window of tho form
1 - (92
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(3) A cosine square taper on the lst and last 10% of
the data.

In the above,T is the half length of the data record
and t is the true variablo.

The number of autocorrelation functions averaged was
chosen to lie botween 4 and 32, and these numbors wero based
on the experience obtgined whilst developing the clutter
model .

One further difficulty in running the tost estimates is
that we have to define a "grid" of points over the clutter
paramotars to bo used as test cases. One problem is that the
thooratical autocofrelatioﬁ function is a nonlincar function
of its argumont&, and honce the bohaviour of an ostimato at
ono grid point cannot be casily relatod to the bohaviour at
anothor point. Wo should like to know if thoro aro any
aromalies in tha cstimatos, but wo cannot afford tho computer
tima roquired to scarch the paramotor spaco ovexr vory fina
gride. To avoid this it was decided to pursuo the investigations
over two gxids of tho paramotor vector. One grid reprosonts
all possiblo roasonable casos, and tho other grid reprosonts
a £1nnr\§rid which is moxo ropioaontativn of typical oporating
conditions. Tho two grids arc shown in Table 4.5-1 and Table
4.5-2. Tho spacing for thoesa gxrids was obtaincd using tho
samo table, Table 3.6-1 as in Chapter 3. Tho finor grid was
choson to bo the grid ovor which a gocd idea of tho ostimation
acouracy could bo obtaigfd. since tho mombors aro fairly

closoly opacod.
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od, or VQQ¥, VOI
0.025 0.025 0.04 0
d.ozs 0.05 0.04 0
0.025 0.025 0.08 0
0.025 0.05 0.08 0
0.025 0.025 0.04 0.02
0.025 0.05 0.04 0.02
0.025 0.025 0.08 0.02
0.025 peB5— | 0.08 0.02

&ablo 4,5-1
THE COARSE GRID (RADA)

o 9. o4 Vod v95—1
0.005 0 0 0
0.010 0 0 0
0.015 0 0 0

10,020 0 0 0

10.005 0.020 0 0
0.010 0.020 0 0
0.015 0.020 0 0
0.020 0.020 0 0

Tablo 4.5-2
THE FINE GRID (RADB)

R

(
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In most of tha work, the p = 2 orror criterion was
used: i.e. a least sguarxes curve fit. It was found that
most of the time, it gave as good rosults as the other valuns

of p that were tried.

4.6 Results of the Trial Estimations

To describe the results a few points about their presenta-
tion aro explained horoe. Bacause of tho discroto nature of
the gride, it is impossible to graph any rosults; in addition
to this, not all of tho rosults which ware produccd are
neaningful. The roeason for this is that any curve fitting
prococdure is not totz;lly reliable,as tho starting point given
to the minimisation algorithm can affect the answor. It was
faolt that tho fairoest starting point to givada the algorithm,
was tha valuos of the paraﬁotor vector given to the clutter
model which ganoratad the data. In most casces this worked
very woll, and tho coxractnecms of the curve fit could ba
approximately vorified by plotting out tha measured and
calculated autocorrelation functions sido by side. For the
fow cagos whara the algorithm gave the wrong rosults, tho
paramotox vootor was totally wrod&. once this was rocognised,
that particular trial could bo ignored for ovaluation purposos.
Tho larqo amounts of data involvod more or loss dictated
that tha oompariaon of rouultu, and tho final nvalua%ion ahould
ba donc as much by computor as poassibla. Tho roaulta of

diffordnt ocstimations wero punched to cards, and then tha ’

-
’
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tables of results which arc shown lator worxo generated by
a computar program which was written to do the compariaon,
and which read the difforent card docks in. Since small
differoncos in the eatima?cs worxe not considorod meaningful,
an}eatimato YPS flagged as baing aignificanﬁly bottor
or’ﬁorae if it was more than 1l5% difforont. Unfortunatoly
if the time valuo of tho paramotor is zoroy thon it is not
possible to define a porcontage crror, and the absoluto orror
has to‘be givon. At tho boginning of tho tables of rosults
a desoription of the various columna of figuros ate. is
given to ald thoir undorstanding. Tha tables of rosults aro
in Appendix 5. _ T |
What we shall de next is to summarise what was obsarved
from the rogults with the ruaerbation that tho tables which
showed null rosulta aie not ncceaca#ily pXnted, since itl
all tho (¥asults wore listod thoy would tako up too much
room¢ The obsdrvations that woro madq may bo sunmarised am

folloéux .

{1) Aithouqhztho 4th parametci of tha vootox, Vor

ia oxtremaly difficult to cstimate acouratoly, it
gocmed to holp the optimidation procedure to g
‘include it, and have a 4 paramoetor cuxrve £i%, -
inatcad of a 3 parametor f£it. ‘

{2) 32 rocoxds nmay be rogarded as infﬁ%ity f our
purpescs. Tho ostimata dona not apgcar to bo much
degraded by roducing the number to 16, but it ia
gignificantly degraded if thao numbor is roduced
to 8. “(Tablea(l), (22, (6%, (7)) Co
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(3) Any data window scoms to improve the catimate of
Vor and gonotimos it improves tho cstimate of 9y

(Teblos ¢ (4, (5))
(4) Apart £ tho improvemont in tho o eatimate,

t £,2,4.°
the windowa 1 - lyl and 1 - (7 )“do not soom

¢o0 holp much, whon all the paramotors are
congidoxad. (Tables (3), (4), (5))

" {5) Tho oonz boll window has loast a?:toct, good or
bad, of all tho windows, but it does scam to holp
on the avoraga. (Tables (3) % (4),» (5) . (8))
(6) 7q 8nd v 4 do not scem to ba as difficult to
“/‘ catimate ag o, and v__, and in fact the paramatorx
Vod is the nolt oaay?ic oatimatq,

(7) A cluttpr to noiso ratio of 10 4B doas not acem

© to upsot.tho cstimatos vory much, Honco .we
.Jnay concludo that tho prasence of noise is not
ﬁg?gly preblem in the costimation. (Tables

(8) Using a loast pth -approximation with p = 8 oxr
p = 100 doos-not foom to improva the estimate
at alle ' [Tho largao difforoncae bothoeon tho two
values of p ia ainply a rofloetion of tho

. 7. incdoading ingonsitivity of the eriterion to p
as p goto laxgor.] (Tables (10)%

(9) Usoful np&einqn for tha raforonco voctors would
appoar to bat , '

Kcé - Q.OOS/TR
a0y, "= 0.020/7y
A“od - OJOOSXTR
AVop -"O.OROJTR
Alﬁhough none of thaco obaoxvationa io very important by
dtcals, altogothor thoy chaw that tho cstimate ia fainly
rebuot with racpoot to data windews, number of racoxda, ©o
aéné hu'thin ia groator than é. and nediso luvoi. 00 long
c$~tbo cluttor to no;no loval i8 groator thon 10 db.. At
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firast glancoe, Q% may be concorxrncd by the rolativeoly larga
spacing suggoated foxr tho L3 paramotox, but this is a dircat
rosult of thao faot that Iy affocts the tail of a clutter
apoctrun, and.‘untoxtunatoly. 80 doos tha window o{?oct.

We can now dofino oxactly what tho cluttoer classification
procedure will consist of. All that is noccasary is to
camputo the "distance" botweon this aﬁteco:rolation function
and a rafercnco sot of autocorrelation functions. Tho
roforonce 8ot can eithaor beo procomputed and stored, oxr
qen&ratud at tha time when tha comparison is mada. From a
practical viowpoint it ig casier t0 procompute tho auto-
corrxelation functiong and stora thom in road only memorioes
(ROMS) . Thd aéacinq of tha parameters for the refoxonce sat
would bo decided by the valucs obtained in obsorvation (9);
The idea §ohind this would bo that tha orvor in' the deocision
thuld not be mexae than ona grid point oither sido of the
txua point. In Chaptor 7..whcre tho rasults of varicua_
simulations are summarisced, thoso are cxamplos of how thia

procaduro actually woxka.
. ) . L

oy

4.7 _Svrmaxy

This chaptox was éenccﬁned with teying to :cqagnlao what
kind of oluttor is prosent in tho rocoived aignal, by oxamining
tho oluttor autecorxolation function. Starting from tha
p;eéorﬁ reeégniyien v&éweeint. o derxived the lMeary hypoathoais

tont and f£inally the hinimin dictonce clacsifior an a suitablo

|

|
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way of rocognising the cluttor. It was proposed to implemont
the classifior by comparing tho moasurcd autocorralation
function with a roferonca sot aof pracomputed functions and
finding tho membor of tho sot closcst to the measured function.
By using a curva £it£;ng mothod, the approximate spacing
of the paramotors for the rafor é::gnot was dorived, and undoxr
tha same opoarating conditions as spocifiod. in Chaptor 3,
via. to =] GHa, prf = SQP and hito/boamwidth = 24, tho sgécings

woro found to bo

Aod - 0‘005/?3
00 w 0.020/Ty

Avod - OfQOS/TR

Bvgp = 0.020/Ty
-.Tho use of th§ curva fitting mothod ad A paramotor
cotimation achema autematically takos into account tho antoana
scan affoct, and is an offoctive mothod of aveiding tha problom
of antonna scan compensation. Foxr tho purxpoascs of this chapter

it ainply is not nocoosary to atticmpt tha cewmponsation.



CHAPTER §
CONSIDERATIONS IN FILTER SELECTION

5.1 Intrddgpto:y Remarks

In this chapter, wo study the performance of, and
dosign problems of, both FIR and IIR digital filtars,
ac applied t; MTI radaxr. We snali first look at tho funda-
montals of cach structure, and thon somo of the portinont
dosign mothods. It is unfortunate that some of tho claso-
sical ways of dcecribing a tilter's porfoxmanca, such as
froquoncy rosponsc alone, are not too usaful for desoribing
the pcrﬂcrmaﬁeo.ot an MTI filtor, simply because it has
to doal with transiont phunamdna: Thug convontional
desoriptions have to bo treoated circumupactly. until some

of tho practical conaidu:atione are introduccd.

5.2 Tho Dosign of tho IIR Digital Filtorn
Tha dosign of infinitao impulso rcoponaac (IIR) digital

filtoro falla into throo broad categoxrioes: (a) dosign in
tho 8-planc, followod by B to d~transformationi (b) doodgn
in .the 8-plang, and’(é) dosign in\t§e‘timo donadns  Tho 8w
plane mathodo oxist bocauna of tho greater familiarity of
oarly dnaiqne:u'with 8-plano thopsy, rathor than tho powoerful
eenpueor aided dooign (CAD) packagen that oxiat new. It io
Saixly alear now that tho hent rnathod of éoniéning IIR
t&lhoru ig with QAD in tho x-plann. @hu:o aro sovoral

.cxaeiloah trcatnentn of thin uva&lablo g Dandlc: [50]

e mcalw (s - T
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Tho mothod of design treated hore is the one that was
wgsod for the IIR filtors which ware umx‘:loyod whon the adaptiva
filter was simulated on a computor. This mothod was
developed by Haykin and Boulter, [52] . It ies a Z-transform
moethod: that ia, ntandarc; frequoncy rasponasa functions in
the s—plané, such as Buttorworth ‘pclynomials. or Chebychov

. polynomials, ara transformed to tho &-plana. Therae is no
unique Z-transform, sinco the poriodic nature of the mapping
from tho 8 to E-plana makas it imposaiblo- to dofina a unique
transformation. . Tho Z-=transform that in ngpn%ly Qquoted is

v

tho impuloe invariant Z-transfoxm [17] {

A : A
— - . _% T (5.2=1)
8 + 8 ~ N
d 3'1

l -0
whoro the S-planc rouponso ¥(S) hag Béon’ formulated ao

s
~ b
«

U RN

]
.

n A:L

-, X(e) w 3 (5.2=2)
D.odml B By :

£

The tra;xixtom;atidn is called impuloa invariant, sinco tho |
impulao rc;aponana of the digital £i)toxr, and t'ho oo:rnép;nding
analeg £iltor agroo at sampling inotants.

A ‘moxe qomml a-trnnntomatian has hoen do:ivod by
Haykin (83]. Thoe tronafoxmation _&u

P
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A -8,T -}
A = e YR i (lw) (5.2-3)

§+8 8y 1 -o +Rgmd

whoro m is allowed to vary from 0 to 1. This tranaformation
is usaful bocauso cortain typos of filtors which cannot ba
designed using Bqu. 5.2-1 can ba designed using Equ. 5.2-3,

An oxamplo of this is a highpass f£iltor.

In tho study by [52], a valuo of n = X vao uged in

. : 2
EQqu. §.2=3 such that a highpaun filtor tranafor function

X(S) - ﬂm— S (S5.2=4) .

» iml

&

could bo tranaformod by uaing.

"8 l .
—_—— -u +a VR (* =B y (5.2-8)

Dy cascading oithor firot ox scodnd ordorx ucotiénu. as shown

- ' in Fig. . 2.1-1b , it ia pocsiblo to realice X(a). Ono paxticular edventoga

ﬁ' of thone !iltu:n i that the !eod:urward coofficlonto are

aithor 1 of 2, and hcnap. in a ha:awarn implemantation of

{ ’ ipuoh a filtor, axo capy £o implemont, A thixd ordor #iltor

A of thio typa, to bo ubicd en an NTI xadar, has been conotructod

" in hardwazo fomm, [84], and can.purtorm at tho samplo xatos
réyguired. ‘ D




b

¥

| iniiaomsoniant

154.

Anothor way of doeaigning IIR digital filtors is to
apply tho well known bilincar Z-transformation. We introduco
thig horo bocause it will be nocoded in section 3.4. Tho
procedura is to dircotl& ﬁrénatoxm the § variable in tho
transfor function of tho Analgg f£iltox. Tho transformation ,

is dofincd byt

s¢3 . & -3 o (5.2-6)
TR g2+ 1

This dooign mothod works woll oxcopt that wo are forcoed to
noto that thn:o is a warping of tha frnquoncy axas botwoon

the analog domain and the digital gomuin:

wn T
ua - abu tan -—-D-—-E{-— (5.2-7)
iy 2

whoro w, io tha froquoncy in tha analog demain and wy is
tho froquoncy in tho digdtal demain. Thio means that if it

ia dogired to dooign a filtor with a cuteff uy. tho value

will have to ba convo;tcé by Equ. 5.2=7 bofoxo tha corrosponding

analog filtor can bo doaigﬁnd, and tho bilinoar &-transfoxm
applicd.

8,3 Tho Dosign of Linodxr Phaso FIR Digital Filtors

Finito {mpulso rosponsa (FIR) digival filtors have
povoral important proportics which makeo them attractive zeir\
digital niqnni procosoing. Among thaso foaturocs are the
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“ !

o
possibility of obtaining cxactly linecar phame, the absenco

of any astability problcms, tho oxaoctly defined langth of
impulso rosponse, and the availability of officiont itorative
dosigh mothodas, A diagran of an FIR filtor is shown in Fig.
5.3=1. As wo Aotod in Chaptor 2 tho froguoncy rosponso of
\k tho FIR fidtor is givon by:

N-l -JukT

2(e34T) kZO a, o (5.3=1)

To put thid into tlo torminology of FIR filtor doaoign it is

caplor to rowrito Equ. 5.3-1 as

1* o N=1 -jankF

Ny H(F) = kEO a, @ | (5:3%2)

¢ whoro F = oT/2n -

In this work wo shall only conaldox thé doonign of lincar

. : phase £iltoru.'ovon hhough from tho xradar point of viow this

: ‘4o not a nocaaoity. This is boocause thoro aro many roadily

o availablo dosign motheds which i8 not 8o for wminimum phase FIR
i ‘ giltoxn. Ono ;mpo:tané oboorvation that can bo made is that

1 tha problcn is cssontially a lincar programning problem, and can
‘bo utatpd a} followd:

‘ * Pindy " (xj) ¢ 3 -0, ), 2.u..N-'1
5 ...~ aubjoet to tho conatrainto:

-

Xj a 0, i w 0, lioiN=1




INPUT

z a a g ‘\ aw aw

Fig. 5.3-1 An FIR digital filtar, \
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- N=1
j£° Cij Xj - bi' 1l = 00 20..-;M"1(M<N)

N=)
such that I agX, is minimiscecd.
qup 39
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It can bo shown that tho above "primal problom" is mathamatically

oquiv?lont to tho "dual problam":
Find {Yi) i=0, 1, 2,.¢.,M=) subjoct to tho constraints:

&
M=l
iio Cij ¥i ﬁajp j - 0, 10.0\_;“"1

such that MF' b, v, io maximisod.
{w0 L R §

‘The roason that tho dual problem is montioned horo is that

it io usually in this form that tho £iltor dosign problem
arisons. Onc attractivo foaturo of lincax programs is that,
given that a golution exintu.‘it is guarantoocd to bo‘uniquo.
and aleo tho solution may bo obtained within (M+N) itorationa
[55], |

It can bo shown (56] that thore are in faot 4 typos of
linoar phaso FIR filtors and that tho donign of oach of those
typoo may bo troatod as a linedr programming problem. Tho
4 typoo of filtors can bo clagoificd ao followo:

{1) Prositive eymmatfy - 0dd lonhgth
(2) Pooitiv symmotxy = Bven longth
(3) Neogative symmotry = Odé longth
(4) Nogative symmaotxy - Bven longth
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The quoastion of odd or evon longth is caasy to mecoe, but tho
quostion of positive or negative symmotry roquireos a little
oxplanation. As wo shall sca latar for caso (l) thoe condition
of linocar phaso imposes a.certain symmetry upon tho coofficionts
{a;) . Thooo two typda of symmatry arc desoribed as follows:
(1) Poaitive symmatry
B, = By .oy (5.3=3)
'(2) Negative symmatry
Q, ® ~8g-n-l (5.3-4)

This symmotry ia rathér conveniant bocauso it means that
wo only actually have to spooify (W+l)/2 (N odd) or %

(N ovon) coofficionta. Wo shall now look in mora detail at
case (1)) that is positiva oymmotyry, odd longth. It 4o not
aquPntod that this ie necongarily the totally optimum
choict of filtor; indced moma avon longth filtors can ba
found which aro of nominally suporior poxformanco t6 an odd
longth filtor of highaxr oxrder than tho avon longth filter
[(87]. Tho roason for thia iw that tho condition of lincar
phaoe impoacs a differont uymmct:y en tha twe tilton:ana
hanco difforont porte:manézswﬁan ho cxpooted,

Tho particular cholca of tho mothod of dooign of FIR
£iltors that waa wocd do baoed on woighted Chobychov
aﬁpxuximnt&on which io achioved by uaing tha Remez exchanga
algorithm. Thore ara othor mathedso of dooigning FIR £iltoro
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such as windowing (58) , froquonoy sampling and linoar
programming. Howover, ocach of thaso threo mothods has its
§1uadvuntaqnnx windowing and froquoncy sampling arae only
approximato mothods in that thoy do not ¢give one the
opportunity to achievo a deoign oxactly to spocifications.
Lincar programming is an attraéiivo solution, but unfortunately
it is rather slow whon tho filtar oxdor bocomoca large. One
partioular‘advantaqo of the Chebychav approximation mothod
18 that it can bae ohown that if tho orror function is allowed
to roach ite uppor bound at all extromal points, (what
is called an oquiripplo‘noluéion), thon tho transition widgh
botwoon theo pasphand and tho stopband will bo a minimum ESQ].
fortho class of filtors that arc dosigned by the Parkes and
MoClollan algorithm (856). For tho purposos of NTI :&ieoxing
thia is what is rnquiroda’

Wo now roturn to the problem of dosigning tho filtores
by finding a weighted Chebydhov app;ﬁximation of ‘the
froquoncy rosponse function M(F) to a spocifiod roaponso.
This mothod, figﬁt uhggaatpd by Hofatottor Opponhaim and
8icgol, (39 ) uscao tho woll known Remoz oxchangb.nlqd;ithm
(60 ] Wo have ncen that w

»

N=1 = 2nkF
H(F) = 3 A O < "(843=8)
kwQ

I& wo make a, = Y (poaltive oymmotry) thon wa can
‘rowrita I({F) as
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., =j2tnF n *
H(F) = q L dk co8 2nkF (5.3-6)
k=0
whore d, \ = 2a,, k = 0,1,..n4; dy = 8, and’N = 2n + 1,
This form of H(F) shows that tho filtor dcoo have linoar
phage; in fact from now on wo only have to corfsidor the
sum part of H(F) sinco tho oxponontial is simply a dalay
Conaidor Fig. 5.3-2 whorao tho approximation problem
ig illustratod. To apply tho thooxynbt woighted Chebychev
approximation to this filter apprg§x&ation problam wo
conaddor- tho approximation to tako place on a numbor of
disjoint intervals [ 60 1 PFig. 5.3-2 illustratos tho lowpaons
apgproximation problem, but to got tho eguivalont highpasos
filtor is oxtromoly aimplo, as wo shall sco later. Theo
dosired magnitudo xoeoponse
i, Febd .
D(F) = P (5.3=7)
0, Fe nu
whora np w {Ft 0 <F » Fp)i.u. passband

B, w {F I 0.8} i.0. otopband

Tho woight function W(F) allows us to spaoify tha rolativa
magnltndo ef tho orxer in tha two handé.

N , ,
Ped

W(F) = K P (5.3-8)

lo Fe Dﬂ

)
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With B = D, U B, baing tho union of the pass and stopbande

the prebloen of deaiénin’q a J.owmas lincar phaso filtox of

length 2n + 1 bocomas tho problem of f£inding tha {dk)
| L OQ\QQQn in

-

n .
i) = ¢ dk e 2nkF (5.3~9)
k= ( o

f ]
which mininise

. max WR) |D(E) < ut®|
Fel -

Tho thoo¥y af tho Chobyshow qp;:mx&m&ien on compact aoto
hao capoblichod Equ. 5.3=9 has & uniquo solution, and wo
Qan ‘quaﬁo a thnétcm [ 61 that q.wuu. ug thﬁ ual\\uom |
:.et 3 he ony elosed aukoot: of [0¢ 4] In exdor that
n(k‘); £ Q) Q08°2tk¥ ba the ux\,tquq heat appromimation te

=Q
- D(® en B, it ia mcmunuy and uutt&e&m& that tho cxzer

function B ueR Bt - uts)] cxhibit on D at- lcaeh
n + 2 alboradbiona. "xmm &(&‘i) R U eHr}

. \e:hh x e s; ® cod ¢ me ma: s;m. um lta E -g%daem. |

,‘ v, o :
N B n;c R

&aaa wa qé tmm b!zﬂe&c:x tu nn ee;mm m t&:at ﬁhﬂem

_ a cob'as o a m t&mmi mimmaﬁcm mwx m ae;c;qt &sza:a a
- ‘eamp LR wu X3 Sequny p@&tma i3 tho fntorval ; QgO»&] ;
T and waoREG m&amw@u hhx;auqh Qm:a xzf:imm to ez:min e\a& o
o 'lamm:mseamm 4. uaing o Zaginegien mtasmlansea Sormada
| "'t*a t!ua aaxw\cm m &ﬂ:ﬁ* mm%&én R(&X . 9@& e&m tm lcaad
3 ma&tm m:h s:m Eamt she. ma a . tme nugaw.:.x of the

. P
. .‘\x}\,. -

e

. PR s P PP . N e e . e v
. W, « v “e v - e * P < ! .-, . e S e, Gt T [N ' - "
sa e ) RN Le Ly o LR . E . o = N B L
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error function, at tho provious itaoration. Wo continue with

the itaration until tho oxtrcmal points do not change, and

whon this is achioved, wo havo found tho bost appreoximation,

in tho Chebychov sonae, e‘o tho deooired function D(F). A block

dlagram [ 60.) ie chown in Fig. 5.3-3.

Tho oxact dotails of tk{o algexithm can bo found in Bq ,

and a moxo gonoral troatmont of FIR filtoxs is givon in (3 .

7o ounmarisa, in ordor to uase this algowithm wo havo to epacidy
P | N, tho oxdox o‘!.' thae filtex, K, tho‘véoiqht&nq factox, and“Fp
and ¥, Thozro io no simplo mothed af dotoymining N, although
in sootion 8.4 wo lock at sema appreoximate xalatienships .
&nv‘vamq N and tho paénba_nd and atopband xipplea. Tho dﬁa&en
preccduro has te ba 'appl’&cd and tho resulta oxanmined te gco
uhqthc: N should bo iAcreased or dodroancd. '

Tb elone this costien, wo ohould noto that in uwaing the
maduy avallablo dagdgn notheds fox lincav phage FIR flltora,
wo are not noecnaa&uy ehaeumq the boat k‘:R &iltox paon&bla.
'rhe q@n&h&a&m ef lincar phato has hoen cnpleyed en othen
eaaae&enn ser e tixtm écmqn n.m d‘a&en&nt [36) ex Maztin
g&i; ¢ buk it tu nqg rmacmna:}' fox a m‘x ﬁum \maao euthut
| - "~ o cm:qg dqtuahgd. tmmdtmané aetmcau&ex Eea} gmacm a
o "m&hea saa: t:amﬁem&m cqusa&a@m unoas z.«ham Fin u.;tcm |
- S - i ’ ta mnimu:\ &&mm ﬁuhc::u. Tha' mqtmé ta}*ca a :u.ma ex ea:acm
o Ll and- uma&aﬁa Y tsa & nmm.:.\ phaac mw e& exém: Wa.

| fmwwm t!m nﬁtcmakm m m ganmana ana anegbqaa ehaaqoa

. - iy



. N 164,

: Initdal guosa of n+2 frogquenedes
| - _ _  ‘[Galoulato o on cxtxeral cok N
Iy - ‘ ~ . . ‘ :

: Intoarpolato el podnts
. "~ d ook b / ’

: Calculato B(F} ond find looal |
‘ ' edratr (BE)| » 0 .

. % . .

-
b .
' .z
5 - * .
b - . . s
! . . N
| . . *
+ 3 s
|3 . .
’ .
A ~e
« . tx A *
' -~ o N
» LR N » wt .
b . . . f = + -
' . ‘ f
' AN (TN R Y .
- . . - ‘.
1 LN )
. . ‘e
. LR : .
N i L4
. . B

e
[ S ;
¥
. 5, ¢ = a
* A - R e
R P IV (AR
‘ IR R AT P RPN TR A
) m ma}ui{ Q—ul.a.‘x U 3&2:& . Pt |
| . . ) et GRETILER 0220 R OO
T AL Rt LT AN R T S s
| | LT A + e, . . [ PR v, N
~ v « ‘ ‘
|
"
k I




165,

rd

épp:oximatoly apoakinq‘tho db. attonvation in tha stopband ia
halved. By cxdminingouch diagramo ag Figs. 3.4-3 to 3.4-8,
for difforont ordexs of filtor it would ba poasible to got
an idoa of what tho cquiﬁQlonen batwoen tho two typoa of
giltor io. '

,/

5.4 Eg:tormancg Bvaluation ef tho FIR and ::R Flltoxo

Tho pregram that waan uued to doaign tho FIR filtorn. iao-
doacxibod 4n( 60 1 Fow puoblems woro ancountoxoed oxcopt that
thio paxticular mothed of dunf&n.&n not capabla of handling
oxtxcmoly naaxowthand or oxtxemoly widcband filtoxs, bosauao .
of tho &inito grid of fxoguoncios on which hh& oxtromal froguoncio:
axa ;aa&uoa; The bandwidtho roquirdd by tho NIT filters wowe
such- that this Wag not a preblem. The daoign waa‘&mr.tally
careiod ouh'paoum&nq a 1awaa9n uhrubhu:ﬁ, buéanoo thio wae
tho way-tho pregoom wao a&rdﬂ%ad. Aewovar it io oxtremaly -

'eaoy to tranoforn tho coofficionto of tha mtm to highpaso

v
e

(63] . Oro inothed of mmus@mmq a mwgaua filvox to highpaoa,
i& tho fltor io d&guu. o to xafloet Qha mm aha:a@tn:ium
a!m\h :«* w 0.8 daa wo puk ¥ ‘a0 8w B "hm hmnatamn the .
atenbana ot the mman fator to the tmz;&ané es t-mo haqh:mn
sut:\u: ond ukcmma tea tﬁm maah:md; tm &uwmmucek in Biga.
&.Quh m &a &&na t:anuth he ﬁmaﬁem tmc &&mm anqanam»x'nmg
es tma aunaband m‘E ihhn mﬂqeu te tkm ntc,band{ e& h&m hiqhgao.n

E13 mmama‘&n g a\m [gaj """

A7

ﬁwn QS h‘&mnﬁamﬂen mm‘ xe s » 0\5 - &‘ tmm nqm. a.ye

B /A‘ . . I
R '.v e 0 L w‘.,." T o e SR
- - . N St . e e
. .

vy
’.‘v, V.,
LI .
. *



Not 1 th = o.s-s'g ¢ Fop = 0.8-F,

Sih ™ & Sm=d

Fig. 3=l Loguoo to highpase txenafeematien fox FIR #iltawa,

|
.

Natar an eopondad euh:esﬁm W' gafora to tha hichaasa oo ,

,ﬂ\“
|
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.

~ bocoman

HIP) = 0 d, cos aTk(0.8 - ¥
. n (504"1)
k
w I (=l) dk coa atky

kwl .
Hlonca wa soa that by xoplueing dk with (-J.)k dk tho flltor -

bocomes a highpass filtox.

The progran wag un” for nany difforent valuas of Ep
[ and ¥, and for valuoa of N varying frem New§ o N«l3. Thaoo
wora tha filtara on whieh cemparicons waro mada botwoen tho
highpass roourcivoe filtoro deoigned in [ 32) and tho PIR iltors,
| | . A@ 0GON A% ono autdmpvh‘te‘makn comparicons batwoon FIR and
| IIR #iltors oo cnoountore . difficulties. Tho main preblem
i . ia hh&£ ono Lo comparing twe difforont ontitics. Fxem
| tho ﬁxaquunay aspense v&awgetnh'wu chall sece, tho IIR Sfiltoxn ~
a&u caeily aupariow. uawavea thia {0 net tha whola ctery.
.Wa knewt that hhu inpuldo rooponao of uho FIR filtoxe io
fdontically 2050 a&uce ﬁhn numba: of dnlayo in tho 3&&@9&.
and that, thoy woach hhe&a uegaéy nhuﬁo a&he& thio point. This
of cQurae io enly agara&tnahc&y tho cano fex ﬁho IIn €1ihaa.
and ‘enc sunﬁhax pxe&len da’ ﬂhah an ena chqaqau tha cutess
frequoney at tha :xa e&xqqr¢ tho lqnqth o tho 1m9u&nd-=aasenao
‘bhangou teo. Whin ahanqu an ba as nuch ag a tautaa es twa fox
uaoﬂul.mh: fidtoxd and mhnn ena a@nntdnaa tha pxe&icmn of -
annenahxa'énhocteru hh&n can bo d&tt&eu&t. Alags on IIN. | ‘//
, t&&tc: o muah.n@&n uunaﬂgt&hln ta:pu&uu tnte&eaﬁencu than tha///

f

"?s:n tiltc&‘ "hLa ua nca thatvaha acnwa&&uéa pgeh&cm 40 nut
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sololy ona of comparing froquonoy ronponsos.

Whilet fairly woll dofincd rolationshipas oxist for IIR
filtors batwaon such paramators ao passband xipplae, stopband
rippln,filter oxdar and filtoxr outoff, this lo not tho cano
for PIR filtars . In tho IIR £iltor case wo can xafar to
soMe nemegrams publ&uheé by Kawakamd [ 64] whoro ho prosonts
matorial for finding tho minimum oxdoxr of a filtor hoocasaxry
to moot coxtain spocificationa. Exanplos of thio axe
shown in Figo. 5.4=) and 4 Tho uso of thosoe nemcqraﬁﬁn la
voxry aimpla. Tho maxrimum valua of tho vipplo in tho passcband
A? i givon at hhé }Qﬂh aidao ©f tho nemegraph. A aé:aiqht‘liné
is drawn from the value as;ag poxmittad, shrough tho decaired
valua of attanuation in tho atepband, A,. The linoruns up
to tho third vortiaal lina, and ia zotated te yun paralliol

w0 tho f-scalo. The doodrcd anount of attonuation at é givan

Snoqunne§ {the f=ocalo is tho tédQuonu¥ normaliced  to tho cuvofs
g¥oquengy) io ohtained &€ tha tiluoaing function io of tho
Qudox #ouné at tho &nﬁeruochien of tho vortical lina owectod
fzen hhc n-eaalo valua, and tho line which zune pasnliul to
the Q=80al0. :t tha quooning nﬁaaara hotwoan two ousvea,
an shown dn hhu e&am@ln in’ ¥ig, 8.4=3 , tho oxdox ehanon 46 tho
laxgost &nhogca wa&hh@n akova tho QuEVQ.

ﬁh@ two n&cmglun hhat hava bccn ahaucn axa tet tho
nuhgeswaahh uhnueaunu and’ hha o&liphte qhvuﬁhnno. Thauo two
m&ﬁwcnao hava. haan.ehoaan baeQﬂun thg nuktexwa:th,ehn:aetqrxcnxc

. Lo naainally #l&h 4o hho naunhaha awa.taxla of¢ nnngeen1QQLXy in
21“°h° nt@gﬁ@ndg wh&&nt at hha nthaa e&h&cma hhq uxxtphte ttihos ‘
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! has oQquiripple charactoxristics beth in tho passband and tho
gtopband. Hoxa wo will quote the formulac thatwore used to
gonoxato tho nomograms [ 64) , bocause wo arxe going to use them
lator in a difforont graphied form to make a comparison with
tho FIR filtors. PFor tho Buttorworth filter tho rolationship
ie

2 w (A2 - 1)0%0 -
Ay (Ap R Rl B ¢ | (3.4=2)
For tho Nlliptiec £f4ltor tho rolationship io

2 =}
At 3 *5%——- (8.4-3)

L, @)
vharo for n avon
, /2 '
lﬁ;‘ - ﬁ Q&“ . (8.4~4)
{wl
¢yt = VR en(REAARL i, (5.4=8)
and for n odd - , [
' " te=lla ' ‘
/G = /& m’ nﬁ | . (5.d=6)
ngw otk O taden

N
“ 1

-

. Howa k = %‘ » ¥ho¥e 0 40 tho froquoncy eaémeaqnqd ralativo to
tha cutoff froquoncy. Wha en.,s) 46 tho Jacebian BU {ptia.

-
s



172,

function. [In ordar to computo tho on function wo first hava
to compute K tho poriod of tho clliptio function by computing
thoe complata ollipé&c intogral of tho fixat kind, with argu-
ment ki1IDM 80P subxoutino CELI. Thon tho 88P subxoutino
JELF is called with argucmontfCK = 1 - k¥ [68]] .

go far wo have only 10°kc3d at analog struoturos non{inally.
llowovox, boocaudo 6f tho oqQuivalonce of tho 8 and » - domaine
through tho bilinoar g-tranaform, wa can draw a diroct
cquivalonao botwoon tho oxdor of the filtor in the s-planc and
tho oxdor ef tho filvor in tho z-planc. Wo have to acknowlodgo,
ap montionod in 5.2, that tho rospongsos would not look tho samo
in tho z=demain, but tho aspocificationa will bo mot, and thia
is a pufficiontly acourata mothod for oui purpoeos.

Wo can now éemo to tho problem aof investigation similax
ralationships wiéi FIR filtoro. This is a complox preblem and
hap yot to b @olved snalytdcally. Tho bost that hao boon
obtained #so far io an cmpirdcal xolationship which holde

" for fadrly high (30) oxdors of f£iltors. This rolatienship

wan doxivod by laxxwmanpn uabincx and Chan c«an. Tho rolatienohip
nay ko statod an follcwar

< Dy t8yedg) ~
Nwl & -:-ziﬁ-ﬁ- = #4, 8)0F (8.4=0)

P
D. (G;oeg) . .
{Qa0°5309(l@9106x)3*0 07114 teq;ocl-0.4161]tev;°¢a (8. 4-9)

- [0.00266 (20gy ) 40804 d0gy 08,40, 4270] -

vhoro AF w §, = F, w xolabiva transision width,
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and .
!(61.62) w 0.31244 10910(61/62) + 11.01 (3.4-10)

whoro 8 and 63 aro tho pnnabﬁnd ripplo and uho#band xipple
rospoctivoly.

Thore have boon sovoral othor saots of ompir&aalyrauulhl
published o.¢. Rabinor and Hoxmwnn [ 67, but. thoy only give a
ganoral indication of parformanco rathor than a spoaific ono,
Furthor, an articlo by Rabinor ot al [ 60) drawd more goncral
comparisons botwoon FIR and IIR filtoxa, along similar linos
to what wo are going ko soo now; notwithstanding all thoso
proviocusly published romults wa havoe to accopt that MTI £41tore
are a apoclal caso. To troat this tho following wae dono: —
the FIR &iltor dosign program was xun for a givan csddé of

filtor, varying tho passband gutoff F_, tho stopband cutoff

P

¥, and the woighting factor K. Tho proportios of tho filtoxo

dogigned wora dioplayed ed gxraphs uuqh an Pig. 8.4=8. Thaoe
graphs ara plote, such that for a given Fp and given N, tha
ninimum atopband attonvation io plottad againot tho ripplo
in tho paosband, fox diffaront valvos of Poe  Thoy chable -
oho, at a glanca, to got a gocd idoa of how wall tho &ilter
parforma, and how élte:igﬁ tha diffoxenca in wodghtdng of tho
6::@:. batwoon paneband.uha.ubqpbana. txadoo paschand xipplo
fox otopband wippla. .@htu'tu-quiho inportant bocaudso ac

can ba soon frxem tho grophs thowd ip qﬁita a drastda ehango

in the gradiont of thoue pasematox with;:ggggghwho tha

€
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. waighting, K. Figuren 8.4~ to 8.8-0 phow how tho porformance
of hha'filearo changos for Fp - o.xzzwa an wo go from N = 9
to N = 138,

:ntercahinqu. we can do tho same caloulations fox ths

reduraive nﬁructuxo, ing fqua. 3.d=2 to 8.4~ 73 Figo.

5.4=9 and 5.4«10 show tho performance of tho Duttorworth

and El;ipt&c giltore rﬁnpoet&vcly, for ordor 3 and Fp -'0.12.

Although many of theuoe curvos worc pleotted, and only a samplo

ia uhcwn hoxa, tho eancluuten that may be drawn 4o that tho

IIR £iltora havo a ntrtkinqu guparior froguancy roaponmo,

which is, of oahsug. what might bhe oxpaeyod. The curvos !cg_

the PIR filtore ware found to ho quite usoful in saloating
nxtiluaxs to use in tho adaptivity stratogy in chdptur 6. It

appoars Qhau the gurves plotted in Figs. 5.4=3 to 8.4=10 do

. hot give uuttieiont informatien to make a decision aw o |
whathen uhe IIR or PIR filtoras would ho bahtor for adaptive
MT:,'):n Chaptox 7 wa shall oao that hoth ﬁyaoa of f£lltore
can parform wall and heneo othox eené&@o;ah&ena would hava to

bo ‘deod to chosso’ batwoon them,

a _Naloation of L) iltox flote
In this scgtion tho problem of tho aolaatdon eﬁ a aou of
£t1§naa 10 ba usod in hha adapt&v&ty ie diocussed: Tho twe
ﬁizﬁo: tato that woxa ehpnen for ccmparicon purpoaos botwaon
the IXR and FIR #4ltory woxe tho puttorworth otrueturo for

&
N - Y
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N =3, 4, 5 and the'FIR:atructure for N = 11, 13; 15. The
Butterworth’ digital filter;, as designed by [52], were chosen
becaﬁae‘they offer a reasonable tradeoff between the transient
response and the'frequency'response characteristics, and
because oncethe order of the filter is specified only the
passband cutoff frequéncy has to be specified. Typically the
passband cutoff frequencies were chosen to range from 0.08/‘1‘R

\

to 0.20/'1'R in steps of 0,01 X
| In the FIR case the chqicgd is not so simple, becauéé‘of |
the nonlinear relationshipy betyeen the filtgr cutoffs and the
various ripples and atteﬁﬁations, as exemplified by Figs. 5.4-5
to 5.4-8. The c;use of this nonlinear behaviour is the distribu~
tion of the extreme of/the error function E(F), in the approxima-

tion problem of sectipn 5.3. In Fig. 5.4-7, on the left of

the kink in the contdurs there is only one error extremum in

. the étdpband, and on the right of the kink there are two

extrema. The"design procedure does not specify how many
/

extrema should ex?at in the pass or stopbanda;~itvm§féiyﬂééecifies

that the sum of the two is equal to n + 2 .for the aﬁproximation
to be optimum. frhis aspect of the design procedure is. certainly
a hindrance whep one comes to choose filter sets to be used

in the adaptive algorithm, and one might conjecture that it

/
would be better to design the filters using linear programming, ’

where more detailed constraints could be placed on the
frequency fesponse. However, even if it made the selection

procedure a little easier, it would not get rid of the problem,

wh

~
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gince by ita~vety nature, the extfema in the error curve exist
Irremective of the algorithm which adjusts the coefficients.

’ Various methods were tried in the selection of the filter
sets., It was felt that it was not woiﬁb trying to define
filters that were different in their passband cutoffs by léss
thgnﬁﬁ.ol/TR, since it waé observed that tﬂe coefficients
changed by at .most 1 part in 1000, if this critexion was
adhered to. From a practical viewpoint this would mean that
a 10 bit representation of the coefficients would be adequate.
Having chosen an'Fp, which defines the eége of the target
space, the FB had to be chosen along with an appropriate
weighting in the pass and stopband. There didn't seem to be
any easy way of choosing these two parameters because as Fs
moves closer to Fp' the ripple in the passband increases
and thé ﬁttenuatioﬁ in the stopband decreases. It has to be
remembered that each filter may have to filter clutter with
all the different characteristics described in Chapter 3, and
how much attenuation required over which.band is impossible
to specify, except for a specific case. Aléo we have to
remember that generally we would like the filte; to have zero
transmission a£ zaro frequencyqbecaﬁse of the clutter specular
component. It seems, with FIR filters of the order quoted,
that the requirement of zero transmission at zero frequency,
is unattainable if one wants the filter to have a fairly
wide stopband (e.g. 0,08/T;). A little thought shows that so

.
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long as the attenuation in the stopband is at least 50 dB, we
prob;bly do not have to worry'about the zero transmission ]
problem, because in a practical filter the roundgéf noise T
would probably be at around -45 dB or co.

This overall philosophy of the design of the best filter
for MTI purposes is pretty well the same as that of Jacomini
[36]. He ataées that in the passband, all targets should be
equally detectable and that outside the passband the filter
should cut off as fast as possible. This was what was aimed
for. The figures of passband ripple may seem a little high
(up to 8 dB) but one has to remember that in MTI range
(<50 miles), target to 5oise ratio is not the problem that it
would be at éhe maximum range of the radar because of the
inverse 4th pOWer law of the radar range equation. THe
problem’ in MTI range is the clutter to target ratio and if,
by allowing a little more ripple in the passband, a substantial
amount mofe clutter attenuation can be obtained, -then the
tradeocff is‘a valid one. The curves of Figs. 5.4-5to 5.%4~8
allow us to-get an idea of the tradeoffs involved. Clearly
where the contours have a large slope the tradeoff is valid
and where the slope is small the tradeoff is less worthwhile.

The procedure that was adopted was to try to choose
filters that had.only one point in the stopband wherehthe error
function reached its upper bound, and for each Fp value the FB
value which allowed the best tradecff between passband ripple

and stopband attenuation was chosen. To confimm that such a
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filter set is reasonable, the frequency respohoes of the chosen
set were plotted out for comparison purposes. The aim was
to get a monotonic improvement in the stopband characteristica
as the frequency parametor_Fp was increased. If this was
not found to be the case, particular filters could be
replaced by more suitable ones.
Tables of the coefficients used for the N = 11 and N = 15
FIR filters are shown in Table 5.5-1 and Table 5.5~2. A
table for N = 13 filters is not shown, because in the £inal
simulaiion, N = 13 filters were ndt used. The frequency ’
response plots corresponding to the f£ilters specified in the
tablos are shown in Pig. 5.5-1 and Fig. 5.5-2. They are
multiplotted to show the comparison between the various filters,
and the difficulty of choosing filters with characteristics
that change evenly may be observed. Each filter in the tables
of coefficients is referred to by a‘number, because in Chapter
7, where the adaptivity is evaluated, this is the most
convenient way to refer to them. The filtér'with ordinal 0
in the N = 15 FIR filters is a special case that was used in éﬁe
final computer simulation. Filters 1 to 10 were used in the
adaptivity strategy, and filter 0 was only used‘in the simu-
lation, becauge it has too narrow a stopband to be useful in
the adaptivity, but gives a fairly low attenuation, which can
be usefully employed in the simulation of the false alamm
probability. |
Similgrly for the IIR filtéra the filters chosen wexe

indexed.' The coefficlents of the N = 4 Butterworth filters
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together with a block diagram of the filter structure used
is given in Table 5.5-3 and Fig. 5.5-3 respectively. These
are taken from [51] where information on N =1 to N = §

Butterworth filters is given.

5.6 Summary of the Chapter

This chapter dealt with the problem of designing sets
of filters to be used in the adaptivity strategy. We
examined the performance of equiripple linear phase FIR
filters and Butterworth IIR filters, and showed curves of
passband ripple against minimum stopband attenuation. Froml
these curves we observed that the Butterworth filter had a
strikingly superior frequency response to the FIR filters
used. However we also observed that the length of impulse
of the filter was a critical factor, especially where
automatic detectors are used. Because of this, sets of both
IIR and FIR filters were chosen, to be used in the siﬁhlation
in Chapter 7.

In choosing to determine a suitable order of filter by
simulation, as in Chapters 6 and 7, we are acknowledging
that this is only an approximate method of determining the
limitation of the antenna scan effect. However, rather than
basing the decision on arbitrary frequency response criteria,

we base the final decision on a parameter of the radar system -

the false alarm probability



. filter would be:

CHAPTER 6

THE FALSE ALARM RATE FOR A COLOURED NOISE PROCESS

6.1 A System for the Adjustment of the Filter

In this chapter we seek to arrive at a criterion by which
we can define how the filter should be set. Up to this point

we have looked at the concepts of MTI processing (Chapter 2),

hdeveloped a suitable clutter model (Chapter 3), derived a

suitable estimation scheme for the clutter (Chapter 4) and
investigated the design of two different structures of
digital filters (Chapter 5). We can now define a system
structure for the adaptive digital MTI filter. We observed

that both the filter and the clutter can only be realistically

described as discrete sets: the clutter by a set of

reference vectors, and the filter by sets of filter coefficients.
Suppose that‘for each clutter characteristic which we can
recognise, .and that for each filter characteristics, we can
define a number, or several numbers, which give a good
description of the filter performance when suppressing the
clutter. We could then p:g—compﬁﬁé‘these numggrs and store
thgm, for all the types of clutter that might be encountered,

in a read only .memory (ROM). 'The mode of operation of the

-

(1) analyse the clutter and compute its autocorrelatlon
function, .
'(2) classify the autocorrelation function,
(3) 1look up in the ROM, the filter which will give the
. desired performance.

191,
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(4) 1index, out of another ROM, the required coefficients.

This is not a truly adaptive approach as we observed in
Chapter 1, but because of the lack of a feedback loop, it is
the best we can do. A block diagram of this system is shown
in Fig. 6.1~1. The block diagram is similar to one given by
Weinberg [ 24] except that in his projected system it is
proposed to perform on-line calculations. As we shall see in
section 6.4 this is not as easy as it seems,

The system in Fig. 6.1-1 is attractive for several
reasons. The main reason is that it requires no on-line
calculation other than the formaiion of the clutter autocor-
relation function. 1In addition the system could be made
fail-safe, in large measure, because the uncertainty of on-line
calculations is replaced by read bnly memories., Since such
memories are becoming increasingly cheap, thisg is a realistic

proposition. PFurther as we shall see in Chaptex 7, it is

possible to control the performance of this system quite easily.

6.2 The False Alarm Rate - a Criterion for Adjusting the Filtex

W%}saw in section 6.1 that we had to define a criterxrion

oﬁ which to set the filter. 1In order to arrive at the criterion

we have to consider the basic purpose of the radar. 1In
Chapter 2 it was shown that the only practical way to design
a detectipn system was to apply the Neyman-Pearson criterxion:
to maintain the probability of false alarm at or below a
éértain level, whilst maximising the probability of detection

of a target. It was also demonstrated that trying to design

\
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a filter to meet a given false alarm rate was not practical.

However, we shall Bee that it is practical, given a coloured

noise process, to calculate its false alarm rate. The filtered

clutter does in fact constitute a coloured noise process,
because although we may consider it to be a white noise
process after the MTI filter; it will not be, most of the time.
Moreover, it is convenient to note that even if the fluctuating
component of the clutter were not Gaussian when it entered
the filter, it would be more Gaussian on exit from the filter,
simply because the filtering operation tends to make any
random process Gaussian. To see this we may consider the
filter to be defined by a convolution integral, and we merely
observe that the output of the filter is the weighted super-
position of the input, delayed by different amoueps. The
operation of addition of random processes makes the resultant
process tend towards a Gaussian Random Process. This fact
makes it possible to apply the large body of_theory about
Gaussian Random Process to the problem of the false alarxm
rate calculation, with a reasonable degree of confidenc; in
its correctness. '

Aside from any other considerations, the idea of using
P, as a criterion to set the filter is appealing because
from the practical point of view the MTI filter is used to
suppress the clutter and prevent it appearing on the radar
screen as false alaxms. In using Pfa as a criterion we have

to be careful to understand that the false alarm rate, in

our case, depends upon two things. Firstly‘it depends on the
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amount of clutter coming through the filter, and secondly it
depends on where the threshold is set. It transpires that
there is no simple relationship between the false alarm rate
for one threshold setting and the false alarm rate for another
threshold setting, when the process is coloured. If the
procesb to be detected is white then it can be shown that
[69]:
Eq
p E,

(p (6.2-1)

fa = (Pgg)

where P, actual false alarm rate

Pfd = design false alarm rate
Ed = design energy into detector
Ea = actual energy into detector

Although not generally applicable for the coloured noise

process, this expresgion does demonstrate that the false

A\

alarm rate is a ve

/

Thus we must note ﬂzadifﬁaznaabebmﬁn<xmtniUimgi¢:wiﬂmthe1iiun:and

sensitive function of the threshold,

controlling it with\the threshold. In all practical radar
systems some metde as to be devised to automatically set the
th;éshold. SettiAg the threshold at some fixed multiple

(>1) of the energy input to the detector has the effect [69]
of maintaining the false alarm rate constant, even as the
energy input to the detector fluctuates. Any structure that

can produce this effect is called a Constant False Alarm

Rate (CFAR) structure. A particular implementation of this will
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be reviewed in the next section, and in subsequent work in
this chapter it will be assumed that the threshold of the
detector is known, because there are no real practical
problems to the implementation of the CFAR processor.

It must be emphasised that there is no contradiction
between using the Pfa as a criterion to set the filter, and
using a CFAR detector structure to do the detection: the
filter discriminates against the clutter on the basis of
its frequency éharacteristics, and the detector discriminates
against the clutter on the basis of its eneréy. The detector
has to make its decisions on the basis of what comes out
of the filter, and if the residue is too high it has to
increase its threshold to control the false alarm rate. The
purpose of the adaptive filter is to control the residue
such that it is not a problem to the detector, and hence

targets become more detectable.

Previous work published on adaptive filtering e.g.

Roy and Lowensdhuss [ 20] revolves around the use of the residual

energy coming out of the filter as a criterion on which to set
the filter. The problem with this approach is that not only
does the energy of the clutter affect the false alarm rate,
but so does its distribution with frequency.

Once again we are restricted by what we ¢an calculate:

3 the actual false alamm rate of the radar is a composite of

several effects, and the presence of an automatic detector and
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the probable presence of some post~detection processing make it

next to impossible to calculate the true false alarm rate.

In spite of this, it is possible to use a simplerversion of

the true false alarm rate, at some point in the system before

the detector, and use this as a criterion on which to set the

filter. 50 long as a monotonic relationship exists between

the two rates there is no problem in applying the criterion.
The foregoing B8ection summarises the approach that is taken

in the rest of the chapter. Although we have not managed to

develop a method to control the true false alarm rate we

ﬂave developed a strategy that does almost the same thing .

6.3 The Concept of CFAR Processing

In this section we shall review one fairly simple method
of implemeﬁting a CFAR receiver, and we shall assume that
this is the detector structure that would be used in the
complete system as shown in Fig. 6.1-1.

On most practical radars the great difference in environ-
ment that the radar has to face, both at different azimuths and
ranges, and from day to day, makes it a necessity to have a
threshold that can change with time. For instance, a
threshold that would be suitable to detect targets with only
light ground clutter present one day, would not necessarily
be correct if there Qere heavy precipitation clutter present
as well, the other day. The concept of Constant False Alamm
Rate (CFAR) processing has been used for many years, and the

basic idea is that there is some method, in the receiver
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detection chain of processing the return signals so that the
false alarm rat7 does not exceed some set level. There are

several methods/of achieving this, and ususally they aré

only approximations. One method which will be considered here
is the range mormalised CFAR receiver.

The ragge normalised CFAR receiver is a structure which
attempts to| estimate the average power in a range bin by
looking at. adjacent range bins, and forming the average of
the power in all these range bins. This operation is performed
after the clutter suppression filter, and it is implied that
the residue of clutter coming through the filter will not be
too large, although this depends on how good the MTI filter is.
The average value of the power is used to set the threshold
to be used in that one range bin. Nitzberg [69] has treated
this subject in depth, and shows that the structure of receiver-
detector shown in Fig. 6.3-1 does indeed give processing
which tends to,a constant false alarm rate. The aim of this
CFAR structure is to obtain as many independent pieces of
information about the power of the clutter residue and noise
going into the detector, as possible. Clearly the closer the
estimate of the average power is to the actual power, then
the better will be the CFAR action. It is possible to calculate
the effect of using different numbers of adjacent range bins

for the estimate. An example of the results is shown in

Fig. 6.3-2, which is taken from [69]. Here the probability
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of detection is plotted against signal to interference ratio,

for a probability of false alarm of 10-4, and for different

numbers of normalisation bins. Note that this is for incoherent

F

radar, with one pulse detection.
From a practical point of view the conclusion that can be

drawn from Fig. 6.3-2 is that to go beyond a certain number of

normalised cells does not help very much. For the graph shown,

to go beyond 16:cells does not really gain very much in
performance. 8ince the accuracy ;§ the estimated average
power depends on the number of "degrees of freedom" available
to make the estimate, one might conjecture that with coherent
detection, the additional degrees of freedom, afforded by the
doppler space, could also be used to improve the estimate.
&his idea was considered in [69] but will not be considered
here, because it is the intention of the thesis to control the
clutter on the basis of its spectrum. PFurther, it is the
intention to use a range normalised CFAR processor to handle

the different clutter residues that could come out of the

filter.

6.4 The Mohajeri Bound

In this section we are going to consider the palculation
of an upper bound and a lower bound on the probability of

false alarm. It is unfortunate that there appears to be no

N

closed form expression for this, and the bounds obtained are

»
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rather unwieldy, algebraically speaking. Most of this work

is taken from a report written by Mohajeri [ 70] , and the
details will not be considered here, but are listed in
Appendix 6. This bound is not the only bound that can be
used, but it happens that it is so much more accurate than
other bounds such as the Chernoff Bound [ 23 ]Jand the Grenander
Bound [ 71}, that in spite of its computational complexity

it is the best choice for our purposes. The practical
problems encountered in calculating this bound are quite
substantial and will be the topic of the next section.

The detection process considered is square law detection;
although it is not the only form available it is the most
applicable to the radarxr situation, because the output of the
basic detector, before integration, will be the energy of
the signal at that time instant. A diagram of the basic
detection process is shown in Fig. 6.4-1. As mentioned
previously this scheme does not consider the automatic
thresholding problems.

Let d(k) , k=1, 2,..., Kbe the samples coming out
of the digital MTI filter for a specified range bin. Then

the statistic which is compared against the threshold is

<
]
Rir

K
I d2 (k) : (6.4-1)

k =1
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and thus Pfa is defined as

Pfa = P(V 2 n) :n 1s the threshold

In order to evaluate this probability, the probability
density function of V has to be known. If the samples d(k)

were independent real Gaussian variables then the task would

be much easier. As it is, they are modelled as coming from

[y

a stationary Gaussian random process, with covariance matrix

H and they are filtered by the MTI filter to emerge with

R’
a covariance matrix HF. The samples are regarded as real,
ie. we are only considering the Pfa in one channel of the
receiver. This is not as general as might be desired but
it is considerably simpler to consider just the one channel.
In order to define the bound we have to define Ay »
k=1, K as the eigenvalues of the covariance matrix, HF.
i.e. xkx = HFx where x is any arbitrary eigenvector. The

calculation of H, is no great problem. Linear system theory

F
tells us that the autocorrelation function .of the output of

a filter which has a Gaussian random process as inpu%, is

the convolution of the autoc;rrelation function of the input,
with the autocorrelation function of the impulse response of
the filter [8]. At this point the upper and lower bounds may
be defined. For details of their calculation, see Appendix 6.

The Mochajeri Bounds are:




e o

Lowex bound:

(a)

K/2 2M
h., . =-a. .Kn
Pey 2 ol P ;iil-e 1.3 (6.4-1)
’ i=l  j=1 -t
where
K K/2 2M c
hy, =C, [lamp™ M 1 —Ht— (6.4-2)
J J k=1 k=1 2=1 %k,¢ %i,j
k+i
and
l-a. l+a.
1 [ j+1 +1}
Ui g = + (6.4-3)
i'23-1 4%,y Xy
i,25 ° 1 : : (6.4-4)
A2i-1 221
for all i =1, 2,...,K/2
‘. j=l, 2,-..'M
(b) Upper bound:
K/z 2M g- . —8- ~nK
Pas 1 b ghd ot (6.4-5)
i=1 j=1 +-3
where K
9,5 = S5 1) M= T (6.4-6)
k=1 k=1 2= k,2 "i,j

k=i
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1 l-éj l+§i
and Bi,Zj—l = I *21-1 + *21 (6.4-7)
1 l+aij l--al
81,2j =7 |x + (6.4-8)

1, 2,...,K/2
l
jo= 1, 2,.0.,M

]

for all i

The {aj} and {cj} are sets of parameters that arise in
bounding|cos(8)|. The parameters affect the tightness of the
bounds and will be discussed i; more detail later. These
bound formulae hold only for K even, but this is a very

small restriction.

6.5 Programming Considerations in the Calculation of the Bounds

In principle the evaluation of the formulae Equ. 6.4-1 and
Equ. 6.4-5 carry no great problems. For most of the camputational
work in this thesis a CDC 6400 computer was used. This
machine has a 60 bit word with a 48 bit mantissa in floating

point operations, and its dynamic range is from 3.10 x 10“294

322

to 1.26 x 10 . The accuracy expected in floating point

operations is approximately 14 decimal places. Even with
this accuracy and dynamic range it is quite easy to run into
accuracy problems, especially with such operations as matrix

diagonalisation and matrix inversion. In calculating the false

T G, £ S 1 S I st e B e



alarm rate it is necessary to calculate the various different

sub~-formulae such as thecxilj, Bi,j' hi,j and gi,j‘

shall see later in the section, the values of the Xk range

As we

from the order of 0 to 10; thea . 50 Bi j can range from 1 to
' ’ ’

around 1012. Clearly it is unrealigtic to contemplate the

exponentiation of such a large quantity as 1012, even if the

h. . in the expression
1,3, .

is small enough to make the product meaningful. Unrealistic
as it may seem to evaluate these terms, it is in general
extremely dangerous to put constraints within a computer
program, simply because there is usually no indication at the
output of the program what e{fect these constraints might
have,

It was decided, after studying some fairly extensive

dumps of intermediate products that the best procedure was to

207.

write no constraints into the program that calculated the bounds.

In various stages of program development, both for the bound
calculation and for the diagonalisation of the covariance
matrix, double precision routines were substituted for single
precision routines, in order to observe the effect, if any,

of the extra accuracy. Double precision on the CDC 6400 gives
approximately 30 decimal place accuracy, but no significant

discrepancies were ever found and hence the use of double
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precision routines, which are rather time consuming, was
discontinued.

A substantial number of test runs were made with the
program that caléulates the bounds in order to determine how
the changes in clutter characteristics affect the probability
of false alarm. There were two main areas of interest:
the number of piecewise constant steps needed on the bounding

of |cos 6|, and making sure that the eigenvalue determination

routine did not go wrong. It was felt that it was necessary

to have afairly reliable routine, because in the work that
follows, some extensive computer runs had to be made, and it
is clearly wasteful to have the computer program malfunction
after a long run time.

6.6 An Outline of the Method Used to Calculate the Probability
of False Alarm after the Filtex )

Referring once more to Fig. 6.4-1, we see that what we
have to calculate is the covariance matrix of the process given
by the samples d(k). As we noted in 6.4, the calculation of
the autocorrelation function of d{(k) is merely a matter of
applying linear system theory. It was decided to generate
the autocorrelation function of d(k) as f;llowa:

(1) Compute the frequency response of the filter in

question, and place it in an array in fast Fourier

transform (FFT) format.

(2) Compute the autocorrelation function of the clutter
from Equ. 3.6-1, again in FFT format.
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(3) Take the FFT of the autocorrelation function of the
clutter and obtain the power spectral density.

(4) Multiply the results of (1) and (3) together on a
point basis.

(5) Take the inverse fast Fourier transfomm (FFT-l) of
this product to give the autocorrelation function
{a(k)}.
The size of the arrays used was 1024 complex points, this
rather large size being chosen to make sure there were no
problems with aliasing. This method for computing the auto-
correlation function of {d(k)} is not the only methqd available,
but it is fast on a computer, and uses readily available
formulae i.e. the formulae for the autocorrelation function
of the clutter and for the frequency résponse of the filter.
During the program development the various intermediate
arrays used in steps (1) to (5) were printed out as line
printer plots, since it was felt that this.was the easiest
way to check whether all the calculationé were going correctly.
A list of the program is given in Appendix 7 and Fig. 6.6-1
shows the autoqorrelation function of the clutter data
after being filtered with an N= 15 FIR filter. The input
data was normaliséd to‘unity enexgy.

6.7 Problems with the Tightness of the Bound: Eigenvalues,
Accuracy and Sampling

Throughout the work both the upper and lower bounds on
the probability of false alarm were calculated. This double
calculation enables one to know at a glance how accurate

the bounds are. Clearly the best situation is to have the
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X 10'—4
R{t)
CLUTTER PARAMETERS: o, = 0.000
200 op = 0.020
i vog = 0-000
Vg = 0-000
100 Scan = 24 HITS/BEAMWIDTH
SAMPLES
! 1 | ! L L { ) | {
I l ! ! S SO = T 1
4 12 16 20
-100
FILTER PARAMETERS: N = 15 FIR, ORDINAL 0
-200 - PER POINT ENERGY OF THE CLUTTER
) NORMALISED TO WNITY AT INPUT OF FILTER

0

Fig. 6.6-1 Plot of the autocarrelation function of the clutter after
it has been filtered by an N = 15 FIR filter.
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bounds as tight as possible. Careful exanination of the
formulae for the bounds given in Equs. 6.4-1 and 6.4-5, reveals

that the tightness of the bound will be decided by the actual

numerical spacing of the eigenvalues, and by the number of

piecewise continuous bounds put on the |cosé| function. One
problem is that whilst the piecewise continuous bounds on
|cose] can be made arbitrarily close, the spacing of the
eigenvalues is essentially out of our control, once a system
configuration is decided. For a diagram of the bounds on
|cose| see Fig. A6-1.

To see what is involved in the spacing of the eigenvalues
see Fig. 6.7-1, where a typical autocorrelation function is
shown. In order to diagonalise the corresponding covariance
matrix we have to determine

(1) The size of T, the integration time in the detector.

(2) The number N, of samples taken during this time.

It is well known in information theory that the maximum number
of significant eigenvalues of a waveform with bandwidth W, and
observed over a length of time T is 2WT + 1, e.g. [23] . Here
it is clear that however large N is, for a given T, we will
never get more than this particular number of significant
eigenvalues by diagonalising the covariance matrix. One
problem that arises is that T/N is essentially decided by the
prf of the radar, and thi; cannot readily be altered, since it

is a very important design parameter of the radar.
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R{1)

Fig. 6.7-1 A typical autocarrelation function to be

converted into a covariance matrix and diagonalised.

[
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To investigate what problems this could cause, both N
and T were varied and the false alarm program run. Altering
T implies changing the size of covariance matrix that was
diagonalised, whereas changing N meant changing the sampling
rate of the clutter process. This was achieved by only
taking every 2nd sanple, every 3rd sample, etc. from the
formula for the clutter autocorrelation function, when making
up the covariance matrix. The following was observed:

(1) As N was increased for a given T, i.e. an increase

in sanple rate, the significant eigenvalues tended

to the same values, as expected.

(2) As T was increased for a given N the eigenvalues
become more closely spaced.

The effect of (2) is analogous to the classical time-frequency
duality problem. The eigenvalues can be considered to be a
spectrum; indeed there 15 a large branch of functional analysis
devoted to the "spectral" analysis of eigenvalues. It 1is
well known in c¢onventional Fourier analysis that the longer
the observation time, the more resolution can be expected
on the Fourier spectrum, i.e. the spectral points become more
closely spaced. Thus we can surmise that as T becomes larger
and larger, the eigenvalues will become more closely spaced.
A problem which arose in conjuction with the above
consideratién was that for some clutter filter combinations,
the eigenvalues were very widely spaced, decreasing by at
least an order of magnitude, when printed out in descending

10

order. If an eigenvalue became less than 10 -~ below the
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largest one, inaccuracies were encountered: some of the
smallest eigenvalues went negative. This is obviously wrong
because it is known [23] that the eigenvalues of a covariance
matrix must be greater than or equal to zero. Unfortunately
the routines that are used to diagonalise a matrix, all

seem to suffer from this problem.

Whilst it might be argued that these eigenvalues are so
small as to be of no computational signficance, we have to
remenber that if this is true for one pagticular clutter-
filter combination, it may not be true for another, and any
comparison to be made has to be made on the basis of’the
same computational procedure, otherwise it will be invalid.

It was mentioned earlier, in section 6.5, that placing
constraints in a complicated calculation is dangerous, and for
these reasons a slightly different philosophy had to be
adopted.

We observed above that decreasing the T/N ratio reduced
the dynamic range of the eigenvalues. The simplest way of
reducing the T/N'ratio is to reduce the sample rate, for
example, by only looking at every other sample. Obviously‘Tl
this alters the false alarm rate of the coloured noise process,
but gince we are not dealing wi}h the true false alarm rate
(section 6.3), and we did want to get reliable answers, it
seemed reasonable to adopt thig strategy. It was found that
by considering every other sample, all these accuracy problems

could be circumvented. There seems to be no guestion that
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given an accurate enough computer and good enough diagonalisation
routines, that the eigenvalues could be calculated for any
reasonable sampling rate.

In Weinberg, [24] it is suggested that on-line calculation
of the eigenvalues could be performed. Whether this ais
feasible or not depends on the type of radar that is being
considered. For an air traffic control radar, such as is being
considered 1in this thesis, 1t does rot seem to be possible
as even with the 14 decimal place accuracy of tae computer
used, problems were enountered, and it is hard to see much
more than 6 d.p.accuracy being available for on line calculations.

It was mentioned earlier that the tightness of the bound
was also decided by the number of piecewise continuous bounds
on cos 8] as in Fig. A6-1. It is of some interest to see how
the tightness of the bound changes with M, the number of steps.
Fig. 6.7-2 shows a plot of Pfa against M, and it can be seen
that beyond M = 15, there is little point increasing M, as
the bounds have already effectively reached the limits decided
by the spacing of the eigenvalues.

Altering the sample rate by a factor of 2 produced bounds
that were tight enough, and values of M about 6 were more than
adequate. This was fortunate because the amount’of camputer
time required to evaluate the bound went up almost exponentially
with M. The exact relationship can be seen from the formulae

for the bound.
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1077
1078 @/
_ CLUTTER PARAMETERS: 04 = 0.025 ..
- ‘ Op = 0.025 -
NUMBER OF PULSES SUMMED = 20
Vo = 0.000
—  THRESHOLD, n, = 1/0.06 -
v -
CLUTTER HAS UNITY ENERGY ar = 0.000
SCAN = 24 HITS/BEAMNIDTH
107 1 1 n ! L 1 | l | l ]
4 8 12 16 " 20 24

M STEPS

Fig. 6.7-2 Plot of the upper and lower bounds on the false alarm
probability against M, the number of steps in the
Mohajeri bound.

’

o e e e

e




*4

6.8 Summary of the Chapter

This chapter dealt with a structure that we defined for
the adaptive MTI filter, and some of the problems that arise
in computing the performance indices. The filter is shown
in Fig. 6.1-1 and this is the structure that is simulated
in Chapter 7. Sections of the chapter which follow 6.1 deal
with the false alarm rate of a coloured noise process and
some of the problems encountered in its computation. These
details are included because getting the false alarm rate

reliably on a digital computer is not simple.
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CHAPTER 7

) COMPUTER SIMULTATION AND EVALUATION OF THE ADAPTIVE FILTER

7.1 Aims and Limitations of the Evaluation

, In the past six chapters we have seen the development
of a system which adaptively changes the MTI filter to
counter changing clutter conditions. The final system is
shown in Fig. 6.1-1. To obtain an idea of how the filter
would work we can perform a computer simulation. All that
can be expected from a simulation is that it will give an

approximate idea of the values of the various parameters of

the system, and how changing them changes the performagce.
fl;, Also, it is not possible.to simulate every single aspect

of the system at once because the computer time is limited.
i The evaluation will be reduced to three separate steps:

(1) An evaluation of the grid search clutter classifica-
tion scheme developed in section 4.6.

(2) An evaluation of running clutter grlds against
sets of filters.

%}

ﬁ_\ { - (3) A simulation of the clutter and filter on a computer
. ) to see if the false alarm rate is controlled as

<o predicted by the theory.

These thﬁge steps will be the subjects of the next three

z
5 2 Lt

sections. A substantial portion of the results occur in

:ii; tabullar form, as in section 4.7. All the parameters.of

S the clutter model are normalised with respect to the interpulse

.
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period of the radar, as before, and the equivalence between
the Greek symbols, and the computer variables is the same.
Throughout this whole chapter the hits/beamwidth is 24,

the prf is 300 and the operating frequency of the radar is

1l GHz.

In the simulation part of the evaluation, where clutter
data is generatea on the computer and digitally filtere@d,
neither thermal noise nor a steady component of clutter
is added to the clutter. The reason for this is that the over-
all strategy of setting the filter, as developed through
the thesis, does not depend on either. 1In the case of
the specular component, either the filter or the automatic
detector, e.g. a CFAR detector, will remove it, and in the
caseg of thermal noise, there is nothing that can be done
about it at.this point in the processing. Further we do
not try to estimate the probability of detection from the
simulation, because the strategy as developed allows it to
be as large as possible for a given order and type of filter.
In érinciple the probability of detection is dependent on
the signal to ig;erference ratio; having suppressed tﬁe
clutter to an arbitrary level by the false alaxm rate
criterion, we would expect to lose targets pioportional to
the amount of doppler space eliminated by the MTI filter,
all other things being equal. Thus, although the same kinds
of problems would arise with the adaptive filter, as with

a non-adaptive one, and as an example we can guote target

"




RS

- - Wt
AP PSP
< ATy

220.

scintillation, the thesis is not concerned with these
problems. Also, in the simulation evaluation we encounter
the problem that it is impossible to simulate the detection
process at low false alarm probabilities such as 10_6 or
1078, because the computer time involved would be too
great. This is a very common problem where error rates
are being simulated on a computer. In this case we manage
to go as low as 1074, but there is no reason to believe
that the behaviour at the lower false alarm rates would
not agree with the theory as well as at the higher false
alarm rates.

The filters dealt with in this chapter have real
coefficients; that is we made no attempt to offset the
frequency response of the filter, if the parameter Vod is
non-zero. v . represents the frequency offset in the
clutter spectrum, and can be estimated quite accurately

as obsefved in Chapter 4. The reason that we do not

R
consider Vog to beé a problem is that either we can estimate

1t and offset either the frequency response or the local oscillator to eliminate

it, or we can take care of it under the adaptivity scheme
with a real filter, as opposed to the complex filter
required for the offset frequency response. Also the theorxy

presented in section 6.3, to calculate the false alarm rate,

applies only to one channel. If each channel is statistically

independent, thexe is no reason why the false alarm
probabilities from eac& channel cannot be combined to give
the false alarm probability for both channels, as would be
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the case for a normal two channel detector. The condition
for the channels to be independent is that the parameter
Vog = 0; this means that the covariance matrix used in
section 6.3 is real. Since the theory of section 6.3 only

applies for v = 0, and since, as demonstrated above,

od
it is simple to offset the filter response, in the simu-
lations that were performed to measure Pfa' by filtering

sﬁmnanaichnxerckma,vodes<jnsa1tokn zerc.

7.2 Grid Classification of the Clutter

This work is merely an extension of that performed
in Chapter 4. Whereas in Chapter 4 we were concerned
with the accuracy of estimation of the clutter parameters,
here we are concerned with how well the nearest neighbour
classification scheme of 4.6 works. To see how it operates
we can use the same grids of clutter parameters that were
defined in Tables 4.5-1 and 4.5-2, and use the same data
that was generated for the work in Chapter 4. We then
punch the parameter estimates and the sample autocorrelation
functions to cards, and use a separate program to read in
the sample autocorrelatiqn functions and parameter estimates,
perform a nearest neighbour fit from a set of reference
vectors, and print out the results obtained. The spacing
of the set of reference vectoxs can be determined from the
résults obtained in section 4.6, where it was suggested that
a useful spacing would be

kgt o gy
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Aor = 0.020

Av = 0.005

od
by . = 0.020

In fact, in section 4.6 we observed that it was next to

impossible to get an accurate estimate of Vor’ and although

in practice it would be begter to ignore it completely, it

was inc¢luded here for completeness sake.

Table 7.2-1 shows the results obtained when the sample
autocorrelation function, computed from 32 records of data,
windowed by a cosine squared bell, was classified by
nearest neighbour classification, using a least squares
criterion. The grid over which the comparison is made is t
the coarse grid RADA. Table.7.2-2 shows a similar result
for the}fine grid, RADB. In Table 7.2-1 the spacing of
the parameter Vog Was increased to 0.01, because there
were problems with core size on the computer. This does
not really influence the results too much, because as
we observed in section 4.6, Vod is the easiest pargmeter
to estimate. We can observe that we do not always get the
correct result, which is to be expected, but that the
estimates produced are generally close to the correct value.
In the case of a wrong selection, since the value measured
by the optimisation procedure is not the same as the value
specified by the clutter model, we cannot necessarily

conclude that the value selected by the nearest neighbour
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classiiicqtion is wrong. One point that was brought out
b§ these tfials, was that there appear to be no anomalies
in the nearest neighbour classification. Thut is, two
distinctly different clutter autocorrelation functions
are not likely to be confused because of the generality

of the least squares criterion.

7.3 Selected Examples of the Operation of the Adaptive

Fiflter

In this section we are going to show what happens
vhen a grid of clutter chargcteristics is filtered by a set
of filters, and we choose the first filter, out of a set
of filters which monotonically decreases the false alamm
rate, to keep the false alarm probability at or below a
certain value. This is essentially the adaptivity
strategy that was discussed in Chapter 6. The clutter
grid that we shall use is the same one ag the reference
set in section 7.2, and the filters that we shall use are
those selected in Chapter 5. We shall only show results
for the filter orders which were observed to be the
minimum necessary to give a good performance with all the
clutter characteristics consideraed. The range of clutter
characteristice shown is a compromise between trying to
represent all poéaible clutter conditions, and not using
up - too much computer time.

The filter orders that were chosen as being the

minimum necessary for good operation of the filter were
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N = 4 for the IIR Butterworth filters, and N = 15 for the
FIR filters. Ipn the work whiph led up to this choice,

N = 11, 13 and 15 FIR filters were considered, and N = 3,
4, 5 Butterworth filters were considered. The false alarm
probabilities were obtained by the procedure described in
éébtign 6.5 and the threshold setting used was 0.09. The
input random process was normalised to unit power, so that
all the clutter processes had the same enexgy, and as
described in section 6.6, every other sample of thae clutter
process was used to aestimate the false alarm probability in
conjunction with‘a 6 pulse integrator, because of numerical
difficulties.

Tables 7.3-1 to 7.3-6 may be interpreted as follows:
the 4 columns on the left of each .table are the clutter
parameter, and the numbers on the right are the filters.

At the top of each table, which occupies two pages, is a
parameter called CRIT. This is the value of false alarm
probability which the filter selected will give when fed
with the clutter described by,thé 4 parameters. An asterisk
in any filter column denotes that this filter will be the

one selected to meet the criterion. The filters are indexed
by numbers, from 1 upwards. In the case of the FIR filters
this simply is an oxdinal assigned to that particular filtex,

as in Chapter 5. In the case of IIR filters the ordinals



T R
LT M s

S e

s

227.

may be interpreted as follows: filter 1 to 7 have pass-

band cutoffs going from 0.08/TR to 0.20/'1‘R in steps

of 0.02/TR. ¢
Tables 7.3-1, 7.3-2, 7.3-3 show some results for the

N = 4 Butterworth filter, with CRIT set at 107>, 107%C, -

+
-20 respectively. Tables 7.3-4, 7.3-5, 7.3-6 show similar

10
results for the N= 15 FIR filters. If there is a "U"

in the filter column instead of an asterisk then it means
that this filter has been selected, but the criterion is
"Unsatisfied".

It may be observed that the N = 4 Butterworth performs
at least as well as the FIR filters, but we have to bear in
mind that the theoretical response of the FIR filter would
probably be closer to the response of any practical
realisation of it, than would be the case for the Butterworth
filters. This is because theoretically speaking, the
Butterworth filter has zero transmission at zero frequency,
which would not be attained in a practical digital filter,
because of roundoff noise, etc.

The parameter CRIT, thch stands for critical,level,.
is interesting because it provides the possibility to use
a certain amount of manual control in the sensitivity of
the filter. CRIT enables the raddr operator to syppress the
clutter to an arbitrary level by altering. its value. The

tables which were just presented show how altering CRIT
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N=4 Butterworth filter.
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alters the filter selection. It would be possible to
have a manual control for CRIT, such that if the operator
were to see that too much clutter was breaking through
he could decrease CRIT, and hence suppress the clutter

nore.

7.4 Simulation of the Clutter and Filters

In this work, the clutter model, as developed in
Chapter 3, was used to feed the filters with simulated
clutter, and the false alarm probability was actually
measured, by counting the number of times that the energy
detected output of the filter crossed a threshold. A
comparison coﬁld then be made between the calculations used
in section 7.3 and the measured results, [ 72 ] Figs. 7.4-1
to 7.4-4 show some examples of the results obtained;

Fig. 7.4-land 7.4-2 are for two N = 15 FIR‘filters, ;ndexed
by their ordinal as per Chapter 5, and Figs. 7.4-3 and 7.4-4
are for N = 4 Butterworth filters. The energy of the random
process at the input to the filter was nqrmalised to unity,
and the threshold is in energy units. The straight lines

on the graphs represent the calculated upper and lower
bounds on the false alarm probabilities, computed from tho
Mohajeri bounds. Where a single line is shown, it implies
that the uppor and lower bounds woro'too closo to clearly
distinguish. The circled data represont the measured valuos.

The cluttor model was run for two differont parameters sota)
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Fig. 7.4-1 Controlling the Pf;‘ with an N=15 FIR filter.
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Fig. 7.4-2 Controlling the Pfa with an N=15 FIR filter.
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in Figs. 7.4-~1 and 7.4-3 the cluttor parametors ara
oq ™ 0.03 , o, = 0.00 , Voa ™ c " 0, and in Figs. 7.4-2
and 7.4-4 the cluttor pg&ﬁgézors are o4 = 0,02, o, = 0.02,
Vod ™ v°r~i 0. Thooo two sots woro choson to tost the
procadure out at two indopandent points of thoe clutter
paramgtaf roforonce grid,

A8 can bo aoon’trom the grapha, tho agroocment botwoon
the theory and/;ho simulation -is not always good. Tho
moat likely r;aaon for this is that the discropancics
obsexrved botwéon tﬁa,aﬁtegprrnlation funbtiéna of‘aimulatad
data and thoor§ ara sufficient to upsot tho-rcnulkua
Specifically it was obsorved in Chaptor 3 that thoro is
cfton a lo; froquency componant in the simulatod data that
ought not to bo prohnnt,-and thia would upsot tho anorgy
normaliaationipépcuna‘ This is bocauso, when tho data is
ngrmaliuéd'te’unit onoxgy at tha input to the filtex, tho
onorgy of this componont is included, but asince it ia
of low froquenay, it ig cktractod by the £iltor. Tha not
rogult of this da to make thq measured value too emall,
Juat cxéct1y how much the mdaaurcd valuog arae too amall
will dapond on the nhapc of the probability deneity funotion
of tho aquaro law dotactod output of the tiltur. A typical
uhapo for the probability donasity function is shown in
rig. 7.4=8, Tho probability of falso alarm is cosontially
proportional to tho arca under the donaity_uuxve._to‘tyc
right of the vqrtiudl 1ine, which danotom the throshold.
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Fig. 7.4=5 Tha probobility dcnedty functicn of tha
datocted data.

246.




247.

If the onaoxgy normalisation ig off by a small amount, the
orrox in Pfa io approximately prcportiénal to tho nogative

of tho slopo of tho probability density function, since

if tho magnitudo of the slopo is large a omall shift of

the vertical lino will give a fairly large orror. As
thc.alopo magnitude docrecases the arror will beocomo less.

It can bo obgorved that at the lowor false alarm probabilities
tho orror is omalloxr, unlous tho valua is close to 1079,
Sinca as shown onh tho graph, 25,600 data points woro usod
for the ostimaton of Py , the lowost probability that we
can moaaure is 1/25,600 = 0.000039f At valuos of P,
around L0"4 tho variance on the pointe bocomos so large

that tho points cannot be conasidoroed reliable.

It ig of éumu intorost to look at the ganple probability
donoity tunbtion; of tho dotooted filtor output. By looking
at S&nthramn of the data for difforont number of points,
is is poauibi& to got an idoa of how roliablo tho cstimatos
of Pta.aro. Also, by locking at the ahaﬁou-of tho probability

donoity funotions, wo can sco whathar the slopa of tho ourves

‘can bo rolated to the orrors. Rign. 7.4-6a to 7,d-6f show

tho 30 point histograms that wore meaguxed for data with

paxamatoxs od'- 0.03, o, = v qa"™V

" o ¢ ™0 and bolng filtoxed

=]

.with an N = 1% FIR filtor, ordinal 0. Wo can obgsorwo

that ag tho numbor of data pointa inoroasos thao ourvas

omooth out, Tige. 7.4~7a and 7.47b illustrato the difforonce

in tho histogram that ‘1o producod when data is #iltored by

T



"Fig. 7.4=6a P.d.f. from 640 data points of the clutter filtered

by an N = 15 FIR filter, ordinal 0.

Fig. 7.4=6b P,d.f. Erom 1280 data point:a ot tha c).ut:ter £iltered

by an N = 13 FIR filter, ordinal 0.
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Fig. 7.4-6¢c P.4.f. from 3200 data points of the clutter filltered

by an N = 15 FIR filtor, oxdinal 0.

Fig. 7.4-6d P.4.f. from 6400 data points of the cluttor £iltored
by an N = 15 FIR £iltox, oxdinal 0, ‘ ‘

N
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)
Fig. 7.4-6e .P.d.f. from 12800 data pointa of the cluttor filtared
by an N = 15 FIR filter, ordinal 0.

S— Y

" Plg. 7.4-6f P.AE, frog 25600 data pointﬂ of tho clutter filtered

by an N = la MR filtor, crdinal 0
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Fig, 7.4-7a B.d.f. from 25600 data points of the clutter filtered
by an N = 4 Buttorworth filter, with Fp w« 0,05 ,

Fig. 7.4=7b P.d.f. £rom 25600 data podnta of the oluttor filtered
by an N = 4 Duttorworth filtoxr, with % w 0,13 ,
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filtors with difforont cutoffs. Tho data has paramotors
o

= 0.02, o, ™ 0.02, Voa ™ 0, v .. = 0 and is boing

°a ox
filtored with an N =4 Buttorwoyrth g?Itar with a cutoff

of Fp = 0.05 in Pig. 7.4-7a, and Fp w 0.13 in Fig. 7.4-7b.
Fige. 7.4-8a and 7.4-8b shows a similar result for clutter
data with the same parametors boing filtored by an N = 15

FIR filtor; in Fig. 7.4-8a tho filter ordinal is 0 and

in Fig. 7.4-8b the filtor ordinal is 7. Weo can obasorve

that the widor tho stopband of the filter, tho narrower

" the probability donsity function bocomas, and honce we

might oxpept more orror in Pgn+ A otudy of Figs. 7.4-1
to 7.4-4 ghows that in most cases ;his iz trua.

AD a iinnl oxamplo of the c:féét that altoring the
£iltor has, wo may conoldar Figs. 7.4-9 to 7.4-11l. Theso
photographs diaplay tha rosults of feeding a noive olﬁttor
data rocord, with a tavgot ombodded in it, through a 4th
ordar Buttorworth highpass filtor: tho filter is tho samo
as tha onos uao@ carlior in this section. Tho oluttor \
rocoxd shown in Pig. 7.4=9 hao paramotors 0q 0.02, Op ™ 0.02,
Vod ™ Vor " 0+ and tho oluttoxr to nolse ratio is 3% 4B and
th§ targot to noise xatio is 15°dB. That is the targot
is 20 4B below the cluttox. It is practically impouaiblé
to soa the targot in Pig. 7.4-9.. If tho target is made

30 dB larger than tho cluttor thon tha appesarance of tho data

is as in FPlg. 7.4-10, whore a target of dopplox froquoncy
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\(‘ Fig. 7.4-8a P.d.f. from 25600 data points of the clutter filtered
by an N = 15 FIR filtor, ordinal 0 .

l
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o Fig. 7.4=Gb P.&.f from 25600 data points of the oluttor filtored

N by an N = 18 FIR filtor, ordinal 7 .
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Fig. 7.4-9 _Target of frequency 0.25/1
in a noisy clutter record.
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Fig. 7.4-10 The sam clutter rocord ag in Flg. 7.4-9 with theo
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Fig. 7.4=1la The detected targot and clutter residue fram an N - 4
Butterworth filter with Fp = 0,08 .
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Fig. 7.4=11b The dotected targot and clutter residuo from an N = 4

Buttorworth filtor with Fp = (0,10 .
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Fig. 7.4-1llc The detected target and clut:ter residuo from an N = 4

Butterworth filter with Fp = 0,12 .
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Flg. 7.4-11d 'rm dotocted target and cluttor residuwe fram an N = 4

. Buttoxworth filtor with Fp = 0,14 .
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Fig. 7.4%1le The dotected target and clutter rosiduwe fram an N < §

Butterworth filter with. P‘p = 0,16 .
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Fig. 7.4-11f The datocted target and clutcer maidm fram an N = ¢

Buttarworth filter with I‘pu 0.18 .
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0.25/Tp has boon inserted. Fige. 7.4-1la to 7.4-018 °
show the encrgy dotooted output uaing o G'p“laa integra?or.
which integrates ovary 8ther BamMplo. 7ha xeason this’
. gchomo wasn ohoneh\wﬁn‘thqt it ;ﬁ»gpe gamae situation ag was
apecified for Tables 7.3. fq\Fiqa. 7.4=11a to 7.4-11¢
*  the outoff off the filter is changod from 0.08/T, to
' 0.18/§R. ﬁhe taxgot la alyayo at tho ocontor of tho arxay &~
l.a. point 128; we can obsoxrve that tho cluttor broaks
through guite badly with the £ii§qr sot at F, = 0.08/Tp,
but aa the stopband of ths f£ilteor is widoned the oluttor
\ ia aupp;uaaed mero and more, until finally in Rig. 7.4=11¢

? only the noise @ prosont, along with tho tawget. The N

filtoxr sottings axo the same ae hhoag'uacd in eootlon 7.3,

whare the adaptivity stratoegy was dcmnguxatod. Thesa.
photegrapho givn a £airly good idoa of haw tho ditiouont
£iltor aattingu aan uoluee&va&y aupprcua hho cluttor,
g although the woe of a ¥ocord of 236 pointa ia slightly
~ unrealistic, sinde thin roprasents about 1) boamwidthe,
» and it unlikely in a praatical aihuat&an~hhqt.ﬁhe cluttor
weuld ko as woll bohavod as this ovay: that asimath. who.
N problom is that adnco the imnmvcmunt that tho filtordng
R '\:" can provide ' gan. ondy b danexibed An’ tamme of avowragoo,
|  ono haa to u\ipply‘ona\{él\' of a statintical a&t}\gio’vthat tha
0ffoot &a‘viéual;Q cloas ‘ ‘ '

W
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CHAPTER 8

8.1 Canluaionn
In thia thoaia wo have derxived a ayutom for adaptivoly
sotting a digital MTI radax filtory basecd on an infindto-

impulab reaponso or lanear phace finito-impuloe fLoaponso

filtor to countor changing cluttor conditions. Tho final
ayotom could bo inplemonted with a hardwired programuable digital
filtox, an associated meomory sub-gyatom and a mincomputor.
The nmemory systom and tha minicompuier would porform theo
functions of claseifying tho clutter and nolacting tho

- gorract filtox ceasticiuntu.

A medol hao boon dovhlopod for gonorating cluttox
data which have boon used to taat the porformance of tha

. gyotom.. Whon porforming tho mathematdeal Anaiyhia‘at tha

ayotom Wo havo.choaon to include tho antonna soan afifqet
ad an ingeqrallea;h of tho anai&aip. vathar than to troat
it on ita own. Vsdng tho mathomatical Analyu#o and aloo
Mento c&:xq”nimhlatlcn wo have, demoané:htud how such a

syotem could cporato. N.nauy. tho mc&yaia in em tmaxa can ha used
gaeshwﬂ@ a&:twﬁﬂn&wmmk '

: ) whe exuwon nat&mh&on puaaad\m ad dows&haa
| ix. Chaphox 4 moy ha &mxwwcd upor,, and’ ona podnt
of intarost do how the pw.;obua of hite dvailablo -

. < s, ! .
- ¢ \ (Y ‘o v [N Y
~
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for analyoin affcoctn the accuracy of ecatimation

©f tho cluttor paramatorp.

Bincn_khu work in tho theooio applioa for a

wniformly opaced pulbo train, it would be intorecsting
to 800 how.a Jtaqqercd pr& would affoct tha results,
This ia not ap hard as it.ueemu. sincoe the contaor

of tho work in tho cluttor autocorralation function,
and this can bo dafined irroapoctive of tho gampling
paried, *
Moxc work nocds to bo dono to dorive optimum

ninimum phase FIR filtors, sultable for uso in an
adapﬁ&vc.Mw1~£$ltaring uahqmo.-‘
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Appondix 1

Calculation of the radar croan-aaction of a dipolo

The point of thie calculation is to ghow that.'although
the formulae proposed in the paper by Wong, Reed, and
Kaprelian [ 9] are complicated, thoy do in fact roduco to a
slmple answer for a spocific cawse of tranamitter polariz-
ation. Thiw enables a computer clutter model to havoe much
more flexibility by including the effact .of scatteoror '
acintillation.

8ince there is no pointﬁin ropeating all the papeé,
what las done ia to atart with the set of eoquations starting
at ne. 44 of the paper, and juat aubutituﬁo in all the
appgg?riata conetante. .

Thua for the casa‘of lincar tranomit=linear receive

Je
wo lob a. @ at w8 °
* & /Y
whare ¢o i the anglo batweon tho eleatric £i0ld vootor and
tho Xy axie
o =deg M. XTI ' -
A a’§t(e %" 9 coan + Jte T %o 9 aimn) (A=)

4

= § slatnegy)
ey

D w é{ta +a3¢°3 eoEn * 3(o‘d¢°+oj¢°) sdan]  (Al-2)

)

= gon(n=4y)-
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-whoya ¢ = u'+_u=h

whore A, B, n and { are as dofined in reforence [9).

Now, U = -%{A + B com )% (Al=23)
L= ~¥{A = D con ()3 (AL-4)
Hanceo
U= -%{j nin(n-¢°) + cou(n-¢°) con £J* (Al=5)
L - -%[j ain(n-¢°) - ccn(n-oo) com £]2 {h1=6)

At this peint wo can nmake w 0 pinca wa know

to

ne(0,2n),¢e(0,n) and both are random variableos io. tho origin

¢° docs not mattexr einca n is picked randemly.
Thon

U= -}{cow n con ¢ + 3 ain n)? (AL=1)

L= -%{coa n ool ¢ = 3 ain n)d (ALl=8)
Dofine . X = gos n cos ¢ (Al=9)
Y = gin v (Ad=10)

x!.wn now uvaiuaﬁc tha ascaend paxrt of tho radar
crosa=soction invelving U and L, wo goty

a = = e o3 & megyye i34 :

L

o -fuét(x3a¥ﬂ} ced 2y = -2K¥ odn 2y) A

“
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The constant part of the radar oroso-scotion is

?

C = -%{A* - B com? ()

- %{ainac + con%{ coninlw %[x2+ ¥é) (Al=12)
Thus,

R

a = %{xa[l-cou ay] + Y[ l+cop 2y] + 2XY ain 2y)

w(X? cosdy + Y% agindy + 2XY sin ¢ cos )
a N
w (X siny + ¥ couwlg | (A1=13)

Convorting thism to a aimpler form wa gat

¥
BiN | 4+ e @08 Y&, (X34 ¥2)
YREE Y&

a = |

\ , ‘
w (aln ¢ coo ¢ + con y 8in ¢)&. (X%+ ¥)

Cwogdnd (yre) o (XTe ¥2) (Al=14)
whoro ¢ w tan" (g) - tan 1(3359%33§g~5) ‘ ( 1=18)
Thorofora,

a w (B XE) 1y L contay + 200  (al=16)

wbuaxmpligat&en:at this ia that tho radar exoag-
ncgtien of a dipole (within the conditiono. of tho caleulation)
fluotuates at a rato which ie twico hhouaaqquqncy tﬁah tho .
dipole rotataa at, and doserihon a a&nuuoidql var&ation. Thia
is ruthe: aRoY to pregron into tho madnx.
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"Appandix 2

Auteocorralation Munction of .tha Antonna Pattorn

The autocorrelation function of the ono.way antonna

pattexrn ia givon by the intogral

“ %% (t+1)?
) 2T .2 a7 &
" o %o ° at

To ovaluata tho intogral we have to complote the square

of the exponont. Tho exponent is

1

-l - (§2 +-2¢1 & (%E .l_ ! (62 « ¢¢ + l%)
2 2 . 2 i
ZE‘Q 2T° TO

' 1 . ¥
- -;:;((e + 38 ) i

~

i ag
I£ wo aubatitute y = ¢ WO have Ay = =, Thuo tho
’ Ty ©

° "

. .
oxponont bocomes =yd - -5-;. llonca, tha autocorrolation

4T°

of tho antonna pattorn hocomos

L
qn 2
» wyd
0 roY gy
L1 3 .
® apt
Howavor: fo™Yay w R
- .

4
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and honeo tho autocorralation funotion beocmosn

’ | L
\/F (s ] © ,

Thua, apart frem a scaling factor we halve tho oxponont

of the antunna pattorn to got tho* autocorrelation.,

ok
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Appendix 3
Calculation of the size of the Arrays for the Model

<
This appendix is concerned with the problem of deter~-
mining how to make the length of the scatterer array, L, 1/
as small as is reasonably possible. Before proceeding ,
however, we shall review two qefinitions:

(1) The 3 dB width of the antenna pattern is defined
to be the width of the one~way beam where the
amplitude has fallen to 3 dB of its lobe peak
value. This is a convention that is used to
standardise the way a clutter cross-sgection is
defined. The convention is that the clutter is'
seen with the 3 4B gain of the antenna.

(2) The "hits per beamwidth" of a scanning radar is
defined as the number of pulses that would hit

a target with strength greater than the 3 dB
one~way gain.

If we consider that in our model there are T scatterers
in the 3 dB width, and we shift § scatterers each time to
represent the scan effect, then a little reflection shows
that

T 1 o
hits/beamwidth = n_ = % = — — (A3~-1)
B s 'I'Rw
o
where wg is the rotation rate of the antenna in rads/sec,
9 i the 3 dB one-way beamwidth in radians, and
Ta }8 the p.r.f. interval,
Let us assume that we are going to represent the

antenna beam as & Gaussian shape between the peak and the

peak of the lst sidelobe. The logic for this choice is




(a) If we are going to ignore the sidelobes for this
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particular model then there is no point specifying

the pattern below the first sidelobe.

/
(b) Using a Gaussian shape is perhaps not as close

analytically speaking as

sin x
X

, but neither shape

is truly correct, and the Gaussian ghape is a

little easier to handle analytically.
~To decide the size of the array we have to choose the

peak/sidelobe ratio, Arbitrarily we choose this as 30 ds.

- x2

If the one-way voltage pattem is e 27T oz’ and

X

the two~way .wvoltage patéern is e 'Toz,then

the one-way power pattern is e T 2.

2

-

Vle wvant to know how many sigma (To) for 30 4B down in the

one-way voltage pattern; thus,

-x2
20 log10 e iToz = -30

which yields

%2 .
= in 31.6 = 3.4538

2
ZTO

If x = kTo, we get

k = 2,628

s

v e T w® ae s

A s,




Thus, we need 2.628 To for 30 4B down.

For 3 dB down, we require
-x2

2T 7

(o]
e -1
/2

Hence,

x = J/4n2 To = (0,83255 To

let us assume we put 24 scatterers in 3 dB width

that 8, 2 x 0.83255 To = 24
or To = 14.4134 scatterers

Therefore, in whole array we need
2 x 2.628 x 14.4134 = 76 scatterers
In terms of scatterers, the one-way voltage pattern of

the antenna may be written as

-(X)Q -(x)Z -§x22
< .
2'1‘° 2 2.(14.4134). 415.492
e = = @

As a check, the voltage pattern should be 3 dB down

after 12 scatterers, thus putting x equal to 12, we get

~122 ~144

2%14.412 415.296
e = @ = O¢7°7l
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v e et = r——— e —

2%'

Hote
(1) The clutter program uses the two-way voltage
pattern. However, the formula for the autocorrelation
function will use the one-way voltage pattern, because
the pattern is square rooted to get the.autocorrelation.
(2) In the pattern in the program it is necessary
to have 77 points to maintain symmetry. This occurs just

because of integer arithmetic.

SR s

- £ v b
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Appendix 4

Calculation of the Autocorrelatioﬁ Function

The autocorrelation function of the total clutter
éignal is given by Equ. 3.4~15. 1In this appendix we shall
evaluate this formula for the case when the probability
density function of the dipole rotation, S(v_), and the

probability density function of scatterer velocity, £lvyg)

-

-

are both Gaussian. That ig

—ly = 2
(?r Vor!
2
2¢ -
flv ) = —2—0o. . (Ad-1)
ﬂar
iy - 2 ?
(Vaved) ,
202d
f(vd) - e (Ad~-2)
" dd

The normalized form of the autocorrelation function of the

total clutter signal is reproduced here for convenience;

B} j4ﬂ(p-q)Ter } +j4ﬂ(q-p)T#vr
R'I(P'Q)=%(1+% ie ‘f(v?)dvr+% ie f(vr)dvr) -
1 (P'Q)TR ) -
20 (p-)Tgyy )

(S e £lvg)dvg) . (e ) (Ad-3)
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Now, it can be shown that

* 7

(5]
‘(Y-Y052 ~x2g2

T L (na-4)

[ ———2——- )
;ed*Y e %0 y dy = cy/ET e

Hence, substituting Equ. A4-1 in the first part of the right-~

hand side of Equ. A4-3, and then using Equ. A4-4, we get

“lv v )2
1 = j4w(p-q)Ter -j4n(pqq)Ter_ 207

[ e + e ) e r dvr

_j4w(p~g)TRvF . ej4n(p~q)TRvor e'afz(P'q’2°2rTRZ

82 (p=qy) 242 2
8¢ (p-q) orTR

=1 44 % cos[4n(p-q)T e ‘ . (A4-5)

RvorJ

Mext, substituting Equ. A4~4 in the second-part of the right-

hand side of Equ. A4~3, and then using Equ. Ad4-4, we get

- - 2
(”d “od)
1~ % jz"(p'q)Tnvd e %3

mcg-—i e dv

d

-
R RS P

PO

e el e eemgte r

A,

———
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~327 (p-q) T, v -2n2 (p-q) 2T, 24 2
- e "R od e ’ R "4 (A4-6)

1

Thus we have

2 1 -sz(p-q)zaerR2
R'I(p~q) = 3[1 t 5 cosf4w(p-q)TRv°r) e ]

(p-Q)ZTRZ
=327 (p~q) T, v =20 {p~-q) 2720 .2 ‘ 27 2
(e T Rod g R°d 9, (e ° 3 (A4-7)

i P P
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Appendix S
Guide to Tables of Estimation Results

Each table is laid out in 7 columns. The first column ‘

indicates the particular parameter to be estimated: because

e

of the lack of Greek symbols, the following computer variables

ware used.
o4 SIGD
ox S8IGR
Vod TRANSM
vor ROTM

The next column describes the actual value of the
parameter given to the clutter model. The column headed
REF is the error of the reference estimate., The column
headed TEST is the érror of another estimate, a test
estimate, The column headed DIFF is the difference
between the two estimates, and appénded to this column is
one of the letters W, B, or E, which represent Worse,
Better or Even. Even means the same to’364n .T£;\§djective
describes the performance of the test relative to the
reference estimate. The significance of the estimate is
noted in the column marked SIG,lwherc 3 asterisks indicate
whether the estimate was significantly better or worse, at
the significance level stated. If the numbers in the REF,
TEST, or DIFF columns are integers then they‘are % errors;

/
if the numbers are preceded by a decimal point then they are
. absolute.




TABILES - [NUMBER OF RECORDS| WINDOWS ETC. APPLIED GRID
OOMPARISON BETWEEN

la,b 32:16, 32:8

Za,b 32316, 32:8
3a,b,c  |32:32 , 1-}%[, 1-(,-;-)2, COSWIN | RAMA
dab,c  |16:16 , 1-|§], 1-(,-‘;-)2, COSWIN | RapA

sab,c  |8:8 C:, 1-&], 1-$? cosum | ranm

6ab 32116, 32:8 RADB
7ab  |32:16, 3218 COSHIN® RADB

Bab,c  |32:32, 16:16, 8:8 NW, COSHIN | race

: 9ab,c  |32:32, 16:16, 8:8 NW and NW 10 dB SNR RADB
10ab  |32:32 Jw and NW p=8, and NW p=8,10 RADA

Grids RADA and RADB are as per Tables 4.5-1 and 4.5-2

For: NW read No Window

2

COSWIN read cos” bell an the lst and last 10% of the data

1-!,%[: as per formila
l-(};’-)zz as per formula

The error criterion used in the curve fit is least squares (p=2)
except where specified otherwice. .

GUIDE TO THE TABLES
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COMPARISO",

No window applied : RADA

OF ESTIMATES AT SIGNIFICANCE OF 15 PER CENT
HETWEEN 32 RECORDS AND NO NOISEe REFERENCE
N AND - .- 14 -RECORDS - -AND- -NO . NOISE - —
| - ¥ I
i ACTUAL REF TEST DIFF S1a ;
{
! SIGD = 00250
SIGR = 50 3
- T PP | 1 S 3_ ----..fz__._..__“-s..
ROTV & 0,0000 .0266 -.0248 ,0018 {
SIGD = 0250 -13 .37 “26 W %as :
SIGK = .8200 4; 4 “8 W
THANSM=S 0600 - - 4 B
R‘C‘TV = 0.0000 .QO“ﬂe ".0518 --0029
SIGE = 00250 9 b 4 B
SIG"‘ 2 00250 19 '60 -21 w (XX
YRANSME L0800 a 3 g £
RCTV = 0,0000 «027 o000 0027
S B ‘ _s1GD_ 20250 =23 =21 -2 8
1 SIGR = - ¢ 0500 0 ) 13 «13 W !
- TAALSH= 0800 4 6 -2 W .
; ROTWV = 00000 00338 ~-,0366 00028 ;
SIGD .= 00250 ) w22 16" W L2 2
Ik = 0750 () =53 53 w tae i
—— ?RAASM3= <0400 =f =2 4 B !
RCTV = «0200 -36 100 64 W one {
}
SIGC = «0250 -48 =62 =14 W
SIGR = 0500 -1 -14 -13
THANSM= .840 -8 =26 ~18 W cae {
RCTV = 0020 ~105 =42 63 B hun
SIGD = 0250 ~18 -2 16 B L L
- SIGR = 8250 57 13 446 B oue
TRANSMS 3 - g g .
‘ ROTV = 100 -4 9 LT Y]
(__m S1GD. .= ~0250 =28 =26, 2.8
SIGR = 0500 5 9 b W
TRANSMS «0800 2 - 5 B
Y ROTV = «0200 =95 ~108 -] W
@ . z
{1 — e =~ TARIE—la- - ,

e
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|- .-

. .
CCMPARISON OF ESTIMATES AT SIGNIFICANCE OF

15 PER CENT
! . BETWEEN 32 RECORDS AND NO NOISEsy REFERENCE
o — . - AKD 8 —RECORDS—AND—NO—NOLISE
j ACTUAL REF TEST DIFF SI1G
)
' sxeg = 00250 8 21 “13 W
S =
. TESR suz ,§£§§_ 3) {7 14 8
ROTV = 0,00 -, 0266 w0271 -e0004
s160 = - {oggg -13 -57 ek W wew
- ] . -
! ;éghSMS .5688 -4 - .1; z 2
ROTM ® 0. 0 '00486 "00“ 8 00010
3108 = 00250 9 7 2 B
=
YA sum :§ %8 13 -3 ! 5 tee
ROTV = 060000 -,0278 -, 0795 “0017
_ SIGD = 0250 =23 -12 11 _ 8
JIGR_ = « 0500 0 «23 «23 W on
iRANSM- 0800 g 4 2 3
otV = 00000 ~,033 =, 0004 0033
SIGD = 00250 -6 26 =20 W tew
. SIGR e :0230 2 w3y e
ROTV = « 0200 36 53 wll W eew
SIGD = 00250 y: 45 3 g
SIGR = ,0500 -1 25 “26 W as
TRANSME .840 -8 -39 -3 W sen
ROTV = 020 "105 =106 - ]
SIGD = « 0250 -18 25 -7 W
SIGR = 00250 57 26 31 B e
ThANSHS 00800 3 ; -4 W
ROTV = e 0200 10 -3 63 8 han
o S$160.- - =% __ 02890 28 n3b =g
? GR = .0500 5 =20 wl5
ANSM= « 0800 2 -5 -3 ¥
' ROTV = 00200 9§ 100 -5 W
;
—_ S _TABIE )b

PO A

B et (Nt AN I oy M

No window applied : RADA

._~.-_-_..
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“ CUMPARISON OF ESTIMATES AT SIGNIFICANCE OF 15 PER CENT
st TWEEN 3¢ RECORDS AND NO NQISEs REFERENCE
A e KECORDS AND NO NOISE
ACTUAL REF TEST OIFF  sl6
Slov = .02590 9 12 ~3 W
slovw = 2U250 42 25 17 B o8
TranSMs LU400 6 14 -8 w
FUTH = 0,0000 ~,0244 «,0196 «0049
SIGu = . U250 -l¢ 112 -100 w vee
Slorw = L0500 39 774 ~135 w LAL ]
TraNSM= U400 -8 «( 8 g
O 3 0,0000 L LY -~ 4428 ~.4006
Slou = U250 ~15 -8 W
slorw = 0290 31 3 28 B LA L
TrANDME L0000 3 2 1 8
wuTM = 00,0000 -.0232 ,0000 «0232
S5Iov = 250 =30 199 -169 w ans
Slor = JUD00 -5 3529 ~3524 w #on
Twatyym=z .0800 5 76 ~71 W ane
~UIn = 0,0000 -.0028 -cl,233¢2 -242303
|
; Sfob = 0250 -18 ~15 W
Slow = . 0250 45 19 26 B8 now
: TraNSM= 20400 -8 -2 6 8
! ROTM = U200 4] -16 25 8 '“Q;
sl = L0250 b4 -55 ~11 w
Slor = .0500 -4 -11 -7 W
TreulySms L0400 -Y -25 ~17 w L 4L
rOTm = 2U200 -36 99 ~63 W v
Sl = .0250 «15 “] 14 B
SI6Gre = «0250 -7 24 -17 W AL
TRANSMS U800 3 -1 2 b
KOTw = ,0200 P =25 -23 W oy
SsIGu = ,0250 -29 -28 1 8
SIGr = 20500 5 -5 0 E
I RANSM= 0800 2 -] 1 B
KQTM = L0200 -39 8 31 8 “ou
TABLE 2a
COSWIN applied : RADA
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COMPARISON OF ESTIMATES AT SIGNIFICANCE OF 15 PER CENT
st IwbEN 3¢ RECURUS AND NO N8}€E. REFERENCE
AND 5 KECORUS AND NO NOJS
aC TUAL REF TEST DIFF SIG

Sl = .0250 > 9 17 -8 W

Slom = U250 42 12 30 o “he
TraNSMs 29400 6 AZ “h Y
wWOTK = 0,0000 ~. 0244 ~,0184 «006
slob = U250 -1z =32 =20 W a0n

[ = 0500 39 76 =37 W ane
TV ELE L0400 -H ~35 27 W LA L
KON = 0,000 ~. 0422 -,0437 -,001%

slou = V250 7 11 -4 W

slrw = .UZ50 31 40 -9 W
TrHuhsMs .0808 3 ~-13 -10 w
?‘UIM = 0.000 -00232 -00268 -000 6

Sl = oveso0 -30 -11 19 8 she
Slok = 0500 -5 k) -26 W Z2]
T<anSms L0800 5 5 0 £
rUIv = 0,0000 -,0028 -,0311} «0283

Slov = 2 U250 3 24 =21 W .te
sl = .0250 4% 35 10 H
TwaNsm=z .0300 - 15 -7 W
WulM = L0200 -4] «38 K

Sloy = .0250 -4 -41 3 B
S1O6k = U500 -4 -4 0 E
TrwANSH= ~u400 -8 -41 -33 W LE L
KUl = ,0200 -36 99 -63 W "oy
slon = V250 ~15 20 -5 W

Slow = <0250 -7 42 =35 w o
THANSM= L0800 3 4 -] W
KUTM = 0200 2 -16 -14 W

slop = . 0250 -29 -43 “l4 W
siork = <0500 5 3 2 8
TRANSM= .0800 2 -? -3 W
KOTM = .0200 -39 9 -58 W 22

TABLE 2b

OOSWIN applied : RADA

B
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COMPARISON OF ESTIMATES AT SIGNIFICANCE OF 15 PER CENT

HETWEEN 3¢ RECORDS AND NO NOISEs REFERENCE

E
AND 3¢ RECOKDS AND NO NOISE

ACTUAL REF TEST ™ DIFF SIG
Sloy = 0250 8 -58 -50 w AL
SIok = L0250 31 36 -3 w
TRANSM= LUs00 7 4 3 8
3 A ¢.0000 -.0266 -.0280 -.0014
SIob = .U2so ' ~I3 -26 ~13 w ,
Sfor = L0500 4] 21 20 B aen
TraNYMs U400 -7 2 5 B
QT = 0,0000 -,0488 ~.0411 0077

- .
Siof = L0250 9 12 -3 W o .
Slor = .0250 19 44 -25 W oon 4:::*~
T~ANSM= Lub00 o} -5 w
rOd = 0.0000 -.0278 .0322 -e0044
S160 = L0250 -23 -64 -41 w 22" \
SIor = +UB00 0 -4 -4 W f
TrANSM= LUB00 4 0 B
KOTM = 0L.0000 -.0338 -.0246 »0092
Sjo = U250 -6 4 2 B
SIGw = 050 -0 38 ~-38 W wog
TRaNSM= .0400 -6 -19 -13 W
rOTM = 0200 =36 -58 -22 W L 2.2 4
Slony = 0250 -48 -43 S 8
SIGRk = .0500 -1 s7 -56 w son
TrANSM= L0400 -8 13 - w ;
KOTH = .0co0 -105 -201 -96 w @8 ;
H
Slou = .0250 -18 -25 -7 §
SIGr = L0250 -5 4 53 B  awe i
THANSM= .0800 3 5 -2 W
Q0T = .0200 100 -62 38 B "4y
SIGL = L0250 -28 -43 -15 w '
SIGK = U500 5 48 -43 W *4n
TRANSM= .U800 -0 2 B ‘
RUTM = .0200 -95 -136 ~4l W wwee '
TABLE 3a

Comparison between No Window and ].—ftr RADA
T

e b et Fa .
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Camparison between No Window and 1 —G?z : RADA

of ESTIM

3¢ RECORUS
3¢ RECURDS

AcTUAL

ATES AT

D NO
AND  NO

REF

8

-95

TABLE 3b

SIGNIFICANCE OF

NOISE
NOISE

’

TEST

REFERENCE

DIFF
-24
-6
3
<0062
-3
25

3
0166

-3
-39
-2
0003
-20

0330

~50
~11

-37
7
-46
-6
43

0

83
-6
-159
2
-156

TMaT x EXLE® EXXEX® [oek & 3 XXX T * TEX

EXxx
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CUMPARISON OF ESTIMATES AT SIGNIFICANCE OF 15 PER CENT

oEiwkEN 3¢ RECORDS AND- NO NOISEs REFERENCE
AND 3¢ RECORDS AND NO NOISE
ACTUAL REF TEST DIFF SIG
SIGu = .0e>0 8 9 -1 W
Slhe = .3250 31 42 ~11 w
T~ANSHM= U400 7 6 1 B8
wUT = 0,0000 - U266 . =.0234 .0032
slow = L0250 W -13 -12 1 8
sI6- = .0500 41 39 2 B
TrANSM= L0400 -7 -8 -1 w
wOTrH = V,0000 ~.0488 ~.0412 0076
/
slouv = . 0250 9 7
Slo- = L0250 19 31 -12 w
TwahsSM= L0500 3
HUTH = 0,u000 - 0278 -,0222 . 0056
{
sloly = 0250 -23 -30 -7
Sl = U500 0 -5 -5 w
TrANSM= L0800 4 -1 W
~QiM = 0,u000 ~+0338 -,0018 «0319 -
>lou = .050 -6 3 3 B
SIo~ = . 0250 -0 45 -45 w s ey
T~ANSM = V400 -6 -8 -2 v
rROTE = .0200 -36 -41 -5 w
Slob = 0250 -48 -44 4 B
Slo~ = .0500 -1 -4 -3 w
I ~Al>H= U400 -8 -8 0 E
vyl = L0200 -105 =36 69 8 * 0y
sieh = .0250 -18 -15 3 B
slor = .0250 -57 -7 S0 8 sow
TrRANSV= L0800 3 3 E
KUTm = .0200 100 2 98 B a4
SIGD = .0250 -28 -29 -5’\\ W
Sion = .0500 5 5 9. E
TRANSM= .0800 yed 2 -0 E
=0T = .U200 ~-99 -39 56 B *on
, )
TABLE 3¢

Camparison betweent No Window and COSWIN : RADA
i



COMPAKISUN OfF ESTIM

sETWEEN
anND

6 PECORULS

aC TUAL
sl = .0250
SIory = L0250
THRAMNSM= .0400
KOTm = 0,0000
SI6Gp = . 0250
Sfor = .900
TraANSME= V400
kUT = 0,v000
Slob = LUes50
slovw = U250
T2 ANSM= .us00
VR = v, u0uo
sioh = U250
Slorw = .054¢0
Transt= .u8i0
wyTe = u,0000
Slou = Lu2n0
SfGr = L0250
TrANGM= <0400
wuTit = L0200
sl = 0250
Stor = .ODUO
TwahsM= .vs00
#gle = .0200
sfouv = LUeHo
SIor = 20
TwAMSM= .J800
rQTM = .V200
SIGn = .0250
sSlovw = 0500
TraNSM= L0800
KOTwm = .0200

ATES

AND
ANO

~EF

-6¢
~-26
-l
-2
45

=26

-108

TABLE

AT

NO
NO

SIGNIFICANCE OF

Eo
E

-.0001

4a

=55

-00001

=26

Comparisen between No Window and 1 - 2| .ram

-49°

TEEE L eQoak 3 TX@T=E EXX [ss]ovlp 3 TE® EX @

EXEE

15

288,

PER CENT
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#49

94
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o8
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COMPARISON OF ESTIMATES AT  SIGNIFICANCE OF

BETwWEEN 16 RECORDS AND NO NOISEs
AND 1o RECORDS AND )NO NOISE
ACTuaL REF TEST
Sl = . 0250 16 -7
IR = . U250 25 9
WANSM= .2400 16 14
KOTte = v,0000 ~s0z4u8 .0009
sIeh = . 0250 -37 -31
Slo~ = .0500 49 Sl
TrapsSM= LUs00 - 3
ruTr = U, 0600 -.0518 -, 0491
Sloy = . Urso -5 =290
SIer = «U250 ‘=40 -7
TrRANSM= LUBUO 3 0
wUIm = 00,0000 -.0000 1340
sloly = U550 =21 -34
L SIow = V500 13 4
TraNSHz U800 6 T
KUdlm = 0.,v000 -.0366 .0008
slouv = U250 -22 -35
Slow = «VZ50 -53 ~-15
TWANSM= 0400 -2 -
rOf~ = 0200 100 99
sfov = . 0250 -62 -
Slow = L0500 -la -
TrANSME U400 -26 -22
KOTM = Lu200 -42 100
SIGu = . 0250 -2 -18
Slow = . 0250 i3 -16
TRANSM= .U800 -0 -2
POT?\ = .0200 -45 100
./
slGuv = U250 -26 -34
SIGR = 0500 9 14
TRANSM= U800 -1 -1
RUTM = .0200 -108 -99
TABLE 4b

Camparison between No Window and 1 - Q;Z : RADA

REFERENCE

DIFF

XXX o gl 58 3 [ME e o ®mT

L Qoslook 3 WEDE

L& & & 4

DME x

289,

PER CENT

SIG

*%a

&% »

L2 2 J
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L2 2

L2 2 ]
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COMPARISUN OF ESTIMATES AT SIGNIFICANCE OF

ot TweEN 1o RECORDS AND WO NOIGEv REFERENCE

AND 16 RECORDS AND NO NOIsS

ACTUAL REF TEST
S5lou = .0250 16 12
SIor = .0250 25 25
TRANSM= L0400 16 14
KOl = v,0000 -,0248 -,0186
SI6u = . 0250 -37 112
Slor = »u500 49 T74
TRASH= L0400 -3 -0
KUim = 0,000 -.0518 ~-.,4418
S160 = .0200 -5 -15
Slor _ = U530 -4
TRaNSM= U800 3 2
KOim = 0.0000 -.0000 .,0010
SIGu = LUZo0 -21 199
slo~ = LU500 13 3529
TransSM= LUb00 K 6 76
01 = 00,0000 - -.,0366 -c.2322
slou = U550 ~22 -18
Sl = .0250 -53 19
TraNSM= LU400 -2 -2
KOTM = .0200 100 ~-1l6
SIGL = .0250 -62 -85
SlGr = L0500 -lg ~11
TANSM= LU400 -26 -25
QT4 = .0200 -42 99
Sloub = .0250 -2 -1
Sk = L0250 13 24
THANSH= .0800 -0 -1
~OIM = U200 ~-45 -25
SIoL = .0250 ~26 -28
Sk = .0500 9 )
TRwANSM= .0800 -1 -1
KOTM = 0200 ~108 8

TABLE 4c

Comparison between No Window and COSWIN : RADA

DEARXT ETOWm, oma @ L 3% % xxa = aTx= @xcmom

[eelasls ¥ 4
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"PER CENT
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CUMPARISON OF ESTIMATES AT SIGNIFICANCE OF

BETWEEN

AND

-t
v
k4
wuweu

v

P

<

X
ihu

-
T
-4
4
v
X
(I U T

SIou
SI1Gw
TrANSH
rOT™

wwun

SlGu
SIow
TRANSM
rOTH

wnunun

SIGu
STor
TrANSM
KUT™

SIou
SIOw
THAMNSH
FOTH

SIGu
SIGk
THANSH
ROTM

Caonparison

o RECORDS AND NO NOISES

5 RECORDS AND NO NOISE

AC TUAL REF TEST
. 0250 21 -5
L0250 17 18
L0400 la

0.0000 -.02861 -,0143
.0250 -57 ~-19
LUS00 4o 72
U900 -24 -4 4

u,u000 ~. U488 ~-.0484
L0250 7 25
. 0c>0 3 55
L0800 -9 -18

0.0000 ‘00305 0029‘0
U500 -23 15
L0800

0,06000 -.0014 .0003
. 0250 26 -9
U250 30 18
L0400 15 29
.0200 =53 -26
. 0250 -45 -61
< US00 25 20
.0400 -39 -50
0200 -106 100
. 0250 25 -2
Ues0 26 9
.0800 7 3
L0200 -37 1
.0250 =36 -65
.0500 -20 -1
0800 -5 -5
.0200 100 100

TABLE 5a
between No Window and ].-l% : RADA

REFERENCE

DIFF

(=Y —2VeRVs]

T x DEDE TEXRXT E Joted) EXE ExEXT o ©

MM xE

231.

15 PER CENT

SIG

-2 &4

L 2 £ ]
-2 X
-2 %1

L2 £ 2
L L2 X 7

S0

eny

L2 X ]

L2
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(COMFAKISON  OF ESTIMATES AT SIOGNIFICANCE OF 195 PER CENT

SE TREEN ¢ KECURDS AND NO NOISE, REFEKENCE
AND s RECORDS AND NO NOISE

ACTUAL REF TEST OIFF SIG
Slow = L0250 21 2 19 '8 99e
Sior = .0¢50 {7 1% 2 B
TRANDSM= U400 4 10 4 B
OiM = U, 0000 -.Uclsl ~.,0115 «0166
SIGL = su250 ~-57 ~-13 44 B aey
S1Gr = U500 42 az -4y W #ba
Telpysm= Va0 =24 ~-47 ~-23 W oy
Wi = u,0000 ~-s 0488 -. 0450 «VU3b
sIGL = V.S Y] 7 26 -9 w L2
s[or = .UZD 3 655 -6 w v oo
TRANSIS 800 . -9 -16 -9 ,
rUly = v, uQuo -.030% -.0296 «0009
Sl = 2U2>0 ~-12 - 6 d
SIG~ = LuUS00 ~-23 17 6 B
fransms .UB00 4 6 -2 W
~UT4w = 6,0000 ~.001a -.0196 ~-.0183
slouy, = ue>0 26 5 2l 8 #an
SIGr = . 0250 30 15 15 B
T=ANSM= U400 15 24 ~9
~rUlm = .0200 -53 -19 34 g Ll
516D = . Uz50 -45 -53 ~8 w
SIGe = .0500 25 15 10 8
TraNym= V400 -3y -50 -11 w
MUiW = U200 ~106 100 6 B
SIGu = 0230 25 6 1y 8 # oo
SIor = U250 26 33 ~7 W
TrANSM= .0800 7 3 4 g
UM = U200 . -37 1 36 B Ll L 4
16y = .0250 -36 -54 -18 W oss
516~ = .0500 -20 -0 20 © b
THANSM= .0800 -5 -l l B
KUM= L0200 100 100 0 E

TABIE 5Sb

Comparison between No Window and 1 - qaz : RADA

e e e ¥

—
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COMPARISON OF ESTIMATES AT  SIGNIFICANCE OF

sETwEEN 3  RECOKRDS AND NO NOISES
anD 5 RECORDS AND NO NOISE
AcCTUAL REF TEST
Slob = .0250 2l 17
SIor = U250 i? }%
TRANSM= L0400 4
kulm = 0,0000 -.0281 -.0184
SIGH = L0250 -57 -32
sloe = L US00 42 76
TraANSt= L0400 ~-24 -35
PO 0 = 0,0000 -.0488 ~.,0437
sIoy = V250 7 11
slu=r = U250 3 40
TrhaNSM= LUB00 -9 -13
rUl~v = 0G,0000 -.0305 -.02h8
SfoL = .0250 -12 -11
Siv~w = L0500 -23 3]
T~ miynm= .ub00 4 S
w07 4 = u,0v000 -~.0014 -.0311
>I6L = .0250 26 24
slor = . 0250 30 35
TwahsM= L0400 15 1S5
wOTM = .U200 -53 -38
Sy = . 0250 ~-45 -41
slorw = L0500 25 -4
TwANSH= L0400 -39 -41]
kUTm = .0200 ~-106 99
SIGn = . 0250 25 20
sloe = U250 26 42
THRANSH= .u800 7 4
ROTM = 200 -37 ~16
siypb = .0250 -36 -43
TraNSM= U800 -5 -5
ROTm = L0200 100 97
TABIE 5c¢

Comparison between No Window and COSWIN : RADA

)

REFERENCE

DIFF
4
C0U97

25
-34
-11

<0050

-4
-37

-4
.0036

]

-8

-1
-.0397

TxTE® TEXT XD Mz @ EXM® ERXE EX®@ e sfesfe o

[selpglesh o

15 PER CENT

SsIG

Koy
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1> PER CENT

OF

SIGNIFICANCE

AT

ESTIMATES

COMPARISON  OF

e e gt i
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N
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Appendix 6

This appendix is essentially an excerpt from a report
by Mohajeri [67]. It describes how upper and lowe; bounds
can be put on the probability of false alarm of a set of
integrated samples from a coloured Gaussian noise process.

Let d(k), k=1, 2,...,K, be the samples coming out of
one range bin of the MTI filter as in Fig. 6.4-1. The

statistic to be compared against the threshold is

1 X
veg I a2 (k) (A6-1)
k=l v
and thus Pfa is defined as
P_ = P(V 3 n) ‘ (A6-2)

where n is the threshold.

It appears to be impossible to write down the statistics of
the parameter V, but it is possible to obtain the characteristic
function of the random 'variable V in terms of the eigenvalues
of the covariance matrix of the coloured noise. For the work
ve may assume that the covariance matrix is a normalised
covariance matrix, 1in tha£ we have normalised the process so
that the zero delay elements of the matrix are unity. n is
thg exg;essed as its absolute value: eg. n ® 3 would mean a
threshold of 3 times the energy of the signal since the zero
delay element of a COVa£iance matrix represents the energy of

the signal. We observe that the d(k) are‘éointly Gaussian

B T



W . R~ o

——

random variahles with zero mean and unity variance.

Let
d = [d(1)]
(A6-3)
Ld(K)J
then vV = 44 (A6-4)
Ela} =0 (A6-5)
HF = (k,2) = HF(k-Z) = E{d}k) d()} (A6-6)

1s the covariance matrix of the stationary coloured noise
process. The probability density function of a Gaussian
random vector 1is:

pld) = —1— —3— exp(-3 a" w, It Q) (A6-7)

K . 3
(27)2 {11F|2

The characteristic function of the random variable V,

Md(jv) is )

»

. R T
My = E(eIVV) = predVE Y (A6-8)
- 1 1 : exp(-3 a" (8,71 - 2 jvI)djdd (A6-9)
® 2 2
(2m) % |Hg|

where I is the unity matrix

307.
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-1 1

= |H - 2 jvI| (A6-10)
F 5,1
P
But we know that for a covariance matrix A
Ial7t = (a7 (A6-11)
K
and Ial = [ s, _ (A6-12)
k=1 ~
where lk are the eigenvalues of the matrix A, thus
. -1 D!
Mg(3v) = |Bp © - 2 JvI ) (A6-13)
B:
F
< K K
=[1 %—— - 25w 5[] A 5 t (A6-14)
k=1 "k k=l
= r7(1 - ZJvAk) % (A6-15)
k=1
- Tk - s i
= ( jv) (A6-16)

1
rj (2X )% k_ k

.

vhere xk are the eigenvalues of the covariance matrix of the
coloured noise. They are all real and positive since HF
is a positive definite matrix (it would be non-negative definite

if the process were not stationary)
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To obtain upper and lower bounds on P we first note

fa

that the inverse Laplace transform of a function

£(jv) = 1 - (A6-17)

Y(a-3jv) (b-jv)

_ % (a+b)t a-b
= e Io(-T

=0 t <0

1s f(t) t) t >0 (A6-18)
for a and b positive. Here IO 1s the modified Bessel function
of zero order. If K 1s assumed to be an even integer, then

by pairing adjacent eigenvalues 1in decreasing order, we

obtain:
(3v) (2™ Kr/wz (3v) (A6~19)
M. (3v) = [ e F. (jv A6-19
a k=12 ¥ i=) 1
where
. 1
F.ljv) = (A6-20)

1
/-——1—--jv>< Lo 5w
22541 224

If we take the inverse Laplace transform of Equ. A6-19

we obtain:

"

K
Py (x) [ (2" £10x) * £0x) *.¥E o, (A.6-21)

k=1 2x
k for x > 0

= 0 for x < 0
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";i( 1 + 1 ) x '
2X .. 21X,
2i-1 i
1 1
(53 - noox)
2i-1 21

it
1]
[

where fi(x) O(
for x = 0
= 0 for x < 0 (A6-22)
If fi(x) is a positive function of x for all x then
since pd}x) 158 the convolution of positive functions we can
upper or lower bound 1t by finding upper or lower bounds on
fi(x) or IO(.). Writing Io(x) in the following form

kR

% J cosh (x cos 8) ds (A6-23)
o )

I,(x) =
we can see that since cosh (.) is an even, positive
monotonically increasing function of its argument, we can
upper or lower bound it by upper or lower bounding |cos &].
A convenient set of upper end lower bounds on |cos 6| is
the piecewise constant upper and lower bounds shown in
Fig. A6-1, where the dotted line.is an upper bound and the
broken line is a lower bound.

Using these piecewise bounds we obtain

M M
i 2 cj cosh {(a. 1 xX) < Io(x) < jilz cj cosh (aj x) (A6-24)

[P

T oo o 0
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[cos(8) |

UPPER BOUND

"M

-

Lo

LOWER BOUND

“ME1

=l

A6~1 Piecewise constant upper and lower bounds

on |cos(e) |

Fig.

. ln?lth‘bf?‘lh !
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where M is8 the number of steps and
3y =l ay, =0
Applying Equ, A6-24 in Equ. A6-22 and simplifying the

results, we get

2M “ai X 2M _Bl . X )
r c.e 3 £(x) s I C.e I x50 (A6-25)
j=1 ) =1
where C2j-l = C2j 3 =1, 2,...M
so that C. becomes C_.
] 2)
and
@i pa_y = Hl(lmay, Jo—=— + (l+a_, )5y (A6-26)
1<3J J 2i-1 ] 2i
a, 5i = 5 [(lta,, )gra— + (1-a_, ) 55— (A6-27)
a ] 2i-1 J 2i
By 5iq = B l(l-ai)oy—— + (1+a,)z—) (A6-28)
r<] I “r2ia 3 era4
By 25 = k[(l+a.)57l——— + (l—a.)zi ] (A6-23)
red 3 %25 32224
for all i =1, 2,...K/2

i=1, 2,...M
Since the bounds in Equ. A6-25 have the same general form,
we can do the rest of the analysis on one of them eg. the
lower bound. Let

2M -a. .X

I C.e *7J . X

3=1

]

W
o

hi(X)

= 0 X< 0 (A6-30)

312.
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Then FEqu. A6-21 implies that
K | %
py(x) = l:girz) hy(x) * (hy(x) *...*hy 5 (x) = h(x) (A6-31)

Taking the Laplace Transform of h(x) we obtain

K K/ 2
H(S) = f"k5%— . [1H, (s) (A6-32)
k=1"k i=1 ,
2M C.
where H (8) = 1 — (A6-33)
1 j=1 S+ui,j

From A6-32 and A6-33 we see that since H(S) has all of 1its

poles on the negative real axis because all the as 3 are
’

positive and real, then h{x) becomes

K/2 2M —a; X
hi{x) = b2 hi . e rJ , x 2 0
i=1 j=1 *rJd
= 0 ) x < 0 (A6_34)
where hl'jzRes[H(S) at S = —ui,j]
K
Supt I ’
= C. —— H, (-a. . A6-35

Equs. A6-34 and A6-35 assume that the ey 3 are distinct:

’

it happens that this assumption is sound because even in the
unlikely event that two eigenvalues will be the same, they

could always be re-ordered, to make ey 3 distinct.
14

’



USSP

By using A6-31 and A6-34 the false alarm probability

can be lower bounded:

Pe, = 7 pgfx) dx » / h(x)dx
n n
or
2 24 h. . -a.
Pfa z K{ r =l e 1,37
i=l 3=1 %i,3

fa 8l
i=1l j=1 +J
where
X1 n R/2
g =C., [1G)° 1 6 (=8, )
137 73 ya1 P k41 K 34D
and
2M c
G, (8) = I
. 3=1 5 7 Bk,

Equ. A6-37 and Equ. A6-38 describe the lower and upper

bounds on the false alarm probability that were socught.

(A6-36)

(A6-37)

(A6-38)

(A6-39)

(A6-40)

bounds were described as in Mohajeri's report [67] for the

statistic d'd.

If it is required to describe the bounds

The

314.
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% de then all that 1s necessary is to replace the exponentials

in the bounds waith

respectively.

[T o S
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APPENDIX 7

This appendix ocontains the listings of two programs which were
used in some of the work in the thesis. They are the subroutine DATAS,
which is the subroutine that generates the clutter data, and the
program FALARM which is a program that will compute the falge alarm
probability of the thresholded clutterdata after it has been filtered
by an FIR filter. It was used to generate the data points an which
the tables of performance in Chapgex 7, namely 7.4, 7.5 and 7.6
were based. For the tables which used the Butterworth filters all
that was done was to substitute a routine for the routine FIRFFT,
which calculated a Butterworth frequency response. Both routines
were run an a OC 6400 computer rnning under SCOPE 3.3 and SCOPE 3.4 .

"
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SURROUTINE  DATAB(CLUTTsNs 1Sy ISCAN s SEEU s TRANSM» STOU sRUTMy STOR )

UATASR OENERATLS  HLOCKS Ot CLUTTLR  UF ZEEN  CUmPLEX  PUINTS

P TO ¥ 1) -
I = NuMoekK  UF JCATTERKzRy  SHIFTLu

S S VIVEITN & FloCloloun v ron Toie YO DUNUK

7 MUST vt VIFFERENT  FOUR ALt CALL

T eANG ™2 mN ot Tre o P L L clSTlouTIuN(*®1/T

ol c=e Al JE STy CIOT~1ToUuTioN (*1/7

STGU=STANJARY  ULVIATICN ot wOFPLEK  UISTRIBUTIUN (#1771
STOR=STALUVARL  cevIATlun  oF KRUTARY VISTRIcuTlun (*1/7?
ISCAN=y ALLUAS HoverENT AS wELL

IL5CAN=E L vlivts SCrhit UNLY

THI1S vt IS Tre  SCANNDINU ARS muctL

LY Uit SCATTLxZx AnrRAY IS uStv

LATA IS wreTonmNEo Ire CLUTT

OOUBLF  OPRECISION SEED

SIMeNSTON CLuTT20480 1 sGALSScceud)

cleewsSion SATTT.0)

vimtinslon ERLATER Y I FAVER RNVATECY SV PACEIEY 2N I I QS D
;LT \J“ Trhi Hoasow. NuroLnS

- T I Tht 0ASTIC Yovhie rhkAme TURS

NAR RN
No ST LO6+TSENANS ¢

W X onine TS s OMUOD LM KA v [EYVIA TN 4 . 36 14 wlouea!
ALl OCRUx({SZE0y s 9y SAUSS)
S1=3,1415%7657%5% N
Pl 2= RP

Dla=G®E]
X1=P12/72..
INDEX=0
TT=TRANSM*P]?
TR=RCTH*P ] 4

SET UP  ThE CGS ANL  SIN  TABLES
Ve
DC T 1=1,720 N
SINES(I1)=SIN(X1*1)
CubES(I)=C0S(X1*])
CONTINYE

e T ur Trit ANT 2 iiNvA PAT TN
THIS IS THE Tuwv  aAY  VULTAGE PATTERN

DO 6 1=1,77
PATT(I)=EXP(~((I=391%%2) /207.746(0)
CONTINyE

INITIALISE THE ARKAY SCAT

DO 10 I=1,77

Xl AND ETA ARE ANGLES  wHICH REPRESENT THt SPATIAL URIENTATIW

CF THE DLlroLe  IN  SPACES THLY ARt UNIFORMLY UISTRIBUTED
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Al =t (NN
ETA=RAMF (NN}
« . XI=X1#P]
ETA=ETA®P]2
X=COS{ETAI*COS(XI)
- Y=SIN(ETA)
C ! PSI=ATAN2(Y,X).
| IF(PSTeLTe0} PSI=PSI+P12
_ ( Psl=¢2%P5] .
| IF(PS1+GTeP12!) Pgl=Psl-PIl2
1 AMP=XEX+Y*Y
( THETA=RANF (NN)
' THETA=THETA#P ]2
INDEX=INDEX+1 .
( . X=GAULstInbEX) ’ =
. DYSETA=X#SIGD*P]2
INCEX=INDEX+1
( ‘ X=GAUSS(INCEX)
DPgl=x*SIGR*¥P14
SCAT(Is1)=ANP
SCAT(I+2)=THETA
SCAT(193)=CTHETA+TT -
S>CAT(I,%3=rsl
SCAT(I4+5)=0PSI+TR
T COMTFINUE

-~

S~

THIS IS Tht  o2GINNING  ub Trc “AIN S LUk N

o~
()]

Z
BUBEI §ietnleb FUB s LIV LetN

LU 1Jdu L=isNaN
L2=2%L .
Li=L2~1

SHIFT THE  ARRAY

PN

[

IF(1S«EQe0) " GC TO 151
IENU=TT-15

2 1 ( IE=IEND+1

» bu L4 " I=1,1ENDL

. 10=1E~]

1 \ 11=73-1

" VIV 14 " U=1,5

- SCAT(II»J)=SCAT(1IGJ)

( : la CONTINUE ' |

C’ PUT IN THE NEw LLEMENTS

"

o _ DV 15 I=1,1s
3 X1=RANF (NN)
( ETA=RANE (NN)
: XI=X]»P &
’ . FTA=FTA%PI? )
- ‘ X=COS(X1)*COSIETA)
Y=SIN(FTA)
S PSI=ATAN2(YWX),
( lE(PYTelLTeu! PS1=psSi+ple
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Buke 0 aindod buswe
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Sy e . .
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R AT
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PR
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b
¥

2

1oudvu

- [

C ROTATS THc
C <OTAT:e THe
z ANy

Oy

S99

tuy

COmFyUT=  Tht
RN ,\'IZ )

PST=2#PS] '

IFIPSTeGTePle) PSI=PSI-PI2

ANPzXAX+YRY . J
THETA=RANFINN) '

THETA=THETA*P12

INMDEX=INDEX+1

X=0AUSS T INVEX)

DTHETA=X*5[GD*P ]2 N
INDEX=INDEX+1 ’
IF(INDEXeGTe2202)
FGRAAT(* *TOO - .1ANY
X=GAUSS( INCEX)
UPSI=X*SIGR*PI4
SCAT{1+1)=AMP
SCAT (12 F=THETA
SCAT(L23)=UTHETA+TT
SCAT(1+4)=PSI '
SCAT(1+5)1=DPSI+TR
CNT ENUE

NRITE(6,1000!
RAULOM NUMbeKRS

TOANTINNE

rubUlu 2 P
MOOJLU 2 Pl
PrOUOLCT

SCATTERERS
olPuULLES
ACCUNULATZ  T=t

lF(lS(A;ftu.l' GO Tu b
SCAT(1+Z)=SCAT(1,2)+5CAT(I,3!
1F(SCAT(I92).C}T.DIZ) S(.nT(I,&’
[F(SCAT(1,2)elTe0) SCAT(1,21=SCAT(142)4+P12
SCAT(Is8)1=5CATII 41 +5CATLINE! ‘

PP (SCAT(Ly4) eUTeP12)
IF(SCATUI6)elTe0) | SUATI1,4725CAT(1s42+P12

TSIQUNUMtTnIL FurkaybAL” Ale  THo

ARE 74 INLICES Fuk Tnrt
LONT INUE
W2=SCAT(1,21/X1+Ce5
ME=SCAT(T1,4)/X1+0e5

IF {icebbay) 2=720

AR (MAEQe!) MG=T720

X=(1l- COSES(MQ))*SCAT(IyLJ*PATT(I'
RETI=RETI+X*COSES (M2
RETU=RETQ+X*SINES (M2
CONTINUE
CLUTT(LL)=RETI -
CLUTT(LZ2)=RETQ
CUNT INUE
RETURN

SCAT(1,2'-Pl2

SCAT(Ly41=5CAT([s0!-Pl 2

(us ANU | SIn

REQUESTEUX)

Invices
ARKAYS
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~/ .
HGHMN, CHRTY:.
REAIIEST ,CIR]] 007,
ATTACKHACE 19,
ATTACKH . CQO| T,
FIN(NDT =2)
ILNSFT (I T2a=C30) Tw)
LNSET (L 12a=2i0L I r)
i snN, )
CATAI NEGFTG ] o] Jsm~HH OL=39,
60oNNNNANAALANYAR AR “ans Fun OF ~ECORD :
ODQG:’J T-TOTruTel FrTar ) CHeEIGLI L+ TAPFS=TINDUT « TAPFA=OUTPtITs
, -3 UL~ TS
A2 V. Sy CTTEFRT (1Y)
rn o ICUTCT Ly I AN e ST T a T r QU gRNT
A RTINS £ S LY o=t Vawra(n)
prYsErLTn el i e TR T e
(a1 SIS SE N SN Tet(S
~
c THTS T3~ 7 1. T - T 7= oS A CLUTTeS ARIN AnATINST A
c 0 AT A .
C .
L X Pl &) ~-h;‘
AT = el Tt
Ty=7 H
T2=%
T3:x7
T’A:T X )
MESTC T e Y . . '
T %= ™, ,
Ay - -
..—v'- -:_ e "‘
s TR ITEN
117 c- R :
111 NI L B ?
LTI ) !
VETT T {~eil )
10) TAD T Y~ :
1n2 TAdAT (1w ) > v ’
TTAR (T .14 ("= T)el=" %)
ST (ke ) ("= (fYeTzien) '
112 SR R ST S :
SIS (T.Ea)y s~ TR . ‘
ag EAT S (T,) : KK
Drnm— fi e CETLT e ;T T TeNPNL S, -STERS P
A L Rt > i
'S SEAD 1 T CCSFESICIC TS .
r : . :
s )
NN 3na T=]e* 5T TN
SOANE LN (CRZ(Teg)e IZlear)F) !
1T kel ) (TS (T e )=Tar CFy ..
Iy FAacsaTier {1 2) . ¢
ob FASTINDY
REs AT Tt LFE e (OF T
"
CYTANRT=A_ Do : ,
T ACT="_ 1fis
SYCL " T p N
CrT " T=2"
RYIArQz=S e T N ,
CYISQraSfi-wT g N
T YTTAC=_ToACT : -
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TvnN=9

CATv=60TMS

A 2an I =1eTa

ST\T":L.,)T ‘e JI'TQ"QT

QIGD:&]GQQ
200 12T/

4ra SQIRI+S[AHEST

T ANSN ‘_TDJAQ \
-«r{ l‘.‘ ,

TQ\ C'—TDL'\'oTD‘ST

0 SEINEIS NETS AN

YA 2r I=1.71

oA FSATT et NS Fet oo ¢

-

C [ X 1™] - T e~ PO - .o ’,' T [ =K F‘]LTCN
c
TTT T~y
~A >z T=,. v
Cr..' = EZ (7,7
Crh = FF (74 -)
T>NG = eSS (Y, .
AT = ST (3.
TS~ T . ) 1 T° 250
~A s~ B T
el L3, =i 0T ,
Pe? CASTE= () =r 22 tem) .
coapt el (i 0 ,) e (U &8 SaTeeSaew TERS O WF TLTeWAFFST IX () )
2% CANT e T
’ ‘Ii-l*-l i) CTR e T T e TS0 N e 0T e (U )) e J=l e NFILTRY
TImel =) (L= oirn 1 19)
‘I":(r.L ~ ) (T2{ V=t e s (1 TS)
R e e |
]”1 tmal ’(“T".:.l :‘.Z)
1r6 C o " (Pur el ~or)
1rE FAs TL{i~ )
]n:x Cﬁ)x\'(;..x.}]‘(a)
* DiNT = ] The QTGN eST-2aTO NS DT
Dt 1 T (1)) e 1=} .~FILTS) tpin
C.r "= . (=1 (U) e d=Fanir TLTS) "
106 cn (2F 1 Ja) :
1n7 £ (=%1 .72)
lan CAnTT S
26" CANT Y 0= \
QTV\,V
£ )
SR YT TIoF Frp At (BL % e PUL SeTHNSHJMSTFPSJNFILTeWNFFST IX) - |
o
C L AR I~ a SOUT IMS TS CALCULATE THF  FALSF Al_APM RATF
C (oEM) Y (RN Y1472 1N SN2 I AN 41Tk AUTOCORREI ATION FUMNATIONM
C NECEITST™ =y AYTOTOw 18 FILTERERN Ry M FTR OIGITAL  FILTER
q VUATE T ~EFCIOTE TS «L.Lg) tr¥ IN COFFFT
¢ NPUL S T~ THF e F OF PULSES  SUMMED
C METE2S IS T=C M FE OF STEeS HSED IM  THF  $40UNND
C NFIIT TS THE Oehidw ©F  WTC FILTF
C WwNFFST IS THE OFFSFT IN THE FILTED RESPONSE (#1/7)
C THIS RAOUTINF  NFFDS  MOMAB o FIRFFT«HARM(SSPLIB) «ANAL AD  ¢THERETTY
C ANTOCNACRF ATINY  FUNCTION) AND  EAQIR TO DNDIAGONALYISE THF MATRIX
C

CANMMON /120ty <y CLEFST(10)

COrMANM ZCVECTO2/SINN«STGRTRANSMeROTM
. DITENSION DAT(P2L45) +CAT(204R)
Y DIMENSTON ME3)aS(H12) + TINVI(ST2)

L ML

N T

A

Ry S =
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497

49a

4QA

AN OO

223
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C
c

-FnVDHTF‘

2 .

322,

6G(30+30)ex(30930)¢A(30)98(30)C(30)9¢5N(30)9+CS(30)

NTMENMSTON
v(ly=1n
uf{2)y=nr
vy = °
Fe=28p (-4L%)
FTA=THRSH
LEN=2eemM(])
LT} &) -
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