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McMaster University
Abstract

Spatially-Explicit Habitat Characterization, Suitability Analysis,
Verification and Modelling of the Yellow Perch, Perca flavescens
(Mitchill 1814), Population in Long Point Bay, Lake Erie

by Susan Elisabeth Doka

Chairperson of the Supervisory Committee: Dr. Charles K Minns
Adjunct Professor
Department of Biology

Different approaches were used to characterize, assess, test and
model the fish-habitat interactions of yellow perch in Long Point Bay.
Chapter 1 describes the methodologies for explicitly characterizing spatial
and temporal habitat through mapping and modelling. Chapter 2 connects
habitat and ontogenetic niche shifts in perch life history, with the aim of
determining suitable habitat availability for the Long Point Bay perch
population. Habitat suitability indices and models were used to map and
identify the areas of suitable habitat, including thermal habitat. Chapter 3
compares a known distribution of yellow perch larvae with HS| predictions
of habitat suitability as a validation exercise. Abundance and size
distributions from the survey were compared to thermal and HSI
predictions of suitable habitat to test for correspondence. The relationship
between food availability and habitat characteristics, especially vegetation,
were also tested. A model was developed in Chapter 4 that concentrated
on the first year of life and the effect of consecutive constraints on early
life stages with different habitat requirements. The purpose of the model
was to compare the potential growth and survival of consecutive life
stages in a spatially explicit manner when different habitat-based rules are
imposed. The results highlight the importance of life history theory and
knowledge of mechanisms used in habitat selection for determining limits
to fish production.
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Ph.D. Thesis S.E. Doka McMaster - Biology

[T]o interpret and predict the patterns observed in nature
accurately our methods of study must embrace temporal and
spatial variability as essential features of population and
community dynamics.

- Sousa
(1984)

GENERAL INTRODUCTION

Four major stresses have been linked to the widespread declines in
fish populations: habitat loss, species introductions, pollution, and over-
exploitation (Thomas 1994). Habitat loss usually refers to culturally
induced physical changes in the landscape that detrimentally affect
population abundance. Habitat can be defined as a multidimensional
space that exhibits the characteristics and functions required by
organisms to complete their life cycle and maintain a population (sensu
Hutchinson 1965, Odum 1971). Changes in these characteristics and
functions in many areas (e.g. loss of wetland habitat and thermal changes
due to global warming) can contribute to local and regional losses in
animal diversity (Magnuson et al. 1990, Minns & Moore 1995). A clear
definition of fish habitat is needed. Then the effects of habitat loss will
need to be measured for different species at different life stages.

Rose (2000) advocated that the prediction of environmental quality
(habitat) effects on fish populations would benefit by increased
consideration of three areas: individual-based modelling, life history
theory, and multidisciplinary studies. To determine the relative effect of
spatial heterogeneity on populations a spatially explicit approach is
needed but not necessarily an individual-based one. This approach
replaced individual variability in niche requirements with spatial
heterogeneity in habitat. The research investigates hypotheses
concerning the productive capacity of systems, the definition of critical
habitat requirements for fish populations, and limiting habitat that may
constrain a population at a carrying capacity. Targets for fisheries
management and habitat conservation may be more easily obtained
because of the research.

Odum (1971) defined habitat as the set of places where a species
(or group of species) could potentially live. Such a broad definition is
further refined by stating that potential occupancy of a location is
determined by the niche of a fish species. The definitions of niche and
habitat are often confused. Niche is defined as the sum of all factors
acting on an organism, a region of n-dimensional hyperspace, that
encompasses the combination of biological, physical and chemical factors
that a species (or individual) can tolerate (Odum 1971). A niche is the
property of an organism determined by its phenotype (a function of
genotype and environmental history), whereas habitat is a property of
space. However, a fish’s niche determines what is useable habitat
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(tolerable), preferred habitat (selection) and optimal habitat (maximizing
fitness) from the suite of available habitats. The characterization of the
environment into these habitat categories can vary because of ontogenetic
niche changes over an organism’s life history. Early life stage habitats are
usually more important to protect because change or variation in survival
of young fish has a much greater impact on populations than variability in
later stages. In fish, habitat requirements for spawning, and larval and
juvenile survival, are usually more specific than non-spawning adult
needs. Eggs and young are generally more susceptible to environmental
changes, tend to live in more variable habitats, have smaller energy
stores, and are also less mobile (Hayes 1999).

The common concepts of habitat-based approaches include ideal
free distributions (Kennedy & Gray 1993), optimization and habit selection
(Giannico & Healey 1999), and density-dependent processes (Messier et
al. 1990). Regional differences in population performance, noted because
of empirical observations of recruitment differences between years and
across space, elicit questions regarding the variability of the intrinsic rate
of increase of a population and the environmental factors that may
extrinsically affect carrying capacity and population dynamics.
Ontogenetic habitat requirements may be connected to observed spatial
patterns if the population is constrained by habitat limitations at a
particular life stage. The variability of important habitat factors and their
interaction with the performance of different life stages need to be
included in any assessment. Knowledge of bioenergetics and life history
theory help bound the problems. Listing the many abiotic and biotic
factors affecting individuals as they progress through successive life
stages is a valuable first step in population analysis.

The limited supply of any life-stage habitat can create a productivity
bottleneck, influencing population structure, competitive and predator-prey
interactions, and potential yield for fisheries. Bottlenecks in productivity
for different species can occur at several different stages in different
habitats due to specific habitat requirements not being met (Shuter & Post
1990, Minns et al. 1996, Hayes ef al. 1996). Initially, the quantification
and ranking of different components of fish habitat is undertaken in habitat
assessments. Then the relationship between population dynamics is
determined by qualifying, or establishing suitability criteria, for particular
life stages of a fish species in relation to the range of available habitat.
Once this type of analysis is extended to a multidimensional
representation of a population’s habitat requirements, then habitat
conservation and management can proceed from a reference framework
before further degradation occurs.

Fish habitat is generally thought of as physical attributes of the
environment; however, biological components of habitats, such as
vegetation and interactions with other species, also affect habitat choice in
fish. For most fish, however, vegetation functions primarily as a physical
feature of the habitat as opposed to a direct food source. The interaction



Ph.D. Thesis S.E. Doka McMaster - Biclogy

of key factors, such as temperature (Casselman 2002), with other more
static habitat characteristics (such as bathymetry) needs to be considered.
Further, the spatial and temporal dynamics of these variables might shape
the distribution of fish and affect their growth and survival rates (Tyler &
Rose 1997). Potential structuring factors linked to fish populations are
vegetation, substrate type, temperature, light, turbidity, dissolved oxygen,
depth, and exposure.

Temperature is considered one of the important variables that
defines fish habitat. Magnuson ef al. (1979) defined a fundamental
thermal niche of a fish species as “a range of temperature around a
species’ final preferendum that defines the optimum conditions for activity
and metabolism”. Some conflicting reports of the effects of temperature
on the life cycle and distribution of fish suggest that complex and
multivariate interactions are at work (Henderson 1985, Hayward & Margraf
1987), but this is consistent with the multidimensional definition of habitat.
However, the link between fish bioenergetics and temperature has been
well-established (Kitchell et al. 1977, Hanson et al. 1997) and the
selection of specific thermal habitats by fish has been documented (Brandt
et al. 1980).

The quantification of different components of fish habitat invoives
defining the geographic extent of a study area and determining the
variability of certain important characteristics. Some habitat variables,
such as temperature and vegetation, change significantly over time and
three-dimensional (3-D) space. Therefore the traditional, static, two-
dimensional (2-D) approach to mapping suitable habitat areas may not
apply as it does for variables that change little over time, like bottom
substrate. Water temperature varies over both vertical and horizontal
space, and through time, depending on solar energy input, the depth of
the water column, and mixing. Capturing this 3-D structure in habitat
mapping efforts is essential for accurate predictions in delimiting thermal
niches for fish species and requires good spatial and temporal datasets.

To quantify the effects of anthropogenic habitat loss on fish
populations, the influence of natural changes in habitat through space and
time should be gauged first. Both inter- and intra-annual natural changes,
like macrophyte growth and senescence and temperature fluctuations, are
important to capture. Of course, these factors can be modified by cultural
processes, such as climate change. In lakes, most variation in these
natural factors occurs in the nearshore zone. The nearshore, or littoral
zone, needs to be characterised because it is important spawning and
nursery habitat for many fishes.

If temperature is a factor in how fish distribute themselves then it is
the area or volume of thermal habitat available at time scales relevant to
fish that are important (Christie & Regier 1988) and can only be accurately
estimated if the spatial variation in temperature is considered.
Quantification of nearshore thermal habitat or its spatial variability has
rarely been attempted in freshwater systems (Quinn and Kojis 1996,
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Matuszek & Shuter 1996). In habitat studies, the horizontal variability in
habitat has been largely ignored with ecologists opting for one-
dimensional, mid-lake, temperature profiles to represent an entire lake
(Casselman and Lewis 1996, Christie and Regier 1988, Rudstam and
Magnuson 1985). To address the multivariate aspects defining habitat,
spatial methods developed for determining thermal habitat need to be
applied to other important habitat characteristics; such as water depth,
substrate composition, vegetation, and protection from wind and wave
processes.

Issues of resolution, relevance, and measurement must be
addressed to characterise habitat. Assessment is also contingent on data
availability. Dynamic habitat modelling is more difficult and adds
complexity. Differing time scales for habitat change among variables also
need to be reconciled at a scale relevant to fish-habitat interactions.
Habitat models need process level descriptions of habitat quality, which
can account for new conditions, unlike statistically based empirical
relationships. Thus, the habitat features that are most important to
productive capacity of the Great Lakes can be determined. When
constructing habitat-based models, trade-offs between growth, survival,
and behaviour must be reconciled. Initially, population models need to
have some spatial resolution to test habitat-based hypotheses. Once
general patterns are observed at a high spatial resolution then the spatial
scale can be set for the appropriate population process that is limiting.

This dissertation examines the interaction between fish populations
and fish habitat. In particular, physical habitat and the yellow perch
population, Perca flavescens (Mitchill 1814), in Long Point Bay, Lake Erie
was studied, with an emphasis on habitat constraints as a determinant of
distributions and year class recruitment. Yellow perch, a commercially
important fish species, has declined in abundance in recent years in many
of the Great Lakes. However, since 1998, the Great Lakes’ populations
have recovered slightly, but the eastern basin abundance in Lake Erie
remains low (Cook et al. 2001). There is some speculation that this
decline was due to a global change in a habitat variable, such as
temperature.

The Great Lakes Fishery Commission (GLFC) Habitat Task Group
selected species from different thermal and reproductive guilds as
candidates for modelling how habitat change affects population dynamics
(Jones et al. 1998). Yellow perch was chosen as a test species for this
study because it was complementary to the other fish species for which
models were being developed by the GLFC, such as walleye, smallmouth
bass and northern pike. Yellow perch is closely related to walleye,
because it is a cool water species with spring spawning, typically in
shallow areas with vegetation. Perch is also an important food source for
the other fish species, is integral to the food web, and is of high
commercial and sport fishing importance.
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Long Point Bay, Lake Erie was chosen as the study area for
characterising habitat features and testing hypotheses about yellow perch
population dynamics. Long Point is a sand spit on the north shore of the
eastern basin of Lake Erie. It is comprised of inner and outer bays, with
the Inner Bay covering 7280 ha and the Outer Bay encompassing over
30,000 ha. The maximum depth of the entire bay is 60 m with the deepest
point of Lake Erie just off the tip of the 32 km, Long Point sand spit. The
area was designated, by the Convention on Wetlands in Ramsar, Iran, as
an internationally important wetland site on May 24, 1982. Long Point Bay
is considered an important spawning and nursery area for many fish
species in the eastern basin (Ontario Ministry of Natural Resources 1998).
Long Point Bay is an open system but there is genetic evidence of an
Eastern Basin perch stock (samples were taken from Long Point Bay;
Einhouse et al. 2000). It is also considered the main spawning and
nursery habitat in the eastern basin (MacGregor & Witzel 1987).

The compilation of adequate habitat inventories for thermal and
depth structure, macrophyte or wetland coverage, and bottom substrate
was crucial. Several time-series or spatially extensive data sets have
been collected in this region for physical and biological factors. An
extensive compact airborne spectrographic imager (CASI) survey of
macrophyte and substrate distribution in the nearshore zone was
conducted using aerial remote sensing (Geomatics International Inc.
1997). A coarser scale substrate survey was conducted in the offshore
waters of the eastern basin of Lake Erie in the 1970s (Rukavina 1976,
Thomas et al. 1976). A detailed 1 m-contour, bathymetry map is available
for Lake Erie (NOAA 1998). A combination of satellite imagery for sea
surface temperature for the Great Lakes (Leshkevitch et al. 1993), point
thermal profiles (Dahl et al. 1997, Graham et al. 1998), and time-series
temperature data from other studies (Witzel, Unpublished data.) as well as
this study, was collected. Once compiled, the inventories allowed
examination of the spatial and temporal variability in habitat-supply
features, a major objective of the study.

As habitat is inherently spatial, geographic information systems
(GI8S) and remote sensing of large areas are tools that can be used to
determine wide-scale spatial patterns. The nearshore and offshore
vegetation and substrate surveys, bathymetry, and temperature
information were combined with fetch and wind data for Lake Erie as
different layers in a geographical information system (GIS). The current
use of grid-based models and bioenergetics modelling, as well as utilizing
assessment tools like remote sensing and geographic information systems
for habitat characterization, were expanded to determine the perch life
stages affected by habitat factors. Combinations of the aforementioned
variables were used to determine suitable fish habitat areas in Long Point.
Data from a larval fish spatial survey, conducted in the Inner Bay of Long
Point in 1998, were used to validate some of the initial habitat suitability
results (Dimitru et al. Unpublished data.) Daily spatial and temporal
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estimates of habitat suitability were then used in a spatially explicit model

for yellow perch population dynamics in the first year of life to test

hypotheses about spawning habitat selection and habitat interactions with
perch eggs and larvae during early life history.

The following steps were taken to examine fish-habitat interactions
and the ultimate development of a spatially explicit, habitat-based
popuiation model for yellow perch (Figure A).

e The selection of a study area and species for which habitat and
fisheries data were available,

e The selection and compilation of spatially explicit, habitat information
that is relevant to the life processes (vital rates) or preferences of the
test species (Chapter 1),

e The incorporation of habitat information for the test species into a
habitat assessment for the life stages of the test species in the study
area. This involves the generation of suitability indices where no direct
linkage between habitat and life processes has been established
empirically (Chapter 2),

¢ Validation of habitat suitability assessments where adequate spatial
distribution data exist (Chapter 3),

¢ The development of a spatially explicit, habitat-based population
model, and the testing of alternate hypotheses using simulations,
about how habitat affects early life history stages of perch (Chapter 4).

Compilation of
Temporal and Spatial
Habitat Information

Species Habitat
Requirements

Habitat Standardized Weighted
Suitability > Habitat Mapping Suitable Area
Indices (GIS) Estimates

¥
Spatial
Database

.| Spatial Stage-Structured
Population Model

Figure A: Outline of steps used in the habitat assessment of the yellow
perch population.



Chapter 1

Characterizing physical habitat from
a fish’s perspective.

Physical-biological interactions should be quantifiable in a hierarchical
manner, if we approach the problems systematically.
— Roff & Taylor (2000)
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1.0 INTRODUCTION

Chapter 1 focussed on collecting information on aspects of physical
habitat, including bathymetric data, substrate type, vegetation,
temperature and exposure to wind and wave processes. It begins with a
brief introduction and description of these variables and their relative
importance as fish community structuring factors, followed by a
methodological description of how physical habitat in the Long Point Bay,
Lake Erie ecosystem was mapped and modelled for different purposes in
the thesis.

1.0.1 Spatial Issues and Fish Habitat

The scientific literature is replete with the habitat requirements of
many species and the availability and presence of those habitats is usually
linked, although heuristically, with population distributions, success and
sometimes enhancement. With regard to distributions, Matthews (1998)
wrote that nothing is more critical to zonation of fish in lakes than the
existence of different kinds of littoral structure, substrate, or vegetation in
shallow waters. Hayes (1999) stated that fish and other aquatic
organisms need habitat to survive, and the productive capacity of the
environment depends upon how well their needs are met. With regard to
management of different species, Summerfelt (1999) suggested various
habitat changes that would benefit different fish species. The
enhancement of gravel shoals would improve walleye (Sander vitreus)
and smallmouth bass (Micropterus dolomieu) habitat. The enhancement
of shallow vegetated bays for yellow perch (Perca flavescens) and
northern pike (Esox lucius) would be beneficial, as well as reducing the
extent of fetch and windswept beaches for largemouth bass (Micropterus
salmoides) and crappie (Pomoxis nigromaculatus) would improve
recruitment in those species. Yet, the quantitative link between habitat
and fish populations remains tenuous (Rose 2000), and therefore it is
difficult to assess the long-term dynamics of these populations.

The Fisheries Act of Canada (R.S. 1985, c. F-14) implicitly states
the importance of fish habitat for maintaining the productive capacity of
aquatic systems. Surprisingly, there are few studies that address the
process by which habitat affects populations other than through empirical
connections between environmental variables and year class strength or
experimental studies of habitat preferences. In the past, listed habitat
requirements have historically concentrated on adult life stage
requirements of commercially important species, while early life history
requirements remain poorly understood. Notably, Lane et al. (1996a,b)
have compiled early life stage, habitat associations for many species in
Ontario. However, any population assessment would require the inclusion
of all habitat requirements for the entire life cycle of a fish to be complete,
such as in Minns et al. (1996) and Bartholow et al. (1993).

Jones et al. (1996) asked how productive capacity should be
measured and how well we understand the relationship between
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productive capacity and human-induced habitat change. To understand
human-induced habitat change we must first understand natural habitat
change and its relationship to productive capacity. Jones et al. (1996)
also argued that defining meaningful, measurable metrics of habitat loss
or gain is a need basic to all agencies whose mandate includes the
conservation and restoration of aquatic habitats. Many investigations into
the role of habitat and population dynamics have concentrated on
empirically linking physical features to year class strength of different fish
species or modelling microscale connections to a particular vital rate of a
specific life stage or process. Both practices involve defining a habitat
space or variable at some spatial and temporal scale. In the former case,
habitat characteristics are often reduced to aggregate estimates across
large spatial scales and over relatively longer periods where data is
available. In the latter case, high spatial resolution of a small area over a
short time window is often used. However, as Rose (2000) wrote,
“...biological realism in modelling large-scale phenomena is often
sacrificed” even though we recognize that habitat features vary
significantly temporally and spatially. This study attempts to capture
habitat variability on a time-scale that is meaningful to the early life stages
of a fish at a higher spatial resolution than most large-scale studies.

Part of the output from habitat suitability models includes the
relative weighting of habitat patches in space and their suitability, or
potential contribution, to fish population dynamics. Some terrestrial
conservation area definitions have been based on linking expert systems,
simulation modelling, geographical information systems (GIS), and GAP
analysis approaches (Conroy & Noon 1996), but rarely has this approach
been taken in aquatic systems. GAP analysis is the overlaying of multiple
layers of geographic information to find unique areas that may support
higher production or species richness and diversity. In a similar fashion,
habitat layers can be merged, manipulated, and modelled to obtain
spatially explicit information (and temporally-explicit information, if time
series data are available).

One of the main concerns of habitat mapping for use in population
studies is that the variability of some environmental factors, which change
significantly over time and three-dimensional (3-D) space, is not captured.
Therefore, the traditional and static two-dimensional (2-D) approach to
mapping suitable habitat areas does not necessarily work as it would for
variables that do not change significantly over shorter periods, like bottom
substrate. Most physical surveys of lakes are one-time only if spatially
extensive, or cover a limited area or a limited number of points if
temporally intensive. In many cases, nearshore and offshore surveys are
often mutually exclusive and coastal areas may be ignored because of
difficulty in sampling. Yet, it is widely recognized that the nearshore or
littoral zone needs to be characterised because it is important spawning
and nursery habitat for many fishes (Lane et al. 1996a, 1996b). This
ecotone is the least likely to be mapped because of accessibility or



Ph.D. Thesis S.E Doka McMaster - Biclogy

]

negotiability issues, as well as technical issues involved in obtaining data
remotely.

The alternatives are to devote a lot of time and effort to collecting
good spatial information at regular intervals or to use tools, such as GIS
and physical modelling, to fill in gaps both spatially and temporally.
Various sources of remotely sensed information have become available in
the last decade but their utility in habitat mapping and population
modelling has not been fully realized. Various geostatistical methods are
available for manipulating data in geographic space that have been
underutilized in biology to achieve a resolution in habitat information that is
relevant to biological processes. In this thesis, these various interpolation
and extrapolation methods, such as splines, distance weighting,
triangulation, trend surface analysis, and kriging, were used in a GIS to
map and model habitat characteristics from different sources into a
standardized framework.

1.0.2 Physical Habitat Variables

Lacustrine habitat classification systems often include the following
basic descriptors to varying degrees: water depth, substrate type, and a
vegetation description. A Great Lakes habitat classification system
reported in Sly & Busch (1992) identified two generic habitat types: lake or
open-water habitat including circulatory basins or deepwater reefs; and
nearshore habitat, which included open shoreline, bays or reefs. Wetland
classification adopted a more detailed approach (Cowardin et al. 1979)
with lacustrine (lake) and littoral (nearshore) habitat subsystems broken
into further subclassifications. Lacustrine subsystems were defined as
profundal and nonvegetated with bottom substrate classes of organic,
rock, coarse, or fine sediments. Littoral subsystems were either classified
as vegetated or nonvegetated with subclasses and types. Nonvegetated
areas had different bottom types (organic, rock, coarse and fine
subclasses), which were further categorized into a flat, a beach or bar, or
a rocky shoreline. Vegetated areas were further classified into
submergent (algal or vascular subclasses), floating-leafed, or emergent
classes. Each of the vegetated types was further classified into orders of
organic or mineral substrate content.

These generalised habitat classifications underlie the importance of
vegetation, substrate, and bathymetry as important factors in defining
habitat and offer a basic framework for classification from a fish’s
perspective. However, other physical factors are known to affect fish
distributions and possibly population dynamics. Temperature, turbidity,
and exposure are not only important as structuring influences of physical
habitat, but they act on the distribution of fishes because of preferences,
and have bioenergetics and survival implications for different life stages
across the natural range of each variable. A brief description of each
major habitat variable follows, as well as reasons why these habitat
characteristics were dealt with or not in the remainder of this study.

10
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Bathymetry

Bathymetry is the science of measuring sea floor depths in order to
ascertain bottom topography. A common reference point is required
because of changing water levels; therefore, the International Great Lakes
Datum (1985) or IGLD8S is used as a frame of reference, which is
175.921 meters above sea level at Port Colbourne in Lake Erie. Any
depth soundings for the eastern basin of this Great Lake are corrected to
this low water level datum. Therefore, any data obtained on depths for
Long Point Bay have been standardised to low water levels at this
elevation.

Topography and water depth define the framework within which
fishes live and structure hydrodynamic and thermal regimes to some
extent due to circulation patterns and light penetration (Wetzel 1983).
Water depth is often used in lake habitat classification, with the 5-m depth
contour often delineating the nearshore and offshore zones of lakes.
Many species have documented depth preferences, but preferences
change due to ontogenetic shifts and may be affected by other factors,
such as species interactions and seasonal temperatures. Minns et al.
(1996) modelled different life stages of pike and habitat supply based on
depth and hypsographic shape.

Substrate Type

Substrate type usually refers to a combination of surficial geology
and sediments in aquatic areas. Substrate or sediment types are usually
categorized by particle size or into geomorphologic types. A common
classification would include clay, silt, sand, gravel, cobble, rubble, boulder,
and bedrock (Sly & Busch 1992). Fishes have often been linked to
preferred bottom substrate type, and are especially well documented for
streams. Ultimately, the functional reasons for this type of association
probably depend on the usefulness of that substrate to different life stages
for fulfilling biological needs, such as feeding, spawning, and protection.

Vegetation

Aquatic vegetation usually refers to vascular plants, often
categorized into emergent, submergent and floating-leaved types.
Emergent plants extend above the surface of the water and are usually
rigid. Submergent plants are entirely below the water surface and are not
woody. Floating vegetation can be rooted or not, but most of the plant
tissue is at the water surface. Wetlands and areas with submerged
aquatic vegetation (SAV) have been identified as areas of higher
productivity (Cyr & Downing 1988, Jeppesen et al. 1998, Sgndergaard &
Moss 1998) and are important in structuring littoral communities by
providing cover and refugia (Killgore et al. 1989, Jacobsen et al. 1997,
Crowder et al. 1998, Diehl & Kornijéw 1998, Gasith & Hoyer 1998,
Persson & Crowder 1998). Fish species richness for the lower Great
Lakes was described by a nonlinear relationship with macrophyte density

11
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by Randall et al. (1996). Even though percent cover or density of SAV
and emergents is often used in fish suitability analysis instead of species-
specific descriptions of plant distributions, some fishes do associate with
certain plants or plant forms (Fischer & Eckmann 1997).

Most aquatic vegetation surveys occur during peak times in the
percent cover and density of submergent and emergent plants. The intra-
annual growth and senescence of vegetation and the interannual
succession of different plant communities has largely been ignored in
aquatic habitat surveys. The use of surveys from peak plant densities
may not be adequate in habitat suitability assessments, especially when
determining spring and fall spawning habitat availability when plants are at
the beginning or end of their growing season.

Temperature

Water temperature varies over vertical and horizontal space and
through time depending on solar energy input, the depth of the water
column, and water flow and evaporation (Wetzel 1983). Capturing 3-D
structure in habitat mapping efforts for different fish species is essential for
accurate predictions of distributions and delimiting thermal niches. In
habitat studies, the horizontal variability in temperature has been largely
ignored, with ecologists opting for one-dimensional temperature profiles to
represent an entire water body, assuming that water at the same depth,
regardless of geographic position (nearshore or offshore), has the same
temperature (Casselman & Lewis 1996, Christie & Regier 1988, Rudstam
& Magnuson 1985). Existing habitat models have used surrogate
measures for temperature, such as water depth, which likely relates to
preferred water temperatures, but the relationship can be confounded.
Also, they may have opted not to use spatially explicit representations of
temperature because of the difficulty in obtaining data and modelling
thermal dynamics (Christie & Regier 1988). However, Brandt et al. (1980)
showed that different freshwater fish species segregate along temperature
gradients with those patterns maintained despite rapid oscillations in
thermocline location. Similarly, ocean currents and physical factors, in
addition to vertical stability of the water column (thermocline stability),
have been shown to predict suitable areas for anchovy (MacCall 1990).

In addition, many metabolic rates are affected by temperature and
therefore population vital rates, at some level, must be affected. Most
thermal habitat assessments refer to the work by Magnuson et al. (1979)
that defined a fundamental thermal niche as ‘a range of temperature
around a species’ final preferendum (preferred temperature) that defines
the optimum conditions for activity and metabolism’. It is apparent that
further investigation into the relative importance of thermal structure and
habitat delineation is imperative if this factor might constrain a species at a
particular life stage.

Yet, temperature does not act as the sole factor in defining habitat
suitability and separating fundamental niche from realized niche can be

12
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difficult. Fish were found in significantly lower temperatures in lakes than
were selected in laboratory experiments (Ross and Siniff 1982) and fish
have been documented as competing for favourable temperatures. Some
conflicting reports of the effects of temperature on the life cycle and
distribution of fish suggest that complex and multivariate interactions are
at work, but this is consistent with the multidimensional definition of
habitat.

The importance of temperature as a regulatory factor in population
dynamics can be masked by other aspects of the environment. Negus et
al. (1987) listed factors that modify fish behaviour in thermal gradients:
acclimation temperature, food, light & dissolved oxygen, season,
turbulence, photoperiod, and the distribution of competitors and predators.
Not all these factors can be addressed at once in one modelling exercise,
however, it does underlie the hyperdimensional nature, and hence
difficulty, of defining niche and habitat space.

Fry (1947) described five major effects of temperature: controlling
(setting the pace of development and metabolism), masking (affecting the
expression of other environmental factors), limiting (influencing locomotory
activity and hence distribution), directing (stimulating an orientation
response), and finally as a lethal agent (chronic lethal minimum and
maximum). More “cold” kills are reported than heat kills because, fish are
able to increase their tolerance of high temperatures more quickly, fish
lose heat tolerance slowly, and high temperatures induce frantic activity,
which assists in fleeing whereas cold induces lethargy. Upper
temperature tolerances are well above ambient temperatures in most
natural habitats but not so for lower lethal temperatures (Beitinger et al.
2000).

Several temperature models exist for simulating lake temperature
from very simple regression relationships that predict mean annual
temperatures to complex 1D and 3D models that predict thermal profiles
but require heat budgeting and meteorological inputs. A simple
temperature model developed for Lake Opeongo, Ontario uses littoral
depth, effective fetch, day of year and annual temperature as inputs to
derive daily littoral temperatures (Matuszek & Shuter 1996). This model
has been tested in the Long Point area (Chu et al. In press.), but does not
capture the gradient of temperatures in some areas especially in areas of
riverine input. Currently, 1D and 3D thermal models for Lakes Erie and
Ontario exist (Schertzer et al. 1987; Y.P Chu, pers. com.) However, none
of these methods or models was appropriate to use for predicting
temperatures in Long Point Bay for one of the following reasons:
inadequate temporal and spatial scale output, they required a lot of
meteorological data, or the methodology was not yet fully developed.

Wind, Waves & Exposure
Aside from structuring the shoreline and vegetation, as well as
affecting circulation patterns and thermal regimes, winds and waves affect

13
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habitat selection at different life stages. Sheltered areas are preferred by
most fish species because of high energetic costs of swimming and the
difficulty in feeding in turbulent water (Clady & Hutchinson 1974; Craig &
Kipling 1983; Lammens et al.1990; Bergman 1991; Aalto & Newsome
1993; Bronte et al. 1993; Fisher et al.1996; Lott et al. 1996; Mooij 1996;
Xie & Eggleston 1999; Megrey & Hinckley 2001). Exposure or turbulence
can be calculated using a range of physical models (Keddy 1984; Duarte
& Kalff 1990; Wiesner 1991) but this variable has rarely been linked
quantitatively to functional responses in fish but sometimes to other
physical characteristics of habitat that may be related to wave energy,
such as vegetation and substrate type.

Other Factors

Several other physical habitat factors could affect the distribution,
habitat availability, and vital rates of fish populations. These include
turbidity and light penetration, water levels, and dissolved oxygen levels,
to name a few. Turbidity and light penetration would affect the ability of a
visual predator to find and capture food (Loew & Wahl 1991; Loew et al.
1993), as well as the productivity of the system. Low dissolved oxygen
conditions (Seifert & Spoor 1974, Lam et al. 1987) would affect the
distribution and, ultimately, the mortality of fish depending on their
tolerance limits. Water levels change the total amount of habitat available
at different times of the year. Some habitats, such as wetlands, are
disproportionately affected more than others.

The use of any of the factors listed in this introduction in a habitat-
based assessment would depend entirely on the specific habitat
requirements of a fish species. For example, light is not as important to
yellow perch as it would be for walleye (Sander vitreus) to carry out its life
cycle. Also, data needs to be available at a spatial and temporal
resolution that is amenable to its application. Water level data for 1999
was collected for this study but the spatial resolution of elevation data
used was not amenable to modelling water level fluctuations. Therefore,
the shoreline and water depths were kept static to test other hypotheses
about habitat and fish interactions. Also, information on dissolved oxygen
was not available at a spatial and temporal scale that would be meaningful
to this study.

1.1 METHODS & RESULTS

The following habitat features were chosen for use in subsequent
habitat suitability and modelling efforts because of data availability and
their significant links to yellow perch life stages: depth, temperature,
macrophytes, substrate, and exposure (Table 1.1). Data were compiled
from various sources for generating habitat map layers in a GIS. Sources
included remote sensing information, field data, and existing digital maps.
Sometimes several different sources of information were used to generate
a particular habitat map or time-series.

14
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1.1.1 Shoreline

A shoreline was needed to delimit water and land consistently
between habitat layers. Several different sources of Lake Erie shorelines
with differing resolutions were used and tested in this thesis. This

standardization across habitat layers is important but usually involves a

loss of information as data sources will have the “shoreline” set in different

locations.

1. The 0-m polygon from the bathymetry coverage was used to define the
shoreline in some habitat suitability analyses (Chapter 2). The 0-m
contour in hydrographic mapping is corrected to the low water level
datum (IGLD85). There is moderate shoreline detail but the nearshore
is often inaccurate in shallow areas due to hydrographic survey
limitations (P. Travaglini, DFO-CHS, Burlington, ON, pers.com.).

2. The “dry land” boundary from the Compact Airborne
Spectrophotometric Imagery (CASI) survey was used as a shoreline in
modelling efforts in combination with the bathymetry coverage
(Chapter 4). If no water was present, the CASI survey assigned a dry
land designation to the 3-m? pixel, which may have overlapped with
wetland areas due to difficultly in determining water levels. Also, the
shoreline was not corrected to the proper datum, and therefore
represented the water level at the time of the survey.

3. Ontario Base Map (OBM) coverages of the Long Point area were
obtained through an agreement between OMNR and McMaster Library
(Kathy Moulder, pers. comm.). Twenty-two OBM sheets were
appended (map-joined) to obtain a shoreline of Long Point. This
shoreline was not as detailed as the CASI survey and was used in very
early temperature work.

4. A low resolution Canadian shoreline from the Great Lakes
Environmental Research Laboratory (GLERL) web site was created
from an available vector file and compared with 0-m bathymetry
contour. The GLERL shoreline was inaccurate and not used for any
part of this study.

5. The lowest resolution shoreline was part of a graphic overlay used in
positioning Advanced Very High Resolution Radiometry sea surface
temperature (AVHRR SST) imagery. This shoreline was only used in
processing remote sensing imagery and not used in any geographical
analysis.

6. In general, a shoreline that was obtained from one of the habitat layers
used in the analysis was more appropriate for consistency and
standardisation to avoid slight differences in projections between data
sources. There are two geographic data used to project spatial
information in North America (North American Datum 1927 and
NAD83), which are based on ground-truthing of set coordinates on the
continent. Older spatial information was reprojected using NAD83
where necessary.
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Table 1.1: A complete list of the data sources used for habitat map generation, statistics and modelling in different
analyses for this study.

Variable Source Years Reference
» National Oceanographic & Atmospheric Administration o NOAA 1998
Bathymetry (NOAA) & the Canadian Hydrographic Service (CHS) 1-m 1998 « Minns et al '1 997
contour bathymetry of Lake Erie T ’
. + Rukavina 1976,
Substrate e Offshore survey, Lake Erie 1976 « Thomas et al. 1976
e CASI survey, Long Point Bay July 1995 ¢ Geomatics Int’l Inc. 1997
Vegetation e CASI survey, Long Point Bay July 1995 ¢ Geomatics Int’l Inc. 1997
e Environment Canada — Atmospheric & Environment Service
Wind wind direction and speed data from Long Point station (Stn. 1999 ¢ W.M. Schertzer, pers.com.
6134F10)
e 5 S éﬁédianwlééwsérvicwév,m
io0 Cover = ECloe cover sheets, Lake Erie 19951994 " unpublished data
L . . + Dahl et al. 1995,
« Lake Erie Biological Survey temperature profiles, DFO 1993, 1994 « Graham et al. 1996
» NOAA CoastWatch AVHRR sea surface temperature 1993-1999 o Schwab et al. 1992
imagery for the Great Lakes
Temperature o Onta.rio.Ministry of Natural Resgurces long-term temperature 1993-2000 « L.D. Witzel, pers.com.
monitoring, Inner Bay, Long Point Bay
e Port Dover Municipal Water Intake temperatures 1999-2000 o L.D. Witzel, pers.com.
« This study 1999 e Doka, in prep. (Chap. 1 &

Appendix 1.3)
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1.1.2 Spatial Resolution

The coarsest resolution for spatially explicit data in the data
sources was the remotely sensed temperature imagery. The “base grid”
of the SST imagery for Long Point was used to generate thermal layers,
and in some cases to standardize the other spatial data to a common
resolution. In early work, the grid cells that overlapped the shoreline
where not included in analyses but in later modeling work, the overlap
cells were treated differently and included. The approach that was used is
outlined in each chapter’s methodology section but all methods are dealt
with for each habitat variable in this chapter. The final version of the
matrix is referred to as the “habitat grid” (Figure 1.01) and predominantly
used in Chapter 4.
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Figure 1.01: Grid matrix based on SST imagery resolution (1.4 km) used for
standardizing habitat variables and in habitat-based modelling of the early life history
stages of yellow perch.

In the Long Point SST imagery, the final 30 x 22 grid cells were
assigned ID numbers from 1 to 660 beginning from the upper left corner,
from left to right. This grid matrix resolution was used to standardise all
other habitat layers (slightly different methodology was used in Chapter 2).
The original grid was merged with the CASI shoreline to create a more
detailed polygon coverage that incorporated shoreline features. Land
polygons from the CASI survey, which included islands and nearshore
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features such as marinas, were incorporated. Discrete land, water or
overlap designations for each new polygon were appended to determine
which of the original cells overlapped the new shoreline or were
completely water. The area of water within each grid cell of the matrix was
calculated by adding all the smaller polygon areas with water designations
within each cell. In an effort to standardise the size of grid cells within the
modelling environment a minimum water area per grid cell was calculated
as a cut-off. Any cell (usually either a single water polygon or group of
polygons) with less than the cut-off area was merged with the closest cell
with similar habitat characteristics. Some grid cells were divided by land
features (e.g. the small spit running northward from Long Point) and very
small polygons were created along the shoreline in some cases. Grid
cells that were divided by land features were reassigned to adjacent grid
cell IDs (Figure 1.01).

The cut-off for merging adjacent cells was established by using a
frequency plot of the area of water contained in each of the cells that
overlapped the land-water interface and a rough calculation of the number
of adult perch that this area could hold based on their home range size.
The size distribution of overlap cells and their associated water areas was
bimodal, with the lower mode having a mean around 100,000 m? and the
higher mode around 429,526 m?. The minimum home range calculations
for an adult perch are logeHR = -2.56 + 3.57 Y + 1.52 * (logeL) where Y = 0
in riverine environments and Y = 1 in lacustrine (HR = home range in m?
and L = Length in mm; Minns 1995). The average size of adult perch is 20
cm. Therefore the home range of an average perch was calculated as
8634 m2. The number of adult fish which could fit into the modal areas
listed above would be 12 and 50 fish, respectively, based on the home
range size. An area that supported less than a dozen fish was deemed to
be too small of a cell area for modelling purposes. Therefore a cut-off of
roughly 10 ha was chosen which resulted in 10 grid cell IDs being
reassigned to neighbouring polygon groups. Leaving these celis separate
may have introduced unpredictable effects on suitable area calculations in
the model (Chapter 4).

Of the original 660 total cells in the grid matrix; 239 land cells, 86
overlap cells (which were further subdivided into land and water polygons)
and 335 water cells were created. The 60 grid cells south of the Long
Point spit were designated as not accessible and not used in any further
analysis. After reassignment, there were 400 functional cells in total used
in the modelling environment or base matrix. The cell numbering system,
and the associated attributes, were linked to all the other habitat layers in
the GIS by merging the matrix polygon coverage with other habitat
coverages.

1.1.3 Bathymetry and Water Depth

Bathymetric soundings for all of Lake Erie were compiled by NOAA
and the Canadian Hydrographic Service (CHS) using depth sounding
surveys. One-metre depth contours were generated from the point data in
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an Arclnfo coverage. A preliminary version of this coverage was supplied
to the GIS lab at the Great Lakes Laboratory for Fisheries and Aquatic
Sciences (GLLFAS) in Burlington (C.N. Bakelaar pers.com.). The original
line coverage provided was corrected for node errors and was converted
to a polygon coverage (Minns et al. 1999). The final, 1-m resolution
bathymetric contour map for Lake Erie was used in this thesis (Figure
1.02; NOAA 1998).

The NOAA bathymetry polygon coverage for Lake Erie (Table 1.1)
was converted to a NAD83 projection from NAD27 for consistency across
habitat information layers. By merging the base grid from SST imagery
and the contour polygon coverage for depth, a square polygon coverage
was created. An average maximum depth was calculated for each grid
cell using an area-weighted mean for all the original depth polygons
(contours) within the cell’'s boundary. Maximum depths were also
extracted for each cell. Depth calculations were rounded to the nearest
metre for use in thermal layer generation.

Figure 1.02: One-metre bathymeitric contours of waters in Long Point Bay and Lake Erie
south of Long Point spit. (Colours change at approximately 5-m intervals).

1.1.4 Substrate Type & Vegetation

Two sources of substrate & vegetation information were available
for Long Point Bay, Lake Erie: a high-resolution, nearshore, remote
sensing survey of Long Point and a field-based, point survey of offshore
substrates in Lake Erie.
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Compact Airborne Spectrophotometric Imagery (CASI) survey

A nearshore, CASI survey was conducted over Long Point Bay on
July 27" of 1995 by various federal and provincial agencies. The remote-
sensing survey covered areas up to 5-m depth. The spatial resolution of
the CASI inventory was 3-m in a raster format. Geomatics International
Inc. (1997) conducted a spectral analysis of the remote sensing
information and converted the imagery to vegetation categories (densities
and types; Figure 1.03) and substrate classifications (Figure 1.04). The
original classifications can be found in Minns et al. (1999).

Offshore Substrate Surveys

Offshore substrate data was originally obtained from Thomas
(1976) and Rukavina (1976) grab sample point surveys. The point
samples were interpolated using Voronoi tessellation and substrate
classification was similar to the CASI classifications used in the nearshore
survey (Minns & Bakelaar 1999; Figure 1.05). Voronoi tessellation is
derived from triangulated irregular network (TIN) methodology and is
suitable for breaklines and abrupt changes. A triangulated irregular
network, or TIN, is a vector coverage with fewer data points required than
grid methods. TINs are not smooth surfaces and an even distribution of
data is best. They are not suitable for extrapolation and the original data
is kept in the final output.

Figure 1.03: Several scenes of CASI survey information on submergent vegetation
percent cover categories for the tip of Long Point sand bar. CASI survey raster
information is very detailed at 3-m resolution.
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Figure 1.04: Several scenes of the CASI survey on substrate type for the tip of Long

Point at 3-m resolution. Substrate type in dense submergent vegetation was assigned a
combination of sand/muck/clay.

2] Glacial till
[1sand & silt
Silt
[]silt & sand

[ JGravel & mud
Gravel & sand
[_JClay

[_IClay & gravel
f_]Clay & sand
Sand

Sand & gravel
Sand & mud
Mud

Figure 1.05: Voronoi polygons for substrate type interpolated from point survey data in
Rukavina (1976) and Thomas ef al. (1976) for an offshore survey of Lake Erie, including
Long Point Bay (see Minns & Bakelaar 1999 and Minns et al. 1999 for a detailed
methodology).
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Substrate Type Standardization

Both nearshore and offshore substrate was classified into the
categories that were used in the CASI (nearshore) survey of Long Point
and merged into one coverage. Categories of substrate type included
boulder, rubble, cobble, gravel, sand, silt, clay, bedrock and hardpan clay
(Figure 1.06). Any empty polygons that were created between the
nearshore and offshore coverages with missing data were assigned an
average % composition of the surrounding polygons. Also, there was
some misclassification error in determining substrate type from CASI data
in certain areas due to the presence of vegetation. Therefore,
assumptions were made about substrate composition in highly-vegetated
areas that had missing data. These areas were assigned an equal
combination of silt, sand and clay; consistent with inner bay soil types
(MacGregor & Witzel 1987).
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Figure 1.06: Comparison of the percent composition (log scale) of standardized
substrate type classifications in the nearshore zone (CASI survey < 5 m) and in all of
Long Point Bay, Lake Erie (offshore data from Rukavina 1976 and Thomas 1976).

The original 3-m resolution raster information was converted to a
polygon coverage that merged cells of similar substrate composition from
the CASI survey. Some of these polygons had percent composition
values for mixed substrate types as attributes (e.g. 50% sand/silt
combination; see original CASI categories in Minns et al. 1999). When the
data was standardized to the habitat grid resolution, the grid polygon
coverage was overlaid on the merged substrate polygon coverages and
the grid cell IDs were appended to polygons that fell within each cell’s
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boundary. The dominant substrate type by grid cell is shown in Figure
1.07. The percent composition of each substrate type (from boulder to
clay), based on a weighted average of the polygons contained within
each cell, was calculated using Equation 1.01 and the water area within
each cell of the habitat grid.

BEDROCK

COBBLE
GRAVEL

| HARDPAN
RUBBLE
| SAND
I SILT

Figure 1.07: Dominant substrate type by cell in the habitat grid of Long Point Bay, Lake
Erie.

Z(%compa -area, ...%comp,, - area,)

. — 1—=n -
Equation 1.01: %comp , = P ,wherea=
H,

substrate type and n = the number of polygons within the cell.

Vegetation Standardization & Time-series modelling

Emergent vegetation and submergent density polygon coverages
were created from the high resolution CASI survey raster information and
were standardized to the habitat grid resolution. In a similar fashion as
the substrate reclassification, the percent area of emergent vegetation, no
vegetation, and high (71-100% cover), medium (31-70% cover) and low
(1-30% cover) submergent vegetation density categories was calculated
for each grid cell. Any cells or polygons with missing values within the
CASI nearshore boundary (up to a depth of 5 m), were assigned the
characteristics of neighbouring cells using an 8-cell neighbourhood
averaging. It was assumed that offshore areas were not vegetated
beyond the CASI survey (> 5 m) and these cells were assigned to a ‘no
vegetation’ category. There was some overlap between land polygons and
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emergent vegetation coverages, because of the shoreline delineation.
Therefore, only vegetation in water polygons were used in the calculations
of percent cover. The dominant submergent vegetation in the habitat grid
was mapped (Figure 1.08) and the percent composition of vegetation
zones in the nearshore and all of Long Point Bay was summarized (Figure

1.09).

-

Submergent Cover Z,l

0%
1-30%
31-70%
1-100%

s o

Figure 1.08: Dominant submergent vegetation category by cell, standardized to the
habitat matrix resolution (Long Point Bay, Lake Erie).
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Figure 1.09: Percent composition of standardized vegetation categories in the nearshore
zone compared to all of Long Point Bay, Lake Erie in July, 1995.
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The July 1995 CASI survey findings were assumed to be
representative of the maximum annual vegetation growth and areal extent
during the 1990s. The following rules and algorithms were applied to the
CASI vegetation values to mimic annual vegetation growth and
senescence and to introduce daily temporal dynamics in vegetative cover.
The temporal dynamics of vegetation has not commonly been used in
habitat assessments because of labour-intensive field studies that would
be required and also for lack of data on the patterns of vegetation growth
and senescence. Habitat studies have been criticized for this oversight.
Therefore, a model was developed that mimicked a generic growth/decay
curve for vegetation on a daily basis.

1. An assumption was made that emergent vegetation roots and stalks
remain intact in the water all year round even though above water the
vegetation would grow and senesce. Therefore the extent and inferred
density of emergent vegetation was set at CASI survey levels for the
entire year.

2. Submergent vegetation spatial coverage follows a parabolic pattern of
growth and decay (Wetzel 1983) The general equation for a
parabolic curve is, y=a(x-h)? + k, where the maximum or critical point is
(h, k). The dependent variable was set as percent cover of
submergent vegetation and the independent variable as Julian day
because of light. As the CASI survey was conducted on July 27", h =
Julian day 212; the assumed date of maximum submergent vegetatlon
density and areal coverage (k = total CASI submergent % cover).

3. An arbitrary date of Dec 1% (Day 335) was chosen as the date when all
submergent vegetation dies, therefore the upper x-intercept is (335,0).
Substituting in the parabohc equation, the slope of the equation was
solved as: 0 = a(335-212)° + 1 (where k=1or 100% cover as a
proportion), therefore a = -1/(123)?. This slope was used for all
submergent vegetation cover in the final equation (Equation 1.02).
This slope and equation were applied to all grid cells regardless of the
total submergent vegetation cover to obtain the maximum % cover on
each day of the year.

Equation 1.02: % total submergent = -1/(123)* * (Julian - 212)? + %CASIsubmergent

4. As submergent vegetation % cover is a combination of three different
density categories (0-30%, 30-70% and 70-100% densities), the total
submergent cover equation was used to calculate similar growth/decay
curves for each category that would add to this total. The Julian days
when 70% and 30% submergent cover occurred were determined from
the total submergent vegetation growth/decay equation. 70% cover
was reached at Day 279; 30% cover at Day 316. These dates (Julian
days) were used as x-intercepts for other parabolic equations
generated for each of the submergent vegetation density categories.
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Slopes of the parabolic equations for those submergent categories
were calculated in the same manner as outlined in step 3, the 70-100%
submergent category had a slope of -1/67° and the 30-70% category’s
slope was -1/1042. The final equations (1.03 and 1.04) were used to
calculate the percent cover of each of these vegetation classes daily.
(N.B. This approach assumed that density and areal coverage vary
over time in the same manner.)

Equation 1.03: % 70-100 submergent = -1/(67)° * (JD-212)? + %CASI(70-
100%submergent), where JD = Julian Day

Equation 1.04: % 30-70 submergent = -1/(1 04)% * (JD-212)% + %30-70submergent,
where JD = Julian Day (Note that the term in the 30-70% equation is not the maximum
30-70% cover from the CASI survey, but incorporates the decrease in density of the 70-
100% submergent category to the 30-70% category due to senescence. The contribution
from the 70-100% category and the 30-70% maximum from the CASI survey was used
as the critical point of the curve in this equation and is constantly changing over time.)

5. The maximum percent cover of the 0-30% density submergent
category was calculated by determining the remainder of the
submergent area that was not used by other density categories
(Equation 1.05).

Equation 1.05: %0-30 subm = % total subm — (%70-100 subm) — (%30-70 subm)

6. Finally, the daily percent of the area with no vegetation was
determined by subtracting the submergent and emergent areas from
the total water area of each grid cell.

1.0
0. ==| — Emergents
' | == Total Submergents

s 06
3 ==71-100% Subm
] == 31-70% Subm
e 04 “=1-30% Subm

o == No Vegetation

A5
0.0 k

J FMAMJI J A S OND
Figure 1.10: Example of the daily vegetation category changes due to modelied growth
and senescence of macrophytes in a cell of the habitat grid with 21% emergent cover ,
3% moderate density and 76% high density submergent coverage during peak times in
Long Point Bay.
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An example of the annual proportional changes in vegetation for
one of the cells’ in the habitat matrix is shown in Figure 1.10 with
categories using the equations outlined above

1.1.5 Thermal Data

Three different sources of temperature information were used in
this study at varying spatial and temporal scales: temperature profiles at a
few stations collected at weekly to biweekly intervals in another study,
Advanced Very High Resolution Radiometry (AVHRR) satellite images of
sea surface temperature (SST) in the lower Great Lakes, and quarter-hour
nearshore water temperatures collected as part of this study.

Lake Erie Biomonitoring Temperature Data

Temperature profiles were taken for the Lake Erie Biological (LEB)
survey conducted by Fisheries & Oceans Canada (DFO) at 3 stations in
the outer bay of Long Point every 2 weeks between April — October, 1993
and weekly between April — November, 1994 (Dahl et al. 1995, Graham et
al. 1996). There were 3 LEB study sites at average depths of 6-, 9- and
38-m. A Hydrolab datalogger was used to take measurements every
second while the Hydrolab was lowered on average 0.5 m-s™. However,
more readings were taken around the thermocline. Associated Loran-C
positions were provided for each profile taken (Figure 1.11) and converted
to latitude and longitude for use in a GIS.

The LEB profiles for each site and year were linearly interpolated
and extrapolated through vertical space and time (using available ice
cover charts) to produce daily profiles at 0.2-m depth intervals (for the 38-
m site) and 0.1-m depth-intervals (6- & 9-m sites; Figures 1.12 & 1.13).
[N.B. Interpolation was performed by W.S. Schertzer of Environment
Canada (pers.com.).]

Even though LEB profiles were not taken at the exact same
position each sampling date, the scatter of points covered an area roughly
equivalent to the grid cell resolution of SST imagery. The error in spatial
location was assumed to be negligible at this scale.
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e LEB profile sites (1993-94)
# OMNR Loggers (1990s var)
@ Doka Loggers (1999)

© Missing logger

Figure 1.11: Lake Erie Biomonitoring sites for profile data (1993-1994), OMNR
temperature logger locations (inner bay site is continuous through most of the 90s, other
sites were 1999 only) including the Port Dover water intake, and nearshore temperature
logger locations (1999) used in this thesis. (Please refer to Table 1.2 for an explanation of
site codes and metadata.)

AVHRR imagery

Sea surface temperature information from satellite imagery is
available for the Great Lakes from the National Oceanic and Atmospheric
Administration (NOAA) CoastWatch program. NOAA supplies this
information from satellites equipped with AVHRR,; a radiation-detection
instrument onboard several of NOAA’s TIROS-N Polar Orbiting
Environmental Satellites. The AVHRR remotely measures reflectance that
is converted to sea surface temperature using algorithms for one or more
wavelength bands (or channels) of electronic radiation (see AVHRR
Pathfinder and NOAA’sNational Coastal Active Archive System (NCAAS)
websites listed in references section). Reflectance values are averaged
over the entire area of each pixel in the image. Sea surface temperature
imagery estimates the temperature of the top 3 mm of a water body. The
accuracy of the temperature data is reported as + 1 °C (Vazquez et al.
1995, Leshkevitch et al. 1996).
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Figure 1.12: 1993 temperature profile time-series interpolated from biweekly profile
samples taken at the outer bay LEB stations (E1, E2, E3) and extrapolated using
available ice cover data for Long Point Bay, Lake Erie.

These data are assembled into discrete data sets and appended
with Earth location and calibration information. Satellite passes occur over
the Great Lakes four times daily (two day-time and two night-time passes).
The image of the lower Great Lakes is a 512 x 512 pixel image of Lakes
Huron, Erie and Ontario (Figure 1.14). The original extent of the
CoastWatch scenes for the lower lakes is from latitude 40.765625 to
46.734375, and longitude —75.882812 to -84.156250. The raster imagery
is available at a local area resolution of 1.1-km per pixel, although in
practice it is 1.44-km resolution (see georeferencing section under thermal
data). The NCAAS database is available for selecting specific scenes or
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images from their website and then downloading the chosen files via file
transfer protocol (FTP).

AVHRR imagery files are stored as binary data in compressed files.
The original satellite data were converted using software provided by
NOAA to generate colour images of sea surface temperature that are
user-defined. DECCON v1.4 freeware (DECompression and CONversion
software)) is a US Army Corps of Engineers C program that
decompresses CoastWatch imagery files. (See Appendix 1.1 for file
nomenclature and format selections.)

0 5 10 15 20 25

E1 6m
E2 38 m
E3 9m

Figure 1.13: 1994 temperature profile time-series interpolated from weekly profile
samples taken at the outer bay LEB stations and extrapolated using available ice cover
data for Long Point Bay, Lake.
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Centigrade temperature conversions are performed on the original
11-bit data that has been converted to a range of colour values (0-250)
over a user-specified range of temperatures using DECCON. (For this
study, the range of -5 to 35 °C was used.) All day-time and night-time
passes or CoastWatch scenes for 1993, 1994 and 1999 were downloaded
for conversion. The files are originally in IMGMAP format and can be
converted to GIF, TIFF, SunRaster and plain raster image formats.
Graphics overlays of the Great Lakes shoreline can be appended to
images and associated metadata can also be extracted to ASCII format.
Header information extracted for all compressed SST files provided
information on the time of the pass and the satellite ID. These variables
were used in a comparative study between satellite imagery derived
temperatures and in situ temperatures collected from dataloggers.
Appendix 1.3 outlines the results of this work.

Figure 1.14: Example of the lower Great Lakes scene from AVHRR SST imagery, May
10, 1993 showing the high degree of spatial variability possible at different time of the
year.

The images were checked visually to determine whether the Long
Point area was cloud-free. Several scenes during the years were partially
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or completely obscured by cloud cover. In 1999, 1460 images were
processed by visual inspection. All bad passes and cloudy images of
Long Point Bay were archived, leaving 326 that were considered usable
images (180 daytime passes; 91 morning and 89 afternoon, and 146
night-time passes; 57 evening and 89 sunrise).

Due to the angle of incidence and swath path of the orbiting
satellite the images required shifting to align them with the supplied
graphic overlay of the Great Lakes shoreline. The shoreline graphic did
not overlap very well in many cases with the thermal gradient between
land and water, which is usually obvious in most images. Therefore, many
images were visually corrected to be in the same geographic space before
further processing by using the shoreline overlay to determine the number
of vertical and horizontal pixels that the images required for alignment.
Unfortunately the image shifts did not follow any consistent pattern and
each required an individual, and therefore subjective, realignment. All the
useable images were then reconverted without the overlay graphics
embedded and with the proper shifts. Some images showed distinct
seiche events occurring (i.e. distinct large temperatures drops from one
cell or pixel to the next in offshore areas), therefore the correct geographic
positioning of the image was very important.

The final cloudfree images were batch processed by using Arc
Macro Language (AML) in Arcinfo v7.0.1 (Arc and Grid modules, ESRI ®,
Redlands, CA) for conversion of the image to a grid coverage, re-
georegistration of the image into a Transverse Mercator projection (NAD
83), clipping of the image to the geographic area for analysis, and
conversion of the pixel colour values to temperature values in the final grid
coverages.

The original Mercator projection of the images was not standard,
therefore reprojecting the raster images by rubber-sheeting or warping
was necessary (Nelson May, Stennis Space Centre, pers. comm.) Due to
the fact that the study area was quite small in comparison with the original
image, and that the original image’s georegistration and position was
inaccurate, a more accurate, local georeferencing was accomplished by
using known features and co-ordinates in the Long Point area. This
clipped image was warped, using a rubber-sheeting method, to the correct
Long Point Bay geographic space by using 10 UTM co-ordinates of
prominent features in the area from a hard-copy map (Long Point 40-1/9
edition 7. 1994. EMR Can. 1000 UTM grid zone 17. NAD 83.
Transverse Mercator projection) and linking them to grid cell co-ordinates.

During the rubber-sheeting or warp transformation of satellite
imagery, there was transformation error when clipping to study area box
coordinates. (Appendix 1.2; N.B. all satellite files that were converted to
grids have the same error rates). The area of one pixel after
transformation was 1.44 km * 1.44 km = 2.07 km? (cited as 1.1-km
resolution by CoastWatch) but the discrepancy was not entirely related to
image processing. The study area boundary was clipped to 533282.489 —
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585429.565 m W and 4690775.557 — 4742922.634 m N in UTM co-
ordinate space, Zone 17, which defined the Long Point study area.

The final, clipped grid (30 x 22 pixels) was converted to
temperature values using Equation 1.07. The linear equation was
determined from colour values, the independent variables, which ranged
between 0-250, and a user-specified, temperature range of -5 to 35 °C,
the dependent variable. Cloudy pixel values were very cold and were
assigned a colour value of 0 automatically and therefore translate to
temperature values of -5 °C, which could also indicate ice conditions. Any
temperature below 0 °C was reassigned to null values. Any missing
values in the water portion of the grid during ice-free conditions (i.e.
clouds) were assigned new values by interpolation using a nearest
neighbour (8-cell average) procedure in Arcinfo.

Equation 1.07: Temp (°C) = 0.16 * Colour — 5, where Temp = surface temperature

Nearshore temperature study

In situ temperature data were collected in order to validate
nearshore satellite temperatures and to determine the temporal dynamics
of thermal structure at a finer scale than satellite imagery provided. Ten,
Onset StowAway Tidbit™ temperature dataloggers were deployed in the
Long Point Bay area in 1999 (Figure 1.11; Table 1.2). Dataloggers were
suspended in a white PVC tube that allowed water flow but shaded the
logger from direct sunlight. PVC tubes were attached to anchors, wooden
stakes or navigational buoys but all dataloggers were set at 0.5-1.5 m
water depth. Two of the Long Point dataloggers were lost. The remaining
dataloggers were deployed for various times between April and
December. Dataloggers recorded temperatures every 15 minutes,
however, due to technical difficulties some loggers had missing data in
August and September, 1999.

An additional two dataloggers were deployed by the Ontario
Ministry of Natural Resources (OMNR) in Port Dover, Ontario (Figure
1.11, Table 1.2). One OMNR logger was a long-term monitoring station
for most of the 1990s where the logger was kept in situ year round. An
additional source of temperature information was obtained from the Port
Dover water treatment facility through the OMNR. All the data provided by
the provincial agency was recorded at 2-hour intervals.

The temperatures from all 11 datalogger sites are shown in Figures
1.15 & 1.16. The range of temperatures recorded in the ice free season
was 3 to 28 °C; overwinter water temperatures did not go below -1 °C .
Inner bay dataloggers had similar thermal regimes in 1999 with subtle
differences between sites and a transitional area in mid-bay that behaved
like outer bay dataloggers, probably during inundations. Outer bay
dataloggers were cooler and less variable, with the exception of the south
shore, Doctors Inlet datalogger near the spit that was the most variable of
all Long Point dataloggers
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Table 1.2: List of datalogger site codes & descriptions, equipment, geographic locations, logger & site depths, deployment

S.E Doka

periods, recording intervals & deployment methods (CG = Coast Guard)

McMaster - Biology

Logger

Site

NS;: o Description L:gg:r (;tg“rl;::) I(-Ig:e‘gg:g;:? D(en;:;h D(e“;:;h Deployment Peried E‘::x; Inst_?‘:r;ion
agiy  Fembinagas - Onsel o717 0273 50 70  07/9/99-12/31/09  2hr buoy
Akers (ﬁ‘;‘?ﬂe&a"rﬁ) Onsel| 42637 80432 05 10 Gl Y 15min fixed post
o OIS O o sus a5 o5 (SEEEUD o
Cbuoy CC "ﬁzg’;ﬁma' onsel 42653 80294 10 60  05/16/99-10/29/99 15 min buoy
Doctors (‘gg;g‘j’s‘ l‘:ﬁ::) Snsel 42574 8025 0.5 10 el ee  15min fixed post
ESLEB p LEMe o Omsell 42612 80405 1.0 15 04/27/99-09/28/99 15min  bottom
ECI0  CGfixedlight  Oroe, 42619 80357 1.0 20 O e  15min  bottom
epz @ "i‘t’jg;““a' e, 42765 80485 1.0 60  05/16/99-10/29/99  15min buoy
Million (L‘Q’r?;"’,%’i‘n‘t’%s;) Snsel 42598 80313 05 10 ST O e 15min fixed post
OMNR  OMNR logger ,_%rl‘)fﬁ{,, 42638 -80.364 15 15  01/01/99-12/31/00  2hr bottom
PDWI PortDover — \,vnown 42779 -80.215 15 30  05/13/99-12/31/99  2hr inline pipe

Water Intake
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Figure 1.15: Daily temperature averages for the inner bay logger sites in 1999 (see
Figure 1.10 for datalogger iocations).
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Figure 1.16: Daily temperature averages for the outer by logger sites in 1999 & 2000
(see Figure 1.10 for datalogger locations).
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1.1.6 Thermal Structure Recreation

1993/94 3D Thermal Structure

Originally, 3D thermal structure was recreated using a matrix
interpolation method outlined in Appendix 1.3. A difference matrix was
constructed by using 1 m, average temperature differences for the 6-, 9-,
and 38-m LEB sites then linearly and diagonally interpolating between
maximum depths to recreate temperatures profiles for all site depths in
between. The 3D difference matrix or lookup table was used to create
each 1-m depth layer below the satellite imagery surface temperature grid
as a starting point. Using AML code in Arclnfo, temperatures in
subsequent depth layers were reconstructed based on average
temperature profile differences between 1-m intervals based on the date
and the maximum depth of each cell. An example of the reconstructed
depth layers is shown in Figure 1.17.

Figure 1.17: Thermal layers for May 10, 1993 in Long Point Bay based in interpolation
and extrapolation of SST imagery and LEB profile data.

A TIN was created using the Long Point Bay bathymetry that
allowed visualization of bottom temperatures that were extracted from the
depth layers (Figure 1.18). A TIN is a vector coverage with fewer data
points required than grid methods. TINs are not smooth surfaces and an
even distribution of data is best. They are not suitable for extrapolation
and the original data is kept. These temperature interpolations methods
were only used in the initial work done to thermally characterize Long
Point Bay for yellow perch thermal habitat (Chapter 2) where
reconstruction of 4D thermal structure is an example of the type of
methodology that could be used to calculate realistic thermal volumes but
only works for years where profile data are available (i.e. 1993 & 1994 in
Long Point Bay).
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-— Land

June 13

Figure 1.18: Long Point bottom 1-m temperatures extrapolated and interpolated from
SST imagery and LEB profiles for different dates in 1993. May 10™ temperatures were
draped over a TIN of Long Point Bay derived from bathymetry values.

1999 3D Thermal Structure

Another method was employed to generate 4D thermal structure for
1999 using empirical patterns in thermocline depth, correlations during
upwelling and downwelling events, and the rates of warming and cooling
during different times of the year. This method was used to generate the
daily temperature profiles in the habitat database for the modelling efforts
in Chapter 4. Three sources of temperature data were used to recreate
1999 daily temperatures: surface temperatures derived from satellite
information, LEB profile relationships, and nearshore temperatures from in
situ dataloggers.

Grid-based SST images have high spatial resolution with some
temporal resolution (up to four times daily, weather permitting), while point
temperatures (both profiles and dataloggers) have some vertical and high
temporal resolution, with a spatial component if more than one site was
sampled. Remotely-sensed information can have high error rates for
various reasons (see Appendix 1.3) whereas in situ temperatures are
more accurate locally. To capitalize on the spatial and temporal
resolutions of data from different sources while preserving accuracy,
temperatures were used following these steps to obtain a 4D
representation of thermal structure:

1. Remotely-sensed temperatures were corrected for systematic errors
using in situ data to calibrate daily SST grids.

2. Time-series data was used to interpolate between corrected, average
SST grids.

3. Daily profiles were estimated for each cell within the SST grid, based
on general empirical models of Long Point thermal dynamics
generated from historical data . Relationships between surface
temperature, Julian date and different profile characteristics, such as
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thermocline depth, were developed using the profile data from 1993
and 1994 and applied to 1999 daily surface temperatures to recreate
3D structure.

Correction of Nearshore SST Errors

The mismatch between logger and satellite temperatures was quite
high at some times and in some locations, especially in the nearshore
zone (Appendix 1.3). Various hypotheses about error rates were analysed
using principal components and regression analysis, kriging, and temporal
trend analysis to test spatial and temporal discrepancies between in situ
and remotely-sensed data. Trend surface analysis emphasizes global
versus local trends and uses least-squares linear, quadratic or cubic fit to
interpolate point data. This is a smoothing and approximate method and
the original data is not preserved and is highly affected by extreme and
uneven data points, therefore extrapolation is not reliable. The purpose of
kriging is to locally estimate the mean value of a regionalised variable by a
weighted moving average. There is flexibility in the interpolation model
used, therefore it is better than a simple distance-weighted average.
Regionalised variables are neither random nor deterministic, therefore this
method is better than inverse distance and triangulation because it takes
the spatial process or variogram into account with error and uncertainty
measurements. |t also detects spatial dependence or autocorrelation but
is not suitable for spikes, breaklines or abrupt changes in data. A global
or local interpolator can be used and original data values are preserved.
Semivariance is a measure of the degree of spatial correlation among
sample data points as a function of the distance and direction between the
points

Based on these results, various manipulations were performed to
correct the erroneous temperatures in the grid matrix and maximise
concordance with datalogger values. The results of satellite and in situ
temperature comparisons revealed that nonlinear spatial relationships in
error variance existed, but these were not consistent between dates.
There were general trends in error rates between the inner and outer
bays, between nearshore and offshore temperatures, and between
satellite pass times. Therefore different correction methods were applied
to selected zones in the Long Point grid matrix during different pass times,
which included spatial interpolation techniques and statistically-determined
correction factors.

These methods were applied in the following manner. Due to the
differences observed in SST nearshore error rates and the different
thermal regimes that were detected by dataloggers, the Long Point region
was divided into three thermal zones (Figure 1.19). Water cells in the
Long Point grid matrix were assigned to one of the following zones: an
offshore region, a spit region and an inner bay region which resulted in 21
spit cells, 46 inner bay cells, and 344 outer bay cells. The surface
temperature grids were corrected in the offshore zone with a different
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correction factor depending on the time of the satellite pass. Correction
factors were generated by using linear regression models (forced through
the origin) that regressed daily temperature averages of all offshore
loggers against corresponding grid cell temperatures from satellite
imagery (Table 1.3).

!

HH ' |
L ' 1 1]
Figure 1.19: Thermal regions used in temperature modelling based on statistical analysis
of satellite and dataloggers temperature data.

Table 1.3: Correction factors (linear regression coefficients for y=mx) for offshore grid
cells determined from datalogger and satellite temperature comparisons at different pass
times. The values were interpolated spatially for each pass time to obtain a grid of
correction values to be applied to the appropriate satellite images.

Satellite Pass Time

Offshore Site Code
Sunrise  Morning Afternoon  Evening

ED2 1.01 0.98 0.94 0.91
4814 1.03 0.98 0.97 0.94
C-buoy 1.01 0.97 0.94 0.91
OMNR 1.07 1.02 0.94 0.96
EC10 1.01 0.99 0.92 0.92
ESLEB 1.08 1.01 0.94 0.96

The correction factors for the datalogger sites were entered into
their associated grid cells and were interpolated by splining in a GIS to
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make a correction factor grid for the offshore zone. With the spline
function, a smooth transition between points is created where the original
data are preserved, it emphasizes trends, not anomalies, and is not good
for patchy distributions. An offshore correction factor grid was created for
sunrise, morning, afternoon and evening passes based on results from
Appendix 1.3, which showed errors were not consistent across passes.
All the SST temperature data in nearshore cells of the spit and inner bay
regions were not used because the error rates were too high at the land-
water interface, as well as at some additional cells in the inner bay that
were not overlap cells. Selected offshore cells that corresponded to
datalogger locations were used to predict the nearshore cell temperatures
at other datalogger locations by using linear relationships with the highest
regression coefficients between datalogger temperatures (Table 1.4,
Figure 1.20). This step was taken to ‘seed’ the nearshore area with
temperatures before extrapolating offshore temperatures into the
nearshore zone, otherwise the spline function would not have extrapolated
properly. The remainder of the missing cell values were generating by
using a nonlinear spline function to extrapolate the existing temperatures
into the warmer nearshore zone. Lastly, the temperature grids from the
same day (up to 4 grids) were averaged to end up with 174 average
temperature grids for 1999.

Table 1.4: Offshore cell IDs used to predict nearshore cell temperatures based on
regression equations developed from 1999 datalogger temperatures.

Cell ID Predicts (Cell ID) Correction Equation

107 76 TNear = TOff

397 393 TNear = 1.07 * TOff
397 483 TNear = 0.93 * TOff
455 490 TNear = 1.01 * TOff
428 554 TNear = 0.99 * TOff
527 559 TNear = 1.02 * TOff

Surface Temperature Temporal interpolation

1999 datalogger temperatures were used to temporally interpolate
between existing grid cell temperatures to obtain daily surface
temperatures for 191 days in 1999 that had missing SST imagery. The
initial results showed that using daily temperature differences between
logger data were better than linearly interpolating between grid
temperatures when there were missing data, especially over longer
periods of time (Appendix 1.3). Because different thermal regimes were
exhibited by the in situ datalogger temperatures depending on their
location, selected logger sites were chosen as representative of temporal
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changes in each of the three thermal zones (inner, spit, and outer). If data
was not available at the sentinel site then an alternate logger time series
was chosen based on the best fit linear regression relationships between
sentinel sites and adjacent logger sites. During winter months, only
OMNR data was available. Spatial variability in surface temperature
changes was assumed not to vary significantly during the winter months.
The daily temperatures were calculated by using the previous day’s
temperature in that cell, whether interpolated or SST temperature, and
adding the change in daily temperature for the appropriate logger site
(ATiogger ), €ither directly or by using the conversion algorithm in Table 1.5.

Figure 1.20: Map of significant regression coefficients (p<0.05) caiculated for converting
temperatures at different datalogger locations in Long Point Bay. Arrows point to the
independent variable in regression equations.

Table 1.5: Sentinel sites used for each region’s temperature changes (temporal
interpolation)

Thermal Region Datalogger Locations
inner Bay ATomnr
. ATpoctors €Is€ ATomng (Jan — Apr)
Spit Area else ATc.buoy (Aug — Sep)
ATppwi
Outer Bay else ATomnr (Jan — Mar)

else ATppw; = 0.6881 * ATomnr + 1.6706
(°=0.9451; Apr-May)
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Temperature Profile Generation

A statistical analysis using 1993 and 1994 LEB profile data,
produced empirical relationships and general models to calculate the
depth of the thermocline, the thickness of the mesolimnion layer, and the
rate of temperature decrease through the epi-, meso-, and hypolimnions.
These relationships were generated because an accurate estimate of the
changes in daily 3D thermal structure of Long Point Bay without actual
profile data was necessary to calculate suitabilities and vital rates in yellow
perch that are very sensitive to temperature.

Thermocline depth

The interpolated LEB data profiles were used to determine the
depth of thermocline and thickness of the mesolimnion layer. The
temperature difference between 0.5-m depth intervals was calculated for
the daily LEB profiles (Figures 1.21, 1.22, & 1.23). For this analysis, the
thermocline was defined as the depth at which the greatest temperature
change per metre occurred, and which was greater than 1°C difference.
Surface temperature changes, site depth and Julian day were significantly
related to thermocline depth throughout the year.

In 1993 and 1994, the thermocline varied between 10 ~ 19 m in
depth, on average, at the 38-m LEB site and increased in depth through
the year from its establishment in the spring. The thermocline was not
evident until the surface temperature in that location reached > 9 °C and
was not usually at the 6-m site unless upwelling events were occurring.

The average depth and thickness of the mesolimnion for the 3 LEB
sites were statistically linked to the depth of the site and day of year. The
average depth of the thermocline (Zt) was linearly related to the time of
the year (Julian day) under normal and downwelling conditions (Equation
1.08);

Equation 1.08: Z; = JD * 0.144 - 14.98, where JD = Julian day (R? = 0.757; SE = 3.813)

Under upwelling conditions when the thermocline depth was
shallower than average the thermocline depth was also related to site
depth (Equation 1.09):

Equation 1.09: Z1 = Zyax * JD* 0.00379 - 0.516 * Zyax + 4.624, where Zyax = Site depth
(m); (R*=0.7)
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Figure 1,21: Temperature differences between 0.5-m intervals for temporally interpolated
profiles at LEB Station E1 in 1993 & 1994.
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Figure 1.22: Temperature differences between 0.5-m intervals for temporally interpolated
profiles at LEB Station E3 in 1993 & 1994,

Variation around the average thermocline depth at the 38-m site
was assumed to be correlated with internal seiches. Upwelling and
downwelling events have been related to surface temperature changes at
nearshore sites (Bolgrien & Brooks 1992). This was tested in the outer
bay where the surface temperature of the shallow LEB sites was
compared to the variation of the thermocline. To cover the range of
conditions possible under one model of thermocline depth, the slopes and
intercepts of Equations 1.08 and 1.09 must be equal under certain
conditions. A separate equation for the slope of the model was generated
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to incorporate both functions. The slopes would be equal with the
following scalar applied, X/Zuyax * Zmax * 0.00379 = 0.144, where X = 38
under downwelling or normal conditions or Zyax under upwelling
conditions.

1993

50 45 40 35 30 25 20 15 -10 05 00 05

Figure 1.23: Temperature differences between 0.5-m intervals for temporally interpolated
profiles at LEB Station E2 in 1993 & 1994.

Because nearshore sites (6- and 9-m LEB sites) act as ‘sentinel’
sites of upwelling and downwelling events, then the extremes of daily
temperature changes were used to bound the scalar and create a new
equation. Extremes in surface temperature changes at nearshore sites
ranged from £ 7 °C. The relationship between daily temperature
fluctuations at sentinel sites and the magnitude of the thermocline depth
change due to wellings was assumed to be linear. Therefore, the slope of
the relationship between the surface temperature difference (ATy) and the
T, scalar (X) is (38-S;)/14. The x-intercept was solved for by substituting
in the extreme condition values into the equations above, which yielded
Equations 1.10 and 1.11.

Equation 1.10: X = (38-Zyax)/14 * ATow + b (where ATow = -7 and X = Zyax during
upweilings)
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Equation 1.11: X = (38-Zuax)/14 * ATow + b (Where AT, =7 and X = 38 during
downwellings)

Therefore b = Zuax/2 + 19 results. It follows that X = (38-Zuax)/14* ATy +
Zwax/2 + 19, which can be reworked into Equation 1.12.

Equation 1.12: X = (38 * (ATow + 7) — Zuax * (ATow- 7)) / 14

Substituting into the original equation (Equation 1.09) with the
equation for the scalar (X), the equation for thermocline depth now
incorporated all the factors that affected thermocline depth throughout the
year (Equation 1.13).

Equation 1.13: Z7 = (50 * (ATow + 7) - Sz * (ATow -7)) / 14 * JD * 0.00379 - 0.516 * Sz +
4.6247 Where Z7 = thermocline depth, Zyax = site depth, and JD = Julian day and ATow
= surface temperature change in the welling zone. (NOTE: 38 has been changed to 50 in
the final equation because this element of the model had more to do with the maximum
depth of the site than the maximum depth of the thermocline and introduced some
strange dynamics into profile predictions below this depth in its original form when tested
and verified.)

The thermocline depth equation was applied to all the cells in the
grid matrix each day and a “sentinel” site for indicating upwelling and
downwelling events was used to calculate AT,. Cell 224 was the sentinel
site and was close to LEB sites E1 an E3 as well as located in an area
which is indicative of thermal fronts and upwellings in the eastern basin in
SST imagery (Bolgrien & Brooks 1992, Uliman et al. 1998).

Logical tests were also used to correct thermocline depth
predictions because the thermocline model only applied under certain
conditions (i.e. during certain times of the year) and it also needed to be
bounded for unrealistic output. For instance, the maximum depth of the
thermocline was set at 32-m regardless of site depth or time of year. The
logic statements outlined in Figure 1.24 were applied to prevent any errors
due to extrapolation of the model beyond boundary conditions based on
the empirical data.

Mesolimnion thickness

Mesolimnion thickness was defined as the sum of depth layers in
metres that had greater than a 0.5 °C-m™' change in temperature around
the thermocline. The mesolimnion thickness of the LEB profiles was
related to surface temperature throughout the year. A simple linear
regression between surface temperature and mesolimnion thickness
yielded Equation 1.14.
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Ly=Zypux+1

Figure 1.24: Logical statements to correct for predicted thermocline depths that are
outside of boundary conditions. (Zr = thermocline depth and Zyax = site depth)

{Note: The thermocline depth was set at Zyax + 1 if the surface temperature of that cell
was below 10 °C, i.e. the entire profile was generated as epilimnion in this case. Final
values were rounded to the nearest metre.)

Equation 1.14: Meso = 0.49 * T, — 5.24 (R = 0.713, SE = 1.074), where Meso =
mesolimnion thickness (m) and T, = surface temperature (°C). [Note: Mesolimnion
thickness was only calculated during thermocline set up and that only occurred once
surface temperatures reached 10 °C.]

When upwelling occurred, the surface temperature decreased
sharply and the thickness of the mesolimnion was compressed. During
downwellings, the surface temperature rose and the thickness of the
mesolimnion increased (Figure 1.22). Therefore variation around the
linear equation above was a function of surface temperature change at
that site. If surface temperature changes were minimal then the intercept
of the equation was -5.24, as above; the average condition. The largest
surface temperature difference observed from one day to the next was +7
°C . Larger surface temperature changes corresponded to a change in
the intercept to —3.24 during downwelling and -7.24 during upwellings but
no change in slops. Therefore, using these extremes, the intercept of the
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original mesolimnion thickness relationship was modified using a linear
relationship with a slope of -2/7 calculated by using the extreme endpoints
of the function outlined above that defined the upper and lower boundaries
of the mesolimnion thickness function by modifying the intercept.
Therefore, the equation constant was modified by the AT, to obtain
Equation (1.15).

Equation 1.15: Meso = 0.69 * Ty — (AT, * 0.286 + 5.24)

The thermocline usually occurred closer to the top of the
mesolimnion layer. Therefore, the upper depth of the mesolimnion was
arbitrarily set at % of the mesolimnion thickness above the thermocline
using Equation 1.16.

Equation 1.16: Zyomeso = Z1 — Meso / 4

Correspondingly, the depth of the bottom of the mesolimnion was
calculated using Equation 1.17.

Equation 1.17: Zgimmeso = Z7 + Meso * 3/ 4 (0r Zropmeso + MeS0)

If the thermocline depth (Z1) was equal to the site depth (Zmax) + 1 (see
previous section) then mesolimnion thickness (Meso) was setto O m to
avoid assigning bottom depths in the profile to the mesolimnion layer
erroneously. It was also mathematically possible for mesolimnion
thickness to be negative, therefore, values for Meso were restricted to 2 0
m.

Mesolimnion Maximum and Total Profile Temperature Changes

The maximum temperature change over the entire mesolimnion
(ATmeso) in 1993 and 1994 at the 38-m site (the deepest site) was -17.5
and -12.6 °C respectively (N.B. Minimum ATwmeso Could be as low as —0.5
°C at all sites). Average ATwmeso Was related to the thickness of the
mesolimnion layer (Meso) and was modified by site depth (Zuax) in a
nonlinear fashion (Figure 1.25). However the data points were limited
(N=3) so the following approach was taken. If Zyax< 9 m then Equation
1.18 applied, if Zmax is 2 9 m then Equation 1.19 was used.

Equation 1.18: ATy = Meso * (0.3197 ~ 0.3298 * Zuax)
Equation 1.19: ATyes = Meso * (0.0865 * Zyax — 3.2829 — 0.0008 * Zyax’).

The maximum temperature changes at the thermocline (AT~
defined as the maximum difference per metre within the mesolimnion) at
6, 9 and 38 m LEB sites were -2.5, -3.7, and -6 °C , respectively.
Maximum differences usually occurred during an upwelling (i.e. when the
thermocline was compressed). During downwellings, the thermocline
dropped in temperature between 0.5 - 3°C-m' at the 38-m site. The
minimum change in temperature per meter through the mesolimnion was
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defined as 0.5 °C at all sites. The change in temperature through the
thermocline (ATt ) was correlated to the change in temperature through
mesolimnion (ATwueso) and varied due to up and downwellings; which are

captured in surface temperature changes at the sentinel site (ATow:
Equation 1.20). By definition the thermocline must have a minimum of 0.5

°C-m™ temperature change, therefore, the maximum for AT was bounded
at-0.5.

Equation 1.20: ATr = (0.18 — 0.026 * ATow) * ATwmeso — 0.5.

Site depth (m)
0 10 20 30 40 50 60

0.0 \ - ' - ' : ,

0.5
Slope of AT(Meso) rel'n when Zmax < 9m
y=0.3197-0.3298x

-1.0 \ //
15 Slope of AT(Meso) rel'n when Zmax > 9m
y=0.0865x-3.2829-0.0008x2
2.0 \ /
Y

2.5

Mesolimnion Temperature Difference Slope

i

-3.0

Figure 1.25: The slope of the equation for predicting the change in temperature over the
mesolimnion from mesolimnion thickness was related to site depth by the relationships
shown.

Limnion rates of temperature change

Average rates of cooling through the epilimnion, metalimnion and
hypolimnion (and associated summary statistics) were calculated using
the1993 and 1994 LEB profile data and the following spatial and temporal
thermal behaviour was gleaned from the LEB data. The average change
in temperature throughout the entire epilimnion or hypolimnion ranged
between 0 - 1 °C. In the hypolimnion, there was very little change below
the 28-m depth, as well as very little change in temperature once 4 °C was
reached. Otherwise, the water in the hypolimnion cooled slightly if the
temperature > 4 °C. The warmest, hypolimnetic water recorded at the 38-
m LEB site was 8-9 °C. During winter, the water is 0 °C at the top and 2.5
°C at bottom with the greatest difference in the top 1m. The lowest
mesolimnion temperature, when the thermocline has been established,

was 6 °C.
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All water, no matter how deep, was the same temperature
throughout the profile as the surface temperature between Dec 1 (Day
335) and Mar 31 (Day 90) until a 5 °C surface temperature threshold was
exceeded. Water depths < 3 m were assumed to be unithermal because
the 6-m LEB site was isothermal except during upwellings, indicating the
thermocline was deeper than 5-m depth, usually. If the surface
temperature was < 4 °C, then an average rate of increase per meter was
determined and used to generate profiles until 4 °C was reached and
then temperatures were held constant.

There are 3 different equations that were applied to generate
thermal profiles based on generalised rates of epilimnetic, mesolimnetic,
and hypolimnetic temperature change. Winter warming rates were
between 0.002 and 0.005 °C-m™ and all water was considered to be
epilimnetic regardless of depth during that time. Once surface water
temperatures reached 4 °C then cooling rates in the epilimnion were
0.005 °C-m™'. Water in the mesolimnion was cooled based on the total
and maximum temperature differences calculated earlier. Half of the total
decrease in temperature through the mesolimnion, (not including the
maximum difference that occurs at the thermocline), would occur above
the thermocline and the remainder occurred below. The rates of
temperature decrease per metre changed linearly both above and below
the maximum temperature difference at the thermocline (see summary
section for exact rates). If temperatures fell to 6 °C in the mesolimnion,
then the rate of decrease was set at 0.1 °C-m™ for the remainder of the
mesolimnion until temperatures reached a constant 5 °C. In hypolimnetic
waters, the temperature was held constant once it reached 4 °C,
otherwise the rate of decrease was 0.03 °C -m™ when temperatures were
higher.

Summary of Profile Reconstruction

Using all the results from the analysis and modelling of the 1993-94 LEB

data, the following final set of rules and equations were programmed to

generate daily thermal profiles for each grid cell in the Long Point matrix.

1. Each day, the surface temperature and the site depth were extracted
for each cell ID as well as the current and previous day’s surface
temperature for cell 224 (the sentinel site for up/downwellings).

2. A calculation of thermocline depth was determined using the following
equation: Zr = (50 *(ATow + 7) -Sz* (ATow - 7)) / 14 * JD * 0.00379 -
0.516 * Zmax + 4.6247 where Zy = thermocline depth, ATow = surface
temperature change between Day(JD-1) and Day(JD) at the welling
site, (JD = Julian day).

3. Logic statements were used to determine whether Zy should apply. For
example, when the surface temperature was <5 °C , Z1 was forced to
equal Zmax + 1, or when Zy exceeded the limit for thermocline depth, it
was set at 32 m.
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4. Mesolimnion thickness was calculated using the equation: Meso = Ty *
0.49 - (ATow * 0.286 + 5. 24) where ATow = surface temperature
change at Cell 224 (°C-day™"), and Ty is the current cell's surface
temperature. Meso is not calculated if Zr > Zyax or if Zr < 0, which
could happen mathematically.

5. Depths for the mesolimnion layer were calculated as follows: Ztopmeso =
Y4 of Meso above Zt and Zgimmeso = % Of Meso below Zr.

6. The change in temperature across the mesolimnion depended on the
site depth (Zuax) and the mesolimnion thickness (Meso). If Zyax <9 m
then the linear function ATyeso = Meso * 0.3197 - 0.3298 * Zyax was
applied. If Zyax 2 9 m then the quadratlc function ATmeso = Meso *
(0.0865 * Zyax - 3.3829 - 0.0008 * Zyax®) was applied.

7. The temperature difference at the thermocline was determined with the
equation: ATt = (0.18 - 0.026 * ATow) * ATmeso - 0.5, but if ATy < -0.5
then ATt was forced to equal —0.5 (the minimum requirement for
mesolimnion waters) .

8. Depending on the temperature at depth and the position within the
profile the following rates of temperature change (°C-m') were applied
in generating the profile of any particular cell and depth layer (i):

a. Epilimnion
i) if To <0.25 °C then AT; = 0.002 °C'm"’
ii) if To>0.25°C and <4 then AT;=0. 005 °c:m™
iii) if To>4°C then AT, =-0.005 °C-m"*
b. Mesolimnion
i) K Z<Zrthen AT, = (ATmeso — ATT) / 2/ (Z1 = Z1opMeso)
i) fZi=2Zythen AT;= ATt
iii) If Z;> Z7 then AT, = (ATmeso — ATT) / 2/ (ZstmMeso — Z7)
iv) If T; < 6 then AT; = -0.1 °C-m"’
v) If T; < 5 then AT; = -0.002 °C-m”’
¢. Hypolimnion
i) IfTi<4.2then AT, =0
i) Else AT;=0.03°C'm"

These rules were verified by plotting cross-sections and time-series
at different times during the year for the Long Point Bay 3D model output
to see if the model behaved within realistic boundaries. In particular
capturing the spatial and temporal heterogeneity in thermal regimes
between shallow and outer bay sections, as well as phenomena, such as
the thermal bar event in spring was important. Figures 1.26 shows a
latitudinal (east-west) cross-section of inner and outer bays showing
distinct regions of warm and cold water, as well as a weak thermocline in
spring between 7-9 m that is angled downwards because of slight
downwelling. Figure 1.27 shows a time-series of profiles at a 40-m deep
site from May through June of 1999 when the thermocline was developing.
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Figure 1.26: Latitudinal cross-section of profiles through inner and outer Long Point Bay
in late spring, 1999 (See Figure 1.0 for Cell IDs). Surface temperatures ranged from 20
to 9 °C.

01-May 11-May 21-May 31-May 10-Jun 20-Jun 30-Jun 0-1

Figure 1.27: Time-series of profiles for a 40-m deep site in outer Long Point Bay in May
and June, 1999 showing thermocline set-up, upwelling and downwelling events in mid-
June.
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1.1.6 Winds & Exposure

Environment Canada Meteorological Centre provided hourly wind
measurements for a Long Point meteorological station for 1999 (Stn
6134F10, automatic, 1985/8/23 — present, synoptic hourly measurements,
latitude 42° 34’ and longitude 80° 3, elevation 175 feet). Data included
wind speed (m-s™') and direction rounded to the nearest 10° interval. Wind
data and fetch can be used to calculate the relative exposure of a site.
Fetch is the unobstructed distance across water between a point and the
shoreline in a given direction. Direct fetch is the distance measured in one
direction and effective fetch is the weighted average of fetches from
several angles in the same general direction, where angles further from
the main direction carry less weight. The latter method was used in the
Long Point study using an equation from Scheffer et al. (1992; Equation
1.21).

Equation 1.21: F = Z(cos(£) * L(a)) / Z(cos(£)), where F=fetch (km), £ = angle from
primary direction (-45 through +45 degrees); L = Distance along angled direction

The centroid of the grid polygons were used to determine both
direct and effective fetches at 10° angle intervals using an existing Arcinfo
program that was modified for this input data (C.N. Bakelaar & P. Brunette
pers.com.). Normally different angle intervals are used that correspond to
standard directions (i.e. northeast), but data supplied from AES did not
follow this format .

For each day in 1999, the hourly wind speeds were averaged for
each of the 10° directions. A relative exposure for each point (centroid)
was calculated based on an equation developed by Keddy (1984;
Equation 1.22):

Equation 1.22: E = Z(W - p+F,), Where E = exposure (km*hr'"), £ = 10° interval
£=1-36

of wind direction, W = mean wind speed (km-h™), p = the proportion of the day wind was

from that direction (£), and F = the direct or effective fetch in that direction (km).

Effective fetches were used in the equation to calculate exposures.
Missing wind data required that only days with more than 6 hourly wind
measurements were used to calculate daily averages. September 16,
1999 was the only date that did not pass this criteria. Therefore, a daily
exposure value was calculated by averaging September 15 and 17"
exposures values. An example of a daily fetch map is shown in Figure
1.28.

While many references to sheltered or exposed fish habitat
preferences exist (Aalto & Newsome 1993, Fischer & Eckmann 1997), the
link to fish vital rates is largely not quantified. The calculation of exposure
values, however, allowed for a relative exposure comparison between
areas in Long Point Bay. The distribution of exposures for all grid cells
under 1999 wind conditions is shown in Figure 1.29.
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Exposure gradient (km2-hr)

 July 15, 1999 (Prevailing Wind Direction) .

Figure 1.28: Example of an exposure map for Long Point Bay, Lake Erie based on July
15, 1999 wind conditions. Exposure values were calculated according to Keddy (1984).
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Figure 1.29: Frequency distribution of exposure values calculated for all grid celis and
days in 1999 in Long Point Bay, L.ake Erie.

1.2 DISCUSSION

Many larger scale studies of habitat-based effects on population
dynamics of fish have ignored the spatial and temporal heterogeneity of
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habitat. Various sources of information at differing resolutions were used
in initial habitat analysis and then standardized for use in a habitat-based
model (Table 1.6). Five elements of physical habitat in total were mapped
or modelled because they are important to yellow perch: bathymetry,
substrate type, vegetation, temperature and exposure. Not all the
variables were used in every analysis but all the methodology was
presented here for future reference. This chapter outlined the steps that
were taken to ultimately capture this heterogeneity and variability at a
moderate spatial resolution (1.4 km) and daily time step in Long Point Bay,

Lake Erie.

In all subsequent analysis, bathymetry and substrate type were
considered static throughout the analyses, even though different years in
the 1990s were analysed in Chapters 2, 3 and 4 and the characteristics
were surveyed at different times. A vegetation survey was modified
through a generic model to obtain daily vegetation coverage changes over
a year for the daily time-step employed in Chapter 4. In the initial habitat
assessment work, vegetation was not modelled daily (Chapter 2 & 3).
Temperature was interpolated and extrapolated both temporally and
spatially. Initial habitat assessments used daytime, cloudfree, satellite
imagery as the basis for 3D structure (Chapter 2), but was later modelled
on a daily basis, using various data sources, and calibrated to the Long
Point system (Chapter 4 & Appendix 1.3). Daily exposure values were
calculated using shoreline, fetch, and wind information for the area
(Chapter 4). All these steps provided a standardized basis for habitat
suitability analysis and early life stage habitat-based modelling for yellow
perch, Perca flavescens.

Table 1.6: A list of the habitat characteristics used in this study and the years they were
surveyed, the spatial and temporal resolution used in each chapter’s analyses for
different years of thermal data.

- Year(s) Spatial (Vertical) Temporal Chapter (Years
Characteristic Surveyed Resolution Resolution Represented)
Bathymetry Multiyear e 1-m contours e Static ©2,3(1993,1998)
e 1.4-km e Static e 4 (1999)

Vegetation 1995 e3-m e Static ©2,3(1993,1998)
e 1.4-km e Daily e 4 (1999)

Substrate 1995 & 1976 ¢ 3-m, variable o Static © 2,3 (1993,1998)
e 1.4-km e Static ® 4 (1999)

Temperature ©1993,1998 e 1.4-km (1-m) e Variable 2,3 (1993,1998)
¢ 1999 o Daily e 4 (1999)
Exposure 1999 e 1.4-km e Daily e 4 (1999)
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The final database of habitat characteristics for each cell consisted of
both static and temporally variable information:

o daily vegetation densities and classifications derived using a
vegetation model based on CASI data maxima;

o daily, wind-speed and direction-based exposure measurements
using effective fetch calculations;

e static, substrate percent composition from CASI and offshore point
data,
static, area-weighted, mean depth from bathymetry data and;
daily temperatures by 1-m depth intervals using generalised profile
relationships from LEB point data, and interpolating both spatially
and temporally using satellite imagery and nearshore temperatures

Using the habitat tables and each cell ID and date combination for
1999 (the primary and secondary key fields in the database) the following
information was extracted on a daily basis for use in the habitat model
(Chapter 4): the temperature profile, a substrate array with the list of
proportions for each substrate category, a macrophyte array with the list of
percent areal coverage of the different macrophyte categories, an
exposure value, and the average depth of the cell (Figure 1.30).

Macroph Daily Exposure
Cell_ID a Cell_ID

Date Date S
% Submergent Wwat Eff Fetch
% Emergent Temperature
% No Cover
CelliD Cell ID
Latitude %Clay
Longitude o Silt
Area %Sand
Awgt Max Depth L/O/w %Gravel
Water Area %Cobble
Adjacency... °.Rubble
%Boulder
. Key field D Secondary Links %Hardpan Clay
%Bedrock

Figure 1.30: Structure of the habitat database used for modelling. Grid cell IDs linked
the habitat attributes between tables, and date linked the daily habitat attributes. (Wwgt
Eff Fetch = wind-weighted effective fetch, Awgt Max Depth = area-weighted maximum

depth).
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Chapter 2

Thermal and physical habitat assessment for |
yellow perch at different life stages.

...changes in fish habitat can be integrated with changes in
fish growth, survival and reproduction... Hayes et al. (1996)
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2.0 INTRODUCTION

This chapter focuses on the connection between habitat and
ontogenetic niche shifts in perch life history, with the aim of determining
suitable habitat availability for the Long Point Bay perch population. To
perform a habitat suitability assessment, the detailed habitat requirements
and associations of yellow perch at different life stages were compiled
(Appendix 2.1), along with details of perch life history and behaviour. It is
difficult to distil the many, often conflicting, habitat associations of yellow
perch reported in the literature into definitions of suitable habitat.
Therefore, the habitat suitability indices and models used to map and
identify the areas of suitable habitat for fish species are reviewed.
Thermal habitat suitability indices were developed and applied to spatially
explicit information for Long Point Bay, Lake Erie (Chapter 1). That
habitat suitability analysis mainly focused on the location and variability of
thermal habitat for different life stages. Here, thermal habitat is
incorporated into a temporally-aggregated approach for determining
annual physical habitat suitability and availability to further gauge which
habitats may be limiting the perch population in the Long Point area.

2.0.1 Habitat suitability indices and habitat modelling

Habitat suitability assessments often exploit pattern-based
relationships between species distributions and physical habitat
characteristics (Hansen et al. 1999). Gap analysis is commonly used to
map different characteristics of a landscape and overlay them to identify
areas with a high degree of concordance with a species' habitat
requirements (Conroy & Noon 1996). The use of a habitat suitability index
(HSI) quantifies the relative importance of each characteristic on a relative
scale. HSls encapsulate complex sets of interactions between physical
habitat and fish population dynamics by combining relative weightings of
different variables into an index that ranges from 0 (unsuitable) to 1
(excellent). The suitability of one habitat variable, or a suite of variables,
can be based on qualitative ranking or quantitative measurement of a
species’ preference for a particular habitat (pattern-based). Suitability can
also be defined by how vital process rates of individuals (e.g. growth) or
populations (e.g. dispersal) change in different habitats. Sometimes, the
suitability of a location may be limited by ideal-free distribution rules or the
habitat area required per individual. Suitability can be modified by
carrying capacity or vital rate limitations due to density-dependent effects
on the fish population’s performance or production arising from space
limitations. Often, subjective definitions of suitability are assigned using
HSis.

Regardiess of the method used, the relative weightings
incorporated into HSIs are based on suitabilities assigned to categorical or
continuous habitat characteristics. Categorical habitat variables can be
assigned suitabilities individually (i.e. substrate type can be high, medium
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or low suitability) or in combinations of habitat characteristics (i.e. depth x
substrate x vegetation categories). In either case, all categorical
assignments are usually converted to numerical HSI scores when
combined into an overall suitability for a habitat patch. Suitabilities can
also be assigned by establishing a quantitative relationship between a
continuous variable and some aspect of a life stage or population (i.e.
preference gradients or growth potential).

Many habitat suitability index models have been developed for
terrestrial and aquatic species, and used to define suitable habitat areas
using several different approaches (e.g. moose — Hepinstall et al. 1996,
fish & invertebrates -- Brown et al. 2000, birds — Delong & Lamberson
1999). [See National Wetlands Research Center (2003) for a list of HSI
models for different fish and wildlife species.] Many HSI models are
based on empirical relationships between species’ distributions and
habitat data.

Shirvell (1989) evaluated six salmonid habitat suitability models and
their predicted population dynamics. He found they were not
geographically transferable and needed recalibration for new areas.
Because the models were empirical, they predicted well for the systems
they were derived from (50-96%), but not for test datasets. Only 7 — 30%
of the variation was explained in fish abundance or biomass in a new
area. In addition, no variables, from a total of 33, were common among
the six models that predicted fish abundance. He found that the optimum
level of any one variable was relatively constant between geographic
areas but the relative importance of a habitat variable was not. This can
affect the methodology used to combine suitabilities within habitat patches
in an area. Shirvell concluded that the appropriateness of the model
should be determined in a specific area before its application. This implies
that site-specific knowledge of limiting factors, or data, was needed to be
available to test the appropriateness of each model. Shirvell’'s models
were mainly based on pattern-based suitability assignments, which would
need to be calibrated between systems, unless the entire geographic
range of the species was considered. Hence, a generic approach to
habitat suitability assignments based on the complete range of the species
and the overall conditions that the species is found within should be used
and not local distribution and habitat relationships. Local information
cannot cover the entire range of possibilities within the species’
fundamental niche. For this reason, an exhaustive literature review of
Perca flavescens, and its habitat associations, was undertaken to assess
habitat suitabilities over the range of the species with emphasis on
process-based linkages (Appendices 2.1 & 2.2).

More examples of process-based approaches are increasing in the
literature. For example, a simple model was constructed by Hughes
(2000), which predicted the largest size of stream salmonid within 95%
confidence intervals based on habitat selection theory and ranking habitat
by potential growth rate. Brandt and others (Brandt & Hartman 1993,
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Hondorp & Brandt 1996, Mason & Brant 1996b, 1999) have mapped the
vertical and horizontal distribution of potential growth rates for several fish
species in the Great Lakes using a bioenergetics approach with
hydroacoustic surveys. Krieger et al. (1983) developed an HSI model
using a quasi-process-based approach for the prediction of yellow perch
abundance in whole ecosystems after conducting a literature review of
habitat requirements in riverine and lacustrine systems.

The lacustrine HSI model (Krieger et al. 1983) for perch used littoral
area and percent cover as surrogates for food and shelter (Figure 2.01).
The former provided an indirect measure of the habitat available for
insects and small forage fish. A water quality component of the HSI
included temperature, dissolved oxygen (DO), and pH because these
were commonly measured lake attributes and affected abundance,
growth, or survival of perch. Reproduction was affected by percent cover
in the littoral area because these areas are used for spawning.
Temperature influenced spawning and development, while degree-days
between 4 and 10 °C affected gamete viability. Trophic status was
included in the HSI because it was related to yellow perch abundance in
different water bodies. In their model, Krieger et al. (1983) assumed that
the most limiting factor (V1.Vg) determined the carrying capacity of a water
body. However, they did not take into the account the different habitat
requirements of intermediate, early life history stages and the temporal
and spatial variability of habitats within a ecosystem. Based on the review
of habitat associations (Appendix 2.1), there are several characteristics
which Krieger et al. may have overlooked that could affect suitable habitat
supply estimates for yellow perch, such as substrate type and the degree
of wind exposure.

Habitat variables Life requisites

% littoral area (V)
_——l:]— Food/Cover
rea (V,)

% cover in littoral a

Temperature (V)

Dissolved oxygen (V) — W ater Quality

pH (V)

HSI

% cover in littoral area (V,)

Temperature (V) Reproduction
Degree days (4-10C) (V)

Trophic Status (V) Other

Figure 2.01: Habitat suitability model framework for yellow perch from Krieger et al.
(1983).
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The physical habitat simulation model (PHABSIM; Shuler & Nehring
1993) converted water depth, velocity, and substrate composition into fish
habitat units in rivers and streams. Units were called weighted useable
area (WUA) and calculated by using a composite suitability index obtained
by multiplication of individual habitat suitabilities for cover, depth, and
velocity criteria. Very low values (0 - 0.09) were considered unsuitable,
while the remainder of the range (0.1 — 1) was liberally defined as suitable.
This range was further subdivided into optimal (0.5-1.0) and acceptable
(0.1-0.49) habitats. This is illustrative of the non-standard approach in
habitat suitability assessment for determining meaningful thresholds for
unsuitable, suitable, and optimal habitats. They did not find a linear
relationship between stream fish densities and WUA predictions.

Minns et al. (1996) extended a similar approach to test the effect of
habitat supply in an annual population model for pike, where the
population was regulated by the weighted suitable area in a system that
was specific to each life stage’s habitat needs (WSA is equivalent to
WUA). Proportions of WSA for spawning, fry, juveniles, and adults were
calculated and based on a categorical assignment of suitability for depth,
substrate, and vegetation combinations in Hamilton Harbour, Lake
Ontario. The analysis was based on detailed maps to obtain annual
estimates of habitat availability. Minns et al. (1996) found that early life
stages of pike were limited by the lack of suitable habitat in Hamilton
Harbour.

Here, a combination of different methodologies is used to address
spatial and temporal habitat suitability and supply for yellow perch in Long
Point Bay. Issues of scale and the method of habitat suitability calculation
are addressed. The purpose of the analysis is to determine whether
habitat is limiting for a particular life stage by using measures of suitable
habitat supply, both thermal and physical.

2.0.2 Long Point Bay Yellow Perch Habitat Assessment

From the extensive literature review of yellow perch habitat
associations, four variables were chosen for study. Those variables were
temperature, depth, vegetative cover, and substrate type. These factors
were chosen because they have often been used in habitat supply
assessment, there was an a priori link to each life stage’s habitat
requirements, and there was adequate information both spatially and
temporally to map each in Long Point Bay, Lake Erie. Dissolved oxygen,
light and turbidity are not considered here because insufficient information
was available. Information on water levels was available but adequate
shoreline elevation information was not. Exposure, which includes wind &
wave effects, is considered in the analysis in Chapter 4.

The life history of yellow perch was divided into five stages having
different habitat requirements: spawning and egg, planktonic larvae,
demersal young-of-the-year (YOYS), juveniles, and adults. Habitat areas
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in Long Point were characterised for different life stages of perch using
crudely weighted habitat suitability indices based on preferences. Where
possible, habitat suitabilities were linked to vital rates. The HSIs were
quantified, or ranked, according to thermal tolerances and preferenda
listed for each stage and the generic habitat preferences of the five perch
life stages for the remaining variables.

The investigation focussed on the temporal and spatial variation in
thermal structure and its effects on the location and area of suitable
habitat availability for different life stages. The interaction between
temperature and physical habitat and its effect on annual habitat
availability estimates was also addressed. The implications of averaging
spatially or temporally and ignoring habitat variability are discussed. The
modifications necessary for using this type of analysis in habitat-based
modelling of population dynamics is examined.

2.1 METHODS

Two types of habitat assessments were performed to identify
suitable areas for yellow perch life stages: thermal only and all physical.
The thermal habitat assessment was based on temperature relationships
with vital rates (reproduction, growth, or mortality) in each successive life
stage (Thorpe 1977, Hokanson 1977, Magnuson et al. 1979, and
Casselman & Lewis 1996). For early reproductive stages, thermal
mortality was chosen as the regulatory factor that determines suitable
thermal habitat because early mortality affects recruitment. Although
development and growth are also affected by temperature, survival is
likely more critical; however, the two rates are related as optimal growth
often occurs at optimal survival temperatures. For later life stages,
thermal effects on growth were considered because older fish can self-
regulate lethal effects by avoidance and movement to more suitable
areas. Further, growth effects are considered most important after the
first-year of life.

The overall habitat assessment combined a categorical suitability
index approach based on work by Minns (1996), and Minns et al. (1999),
with the thermal assessment work. The suitability categories were
assigned to different vegetation densities, substrate types, and depth
intervals based on preferences, or the likelihood of perch being
associated with habitats. This analysis provides an initial assessment of
habitat suitability and supply prior to incorporating habitat-based
relationships into a population model for yellow perch in Chapter 4.

2.1.1 Suitable Thermal Habitat Assessment

The temperatures used to derive suitabilities for Long Point Bay
were obtained using methods and data sources discussed in Chapter 1.
The initial analysis of yellow perch habitat in Long Point Bay concentrated
on temperature because it is linked to many processes throughout a fish’s
life history. The volume or area of thermal habitat is often ignored in
habitat assessments, which mainly concentrate on static, physical habitat
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assessments (Bakelaar et al. 2004). Here, thermal suitabilities were
based on survival probabilities for early life stages (eggs and age-0) and
as growth potential in older fish (juveniles and adults). Of the vital rates
affected by temperature, these were considered the driving factors for
habitat suitability and selection for the life stages. Also, many of the vital
rates respond similarly to temperature. For example, thermal preferenda
for younger fish minimise mortality rates and maximise growth rates,
whereas, growth rates in older fish link to fecundity and spawning rates.

Egg Development & Survival

A thermal survival curve for yellow perch eggs was determined
from data in Thorpe (1977) over a range of temperatures (Figure 2.02).
The best-fit equation was a third order polynomial where the proportion of
survivors, relative to a maximum of 70% survivorship, was calculated to
produce suitabilities between 0 and 1 (Equation 2.1). (NB. Maximum
survivorship occurred over a 2-week period around 12 °C.)

The average monthly or daily bottom temperatures in 1993
between April and June, when eggs may be present, were converted into
suitability maps based on the modified egg survival equation. The areal
changes, and associated potential carrying capacity, were tracked to
determine optimal times and locations for spawning. Optimal thermal
habitat for eggs was defined using a suitability that is equivalent to a 50%
egg survival rate.

Equation 2.1: HSly,e = 0.0003 * Towm - 0.0206 * Toyn? + 0.3664 * Toym - 1.0339 (N=9,
*=0.90, if suitability < 0 then 0), where HSlr,egg = thermal suitability for eggs and Tym =
bottom temperature, °C
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Figure 2.02: Habitat suitability of bottom temperatures (°C) for yellow perch eggs based
on polynomial equation (2.1) derived from survival data from Thorpe (1877).
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Age-0 Survival (Pelagic and Demersal Stages)

Larvae have a similar thermal response to eggs but at a higher
temperature range. The curve for temperature and larval survival, which
mimics thermal preferenda and growth potential curves, was based on
data from Thorpe (1977; Figure 2.03). A third order polynomial fit the data
for larval survival (Equation 2.2). Percent survival was rescaled between
0 and 1 based on the maximum survival rate.
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Figure 2.03: Thermal suitability curve for planktonic and demersal stages of age-0 yellow
perch (Equation 2.2) based on larval survival data from (Thorpe 1977).

Equation 2.2: HSl o = -0.00001 * T°-0.0003 * T +0.1201 * T - 0.5107 (N = 10, P =
0.977), where T = Water temperature, °C and HSIy . = thermal HSI for larvae & YOYs.

The survival curve was used for both planktonic larvae and
demersal YOY stages but different parts of the water column were used
for calculating thermal habitat for each stage. Thermal suitability maps
were constructed for pelagic larvae by averaging temperatures in the top 6
metres of the water column. Either specific dates or overall averages from
the end of May to July were used in calculations. This 4-5 week period
corresponds to the average time that planktonic larvae spend in this phase
as cited in the literature (Appendix 2.1). Suitability maps for demersal
larvae used bottom temperatures from July until September, which spans
the period starting at the feeding shift from planktonic to benthic food
sources to the end of the growing season, on average. July was used in
both pelagic and demersal calculations and was considered an overlap
period.
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Juveniles & Adults

Thermal suitability curves for juveniles and adult fish were
determined in a similar manner to earlier life stages (Thorpe 1977, Kitchell
1977, Koonce 1977). Growth potential and thermal relationships were
used instead of survival curves because older fish are more mobile. The
suitability equations were based on specific-growth equations from
Hanson et al. (1997) and were fitted to fourth order polynomials. Curves
were based on varying temperature only at maximum consumption rates
for an average size fish at that life stage in Long Point Bay (Equations 2.3
& 2.4). Juvenile perch of age-1 and age-2 averaged 150 mm, while adult
fish of age-3+ averaged 250 mm in the 1990s. The resulting growth
potential curves are corroborated by field evidence for juveniles and
adults, which have slightly different thermal preferences. On average,
juveniles select and tolerate warmer temperatures than adults (Figure
2.04).

Equation 2.3: HSlry,, = 0.00009 * T*- 0.0025 * T® + 0.0311 * T2- 0.1493 * T + 0.3319 (*?
= 0.996)

Erguation 2.4: HSly agr = -0.00001 * T* + 0.0006 * T° - 0.0069 * T2 + 0.0691 * T + 0.0208
(% = 0.990)

Juvenile suitabilities were calculated in the following manner.
Suitabilities were computed for the top 20 temperature layers (0-20 m) on
specific dates, or averaged from April to September (the juvenile growing
season). Adult suitabilities were calculated by using temperatures in the
top 20 m of the temperature matrix between June and September (the
adult growing season; Thorpe 1977). The growing season was longer for
juveniles than for adults because adults do not feed during spawning.

Final thermal suitability maps were generated by extracting the
maximum suitability in any depth layer for a particular grid cell, assuming
that fish would select the depth that maximized growth potential (Brandt
1980). Monthly suitability maps were averaged over days where satellite
imagery was available during the growing season.

Table 2.1: The depth strata averaged for each grid cell to obtain thermal HS! calculations
for each life stage. Annual suitable areas were estimated by averaging over the period
shown.

Life Stage Depth Strata used in Thermal HSis
Eggs Bottom (April - May)

Planktonic Larva Average Top 6 m (June - July)
Demersal YOY Bottom (August — September)
Juvenile Max in Top 20 m (May — September)
Adult Max in Top 20 m (June - September)
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Figure 2.04: Thermal suitabilities for juvenile and adult yellow perch based on (Equations
2.3 and 2.4) and estimated from a bioenergetics model developed by Kitchell (1977) in
Hanson et al. (1997).

The depth strata used and the period over which temperatures
were averaged for seasonal comparisons are shown in Table 2.1 for all
the life stages assessed. Suitable (acceptable) and optimal thermal
habitat were defined as 0.5 and 0.8 suitability thresholds, respectively,
depending on the life stage. These thresholds, unless otherwise stated,
were used in calculating simple habitat supplies.

2.1.2 Overall Habitat Suitability Assessment

Categorical suitabilities were assigned to the habitat variables,
other than temperature, used in this assessment. Relative probabilities of
finding different life stages of perch, based on the literature review, were
assigned as suitabilities to different depth categories based on Minns et al.
(1995; Table 2.2). Substrate types associated with different life stages in
the literature were assigned to very high, high, medium, low, and nil
suitability categories (1.00, 0.75, 0.50, 0.25, and 0.00, respectively).
Because substrates were often classified as combinations of substrate
types in both CASI and offshore surveys (see Chapter 1), suitabilities were
combined by weighted averaging across specific types based on the
percent composition (Table 2.2; see Minns et al. 1999). Emergent and
submergent vegetation densities were assigned suitabilities from the
literature review based on the relative likelihood of finding different life
stages in those habitats. Vegetation categories were combinations of
densities and types (emergent or submergent) and assigned to either a
high, medium, one of 2 low categories (depending on the probabilities), or
a nil suitability category (1.00, 0.67, 0.33 or 0.25, 0.00). It should be noted
that vegetation in this initial habitat suitability work did not vary daily. The
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original static spatial map of summer vegetation coverage from the 1997
CASI survey was used in this analysis.

Habitat maps for all variables, including temperature, were merged
into a unique polygon coverage in a GIS with different attributes for each
polygon. In some cases, especially near the shoreline, the information on
a specific habitat variable was missing because of non-overlapping spatial
surveys. A unique polygon with a missing value was formed. These
missing value polygons were not used in further habitat suitability analysis
if they overlapped the shoreline. Any polygons in the offshore with
missing values were assigned nearest neighbour values for the specific
habitat characteristic lacking data. Once corrected, the individual habitat
suitability assignments for each characteristic were arithmetically
averaged within polygons, including thermal suitabilities, to obtain a final
overall habitat suitability map for Long Point Bay.

Table 2.2: HSI values used for categorical variables: maximum site depth, substrate
type, and vegetation density for different life stages of yellow perch (egg stage, pelagic
larva, demersal larva and juveniles & adults). * Substrate classification used when
vegetation classes 9-23 had unknown substrate

D Life Stage
Habitat Characteristic Code
Egg PL DL Juv/Ad

DEPTH

0-1m 1 1.00 1.00 1.00 0.33

1-2m 2 1.00 1.00 1.00 0.67

2-5m 5 0.75 1.00 0.67 1.00

5-10 m 10 0.50 0.67 0.33 1.00

10-15m 15 0.25 0.00 0.00 1.00

15-65 m 65 0.00 0.00 0.00 0.33
SUBSTRATE
sand(34)/silt(33)/clay(33)* 1 0.36 0.89 0.89 0.6S
sand(70)/silt(15)/clay(15) 2 0.43 0.85 0.95 0.72
sand(90)/silt(5)/clay(5) 3 0.50 1.00 1.00 0.75
cobble(33)/rubble(33)/gravel(34) 4 0.67 0.67 0.67 0.67
bedrock(40)/boulder(40)/hardpan(20) 5 0.20 0.00 0.00 0.28
sand(80)/silt(10)/clay(10) 6 0.46 0.97 0.97 0.73
VEGETATION
Submergents
No cover 8 0.25 0.33 0.25 0.33
15% submergent cover 9 0.67 1.00 1.00 0.67
50% submergent cover 10 1.00 0.67 1.00 0.67
85% submergent cover 11 0.67 0.67 0.75 0.00
100% submergent cover 12 0.00 0.00 0.00 0.33
Emergents
45% submergent, 45% emergent 19 0.67 0.67 0.67 0.67
50% submergent, 40% emergent 20 0.67 0.67 0.67 0.67
90% emergents 2122 025 0.25 0.25 0.25
100% emergents 23 0.00 0.25 0.25 0.25
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This annual estimate of the most highly suitable areas for each life
stage was calculated to determine a crude carrying capacity for the Long
Point system. The life stage that may be limited by habitat constraints and
that would warrant further investigation of habitat-related effects was
estimated from this simple analysis . The degree of overlap between
larval and YOY habitats with juvenile and adult habitat was crudely
measured to assess the level of biotic interactions between the stages.
This overlap was not relevant for the egg stage, as there is no threat of
predation or changes to habitat suitability for eggs based on the presence
of juvenile and adult fish.

2.2 SUITABLE THERMAL HABITAT RESULTS

2.2.1 Spawning & Egg Thermal Habitat

When mapped with a 3D depiction of seafloor elevation, the
interaction between bottom temperature and water depth can be
visualized (Figure 2.05) as it relates to egg suitabilities. On May 10, 1993,
the shallow shelf area of the outer bay was good spawning and egg
rearing habitat while temperature dropped steeply into the deep hole at
the tip of the point where high mortality would occur at this time. At this
time, when spawning may be taking place in Long Point Bay according to
MacGregor & Witzel (1987), the temperatures of the inner bay have
started to become slightly too warm for egg incubation.

When a time-series of spawning and egg thermal suitabilities were
mapped, it became apparent that the thermal variability at the edge of the
shelf in the outer bay, a typical upwelling area, and in the nearshore
shallows was quite high (Figure 2.06).

The nearshore of the inner bay and north of the sand spit are the only
areas that are suitable for spawning on April 6 through to May 1 in 1993.
Between these dates, the suitable areas varied slightly. The inner bay
(except for a portion of the northwest shore) and areas that are 10 m or
shallower in the outer bay were thermally suitable for spawning and egg
survival between May and June. Areas between 5 and 10 m were the
most variable in temperature.

In June, the thermal tolerances of eggs were exceeded in the inner
bay and warmer coastal areas where egg survival would have been 21%
or lower (HSlyggg < 0.3). This occurred because the thermal suitability
curves for egg survival decay quickly over a short temperature range and
the shallow waters of Long Point warm quickly. Interestingly, at this time,
a large part of the outer bay, including very deep areas, could support egg
incubation for periods long enough to ensure hatching. Two potential
spawning zones occurred, with some overlap, where egg production might
be supported at different times of the year. In 1993, the nearshore zone is
viable in May and offshore areas would be viable in June.
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Thermal HSI

Figure 2.05: Perch egg thermal habitat suitabilities in May 1993 draped over a 3D-
representation of bathymetry (elevation) in Long Point Bay, Lake Erie.

June 13

Figure 2.06: Bottom thermal suitabilities for perch eggs on selected dates between April
6 and June 23 1993, when AVHRR SST satellite imagery was available, in Long Point
Bay, Lake Erie.
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2.2.2 Pelagic Larva and Demersal YOY Thermal Habitat

A daily time-series of epilimnetic (top 6 m) thermal habitat for
pelagic larval perch was mapped for July 1999 to show suitable area
fluctuations over a shorter time frame (Figure 2.07). Daily 3D thermal
structure was recreated for 1999 but not for 1993 because dalily in sifu
temperatures were not available for the earlier time period for interpolating
satellite imagery. By July, larvae have survived approximately 1-2 months
from hatch. For the bulk of the month, temperatures were optimal
throughout both bays, with the exception of warm periods in the north-
western Inner Bay that make that area highly unsuitable for larvae. ltis
interesting to note that even during an upwelling in the outer bay, from
July 6 to 11™, the temperatures remained only slightly sub-optimal in the
upwelling zone. As the month progressed, the inner bay approached the
50% suitability range (indicating 50% of optimal survival) and the cooler
offshore waters were more suitable with the ‘upwelling’ zone warming last.
The upper epilimnetic waters become uniformly suboptimal by August,
which may prompt behavioural thermoregulation and movement to lower
depths.

The same generic pattern for pelagic larval thermal suitability
emerged, on average in 1993. Nearshore suitabilities were much higher
than offshore in June (Figure 2.08). The area of suitable thermal habitat
was concentrated in the inner bay and protected coastal areas of the outer
bay at his time. The upwelling zone in the offshore of the outer bay had
the lowest suitability, between 0.5 and 0.6 maximum survival, averaged
over June in the upper 6 m.

Demersal thermal habitat during 1993 between July and September
averaged 50% of maximum survival or better throughout the whole bay.
Even the deepest area reached temperatures that were only suboptimal,
on average, during the warm summer months. The optimal thermal zone
for YOY survival, with 10% or less thermal mortality, was consistently in
demersal areas at mid-depths in the outer bay. The highest variability in
suitable thermal habitat occurred in the deep-hole area and the inner bay’s
vegetated zone, a habitat that demersal larvae should prefer. The
potential mismatch between demersal larvae habitat preferences and
thermal preferences is discussed in the overall habitat assessment
sections.
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Thermal HSI

Figure 2.07: Daily time-series of epilimnetic thermal suitabilities for larval yellow perch based on the average
temperature in the top 6 m of Long Point Bay from July 1 - 31, 1999.
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Figure 2.08: Average thermal suitabilities during the pelagic (June; 0-6m) and demersal
(July — Sept; bottom) larval stages for 1993 in Long Point Bay, Lake Erie.

2.2.3 Juvenile & Adult Thermal Habitat

Juvenile growth potential was compared across depth layers on
selected dates in the growing season of 1993 (Figure 2.09). At the end of
May, suitable thermal habitat occurred in the inner bay and nearshore,
protected areas of the outer bay, usually coastal areas. These areas
overlapped with suitable spawning and larval habitat at that time. By the
end of June, the bulk of Long Point Bay’s volume was thermally suitable,
except for warmer nearshore areas, and colder, north-shore deep waters.
By the end of July, optimal temperatures for juvenile growth were
concentrated around the thermocline. By the end of August on certain
days, only water below the thermocline was thermally suitable for growth.
The mid-growing season compression of the optimal thermal volume of
juveniles has ramifications for biotic interactions and optimal foraging if
thermal habitat does not overlap food resources. During turnover in
autumn, the entire water column is moderately suitable for juveniles. The
most suitable areas were located in the upper depths in offshore areas.
By the end of November, the water had cooled to the point where only
30% of maximum growth potential could be achieved under maximum
consumption rates, signalling the end of the growing season in 1993.

Thermal layers at 5-m intervals, as in Figure 2.09, can be
misleading. Temperatures can change rapidly at the thermocline and
close to the bottom, especially during upwellings from colder, deeper
waters. When the maximum growth potentials for adults were extracted
from the top 20 m in each spatial grid cell, thereby assuming perch move
to the most suitable thermal layer, a different map of adult growth potential
emerged because of thermal refuges within vertical profiles (Figure 2.10).
Juveniles showed a similar pattern.
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Figure 2.09: Juvenile thermal habitat suitabilities for growth at 5-m depth intervals on
selected dates (May 26, June 23, July 20, August 25, October 5, and November 21)
spanning the growing season in 1993,

This generalization holds most of the time. When the optimal
thermal volume was compressed during epilimnetic warming in late
summer, there were still areas of optimal growth throughout most of the
bay in 1993. Therefore, the areal extent of suitable habitat was still large,
but the volume decreased. In early June, the inner bay is optimal for adult
growth, coinciding with the location where fish were most likely spawning.
However, waters in these areas warm quickly, becoming suboptimal for
adult growth. The bulk of the outer bay area in Long Point, albeit a thin
depth layer at times, was optimally suitable for most of the growing period.
When averaged across the season, the spatial pattern of optimal for both
juvenile and adult growth was similar to demersal larvae survival patterns.

2.3 OVERALL HABITAT SUITABILITY RESULTS

Locations of suitable habitat based on depth, substrate, and
vegetation suitabilities for the different perch life stages did not necessarily
overlap with suitable thermal habitat. When all the habitat variables were
assessed and combined into an overall suitability, suitable habitat areas
were usually compressed because of mismatches and temporal averaging
effects. For this analysis, optimal habitat was defined as a high suitability
range between 0.76 and 1.00 for each habitat variable.
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Figure 2.10: Adult thermal habitat suitabilities for growth within the top 20 m on selected
dates in 1993 during the adult growing season in Long Point Bay, Lake Erie. The
seasonal average for June to September is also shown.

Moderately suitable habitat was defined as a suitability range of 0.51-0.75,
while low and very low suitability habitats were 0.26-0.50 and 0.10-0.25
respectively. If any habitat variable within a patch was designated as
unsuitable then a suitability assignment of 0 was used, regardiess of the
other habitat factor scores.

2.3.1 Overall spawning & egg habitat suitability

The final suitability maps for spawning and egg incubation were
based on preferences and survival rates, respectively. Optimal depths for
spawning were found in the inner bay and south shore of the outer bay
(Figure 2.11). Preferred spawning substrates were found along the north
shore of the outer bay, while higher suitabilities for vegetation density
were found in the inner bay and shallow areas of the outer bay south
shore. The average bottom temperatures during the spawning months of
April and May indicated low suitability, except for isolated warm areas
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along the coasts. The average combination of all habitat factors indicated
that the inner bay, and coastal areas of the outer bay with suitable
substrate, was moderately suitable (between 0.50 - 0.75) for spawning
and egg rearing. Very few areas had optimal spawning conditions for all
physical habitat combinations.

A.

Unsuitable (0)

Very Low (0.10-0.25)
Low (0.26-0.50)

Med (0.51-0.75)
High (0.76-1.0)

Figure 2.11: Spawning & egg suitabilities for the different habitat variables assessed in
Long Point Bay, Lake Erie: A. maximum depth suitability for spawning, B. substrate
suitability for spawning & egg development, C. vegetative suitability for spawning & egg
development, D. average bottom thermal suitability for egg survival in April-May of 1993,
E. overall habitat suitabilities for spawning and eggs.

2.3.2 Overall pelagic larvae habitat suitability

The average suitability maps were plotted for each habitat variable
based on pelagic larvae preferences or survival suitabilities (Figure 2.12).
Preferred site depths based on larval distributions were found in the inner
bay and nearshore of the outer bay. Substrates over which larvae were
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usually found were ubiquitous, with the exception of bedrock and hardpan
clay areas along the north shore, which are not preferred.

Unsuitable (0)

Very Low (0.10-0.25)
[] Low (0.26-0.50)

] Med (0.51-0.75)
High (0.76-1.0)

Figure 2.12: Pelagic larval (PL) suitabilities for the habitat variables in Long Point Bay,
Lake Erie: A. depth suitability based on PL associations, B. substrate suitability based
PL associations, C. vegetative suitability for PL, D. limnetic thermal suitability based on
PL survival in June-July of 1993, E. average of all habitat suitabilities for pelagic larvae.

Suitable densities of submergent vegetation were found scattered
in the inner bay but the bulk of the outer bay was moderately suitable for
this larval stage because the literature information on vegetation
preferences was variable. The average epilimnetic temperatures during
June and July indicated a high suitability in most surface waters
throughout the entire bay, except for slightly lower survival rates in the
upwelling zone of the outer bay in 1993. The average combination of all
habitat factors indicated that the inner bay and a large part of the outer
bay, up to the 10 m contour, were highly suitable for pelagic larvae. There
was a strong demarcation between optimal and unsuitable areas with little
moderate and low suitability areas based on this classification scheme.
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2.3.3 Overall demersal larvae habitat suitability

The final suitability maps for each habitat variable, based on
demersal larvae preferences or survival suitabilities, are shown in Figure
2.13. Preferred maximum depths were found in the inner bay and coastal
regions of the outer bay, similar to spawning areas. The map for substrate
suitability is identical for pelagic and demersal larvae. No distinction was
made in the literature between larval phases and distribution patterns over
different substrates. Preferred densities of vegetation were also similar
between larval stages, but not identical, and were found scattered
throughout the inner bay. However, open areas without vegetation were
also selected by demersal larvae in the literature. Therefore, the bulk of
the outer bay was moderately suitable for all larval stages with or without
vegetation according to this classification scheme.

Unsuitable (0)

Very Low (0.10-0.25)
[] Low (0.26-0.50)

] Med (0.51-0.75)
High (0.76-1.0)

Figure 2.13: Demersal larval (DL) suitabilities for the different habitat variables assessed
in Long Point Bay, Lake Erie. A. maximum depth suitability, B. substrate suitability, C.
vegetative suitability, D. bottom thermal suitability in July-August of 1993, E. average of
all habitat suitabilities for demersal larvae.
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The average bottom temperatures during July and August of 1993
indicated high suitability areas for demersal larvae occurred throughout
most benthic habitats on average. Only slightly lower survival rates were
predicted over that period in the warmer waters of the inner bay and the
colder, deep-hole area. The average combination of all habitat factors
indicated that the inner bay and coastal areas of the outer bay were in the
optimal range for demersal larvae, up to the 10 m contour, beyond which
was unsuitable mainly due to depth constraints. Again, there seemed to
be a strong demarcation between suitable and unsuitable areas with no
low suitability areas (i.e. less than 50% suitable but greater than 0). The
depth classification scheme was a major factor in this outcome for both
larval stages.

2.3.4 Overall juvenile and adult habitat suitability

Juvenile and adult suitability assignments were very similar, except
for thermal suitabilities; so overall habitat patterns do not differ much
between the stages (Figures 2.14 and 2.15). Suitable depths for juveniles
and adults were found mainly in the outer bay up to 15m. Substrate types,
where juveniles and adults were likely found, also occurred in the outer
bay intermixed with some low suitability habitats on the north shore. A
preference for low-density submergents would restrict most of the inner
bay at peak vegetation growth to these stages.

However, optimal thermal habitat for juveniles occurred at the
boundary of the inner and outer bays in 1993 when averaged over the
growing season (Figure 2.14D). Optimal thermal habitat for adults was
uniformly distributed throughout the bay, with the exception of warm areas
of the inner bay. This difference between juvenile and adult stages was
probably due to the shorter aduit growing season that coincided with
warmer and more thermally suitable months. The overall average
suitability of all factors combined overrode the thermal differences and
juvenile and adult perch had very similar annual growing season suitability
maps.
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Very Low (0.10-0.25)
Low (0.26-0.50)

Med (0.51-0.75)
High (0.76-1.0)

Figure 2.14: Juvenile perch suitabilities for the different habitat variables assessed in
Long Point Bay, Lake Erie. A. maximum depth suitability, B. substrate suitability, C.
vegetative suitability, D. average thermai suitability based on maximum potential growth
in the water column from May-September of 1993, E. average of all habitat suitabilities
for juveniles.
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Figure 2.15: Adult perch suitabilities for the different habitat variables assessed in Long
Point Bay, Lake Erie. A. maximum depth suitability based on habitat associations, B.
substrate suitability based associations, C. vegetative suitability for adult associations, D.
average thermal suitability based on maximum potential growth in the water column from
June-September of 1993, E. average of all habitat suitabilities for adults.

2.4 CONCLUSIONS

2.4.1 Thermal Habitat

Temperature is more easily translated to vital rate relationships and
suitabilities than other habitat characteristics because they have often
been quantified in the laboratory and verified with field observations. By
using a few simple temperature functions and mapping the 4D changes in
thermal structure, one can predict most of the areas that fish inhabit during
different phases of their life cycle while knowing little else about habitat
preferences or behaviours. This finding is elaborated upon in the following
sections.
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Spawning & Egg Thermal Habitat

The thermally optimal areas for egg-rearing, defined as having a
suitability of 0.7 or greater, varied widely from 12 to 30 km? in April, 30-400
km? in May, and 150-650 km? in June. Most reports for the Long Point
Bay area indicated that spawning occurs in late April to early May but it is
interesting to note that more thermally suitable habitat was actually
available in later months. This indicates that other factors, not just egg
survival, may be determining when spawning habitat selection takes
place. It should be noted that there is evidence of two distinct spawning
times in some lakes, because of different thermal regimes, producing
different cohorts per annum (Sandstrom et al. 1997).

If spawning site fidelity occurs in yellow perch then nearshore areas
in Long Point Bay should be selected based on previous records. These
areas would correspond with predicted suitable thermal habitat in May.
Unfortunately, only Goodyear (1982) has spawning records in the Long
Point area to validate this prediction for optimal spawning habitat. There
is a general paucity of data in the literature for spawning information and
most evidence is anecdotal (i.e. accounts from fishermen who find eggs
strands on trap nets in springtime). MacGregor and Witzel (1987) tried,
but could not find, perch eggs in benthic sled surveys. Ripe females and
larvae were collected at specific sampling locations and spawning sites
were inferred.

Regardless, given an egg mass occupies roughly 0.25 m* and
assuming that a site could only be used once per annum, then May
suitable thermal areas would allow 120 million to 1.6 billion spawning
events or egg masses to fill that space. The Great Lakes Fishery
Commission (Kayle et al. 1998) estimated that 2.0-2.7 million perch (age-
2+) existed in the eastern basin in 1993. Therefore, spawning sites do not
appear to be limiting, even though suitabilities and areas appear lower and
smaller for eggs than for other stages. If the average egg strand carries
10,000 eggs (the reproductive output from a 20 cm female), then
conservatively, the highly suitable area for spawning during May would
produce roughly 800 billion fry (at 95% fertilization success and 70%
normal hatch rates).

The crude estimates of carrying capacity are probably based on
over-estimates of suitable area because average annual suitabilities do
not address thermal variability at specific locations. Areas of high
temperature fluctuations are not viable for spawning and egg survival even
though average suitability may be high. High spatial variation in
temperatures already eliminated much of the outer bay from May to June.
Temporal variation in water temperatures during the spring were quite
high so eggs would be more susceptible to mortality events in shallow
water that later life stages. This would affect spawning site selection,
especially if there is a degree-day thermal cue. By averaging daily
thermal suitabilities, the impacts on egg development of temperature
fluctuations were not captured and the implications of reproductive timing
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cannot be separated in this type of assessment. Several of these issues
are addressed in Chapter 4.

Larval & YOY Thermal Habitat

Similar patterns in average thermal habitat for pelagic larval
development were observed in two years, in 1993 and 1999. Generally,
the mid-outer bay region or “upwelling” zone was less suitable on average
due to large temperature fluctuations. The bulk of the bay is thermally
optimal for larval survival for the duration of this life history phase. Early in
ontogeny, larvae become pelagic and might passively disperse by
currents. However, there is some evidence that they can regulate their
vertical position in the water column to mitigate passive transport
(Kennedy & Vinyard 1997, Watt-Pringle & Strydom 2003). Even so, the
currents in Long Point Bay are such that the gyre would most likely keep
larvae entrained within the bay (Boyce et al. 1989; Chen et al. 1997). This
thermal analysis indicates that even though larvae may be passively
distributed by currents at this time, survival would not be compromised by
ambient temperatures. The suitable volume or area may be an over-
estimate because short-term temperature fluctuations were not captured
in the survival estimate. Mortality rates in areas with high variability
should also account for acclimation effects, which were not addressed.

Suitable larval habitat in June (if 80% of maximum survival is used
as a cut-off) overlaps with suitable egg thermal habitat distributions in late
May. This indicates that upon hatch larvae would be in thermally suitable
environments without much movement. The optimal larval area measured
approximately 80 km?. In the field, densities of larval perch have
measured as high as 6850 ind-ha™ (Craig 1987). This translates to a
carrying capacity of roughly 5.5 billion larvae. Once optimal thermal
habitat for larvae extended to the outer bay’s epilimnetic waters in July,
600 km? of area is available. Therefore, limiting thermal habitat would
occur early in the season and would be dependent on spawning and hatch
times. The larval carrying capacity estimated at this time would be less
than 1% of the maximum 800 billion fry estimated to hatch from available
spawning habitat at carrying capacity. Later in summer, the upper 6m
became less hospitable and the upwelling zone could create a thermal
refuge with cooler, yet optimal, temperatures. This might extend the
planktonic phase if directed larval movement were possible. This is
unlikely for two reasons. One, temperature fluctuations are rapid in this
zone and thermal mortality would be high outside of the optimal range.
Two, strong currents can be associated with upwelling and downwelling
events that cannot be avoided by larvae.

Pelagic and demersal larvae habitats differ vertically by definition.
Horizontally, the predicted habitat areas were contiguous. Bottom
temperatures at the transitional time between phases were highly suitable
for YOYs feeding on benthos between July and September. Roughly, 650
km? of optimal habitat was estimated on average in the outer bay, that did
not include the deep-hole area but included parts of the inner bay. This
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area would support 44.5 billion larvae if the same maximum density limits
apply as for planktonic larvae. This assumes there must be adequate
food and shelter from other non-thermal sources of mortality (i.e.
predators and exposure) in these areas. Different aspects of physical
habitat mediate these effects depending on the vital rate involved. These
are discussed in the overall habitat assessment section on demersal
YOYs.

If larvae behaviourally thermoregulate and they orient to optimal
temperatures then movements would bring them closer to the bottom
around the time predicted for switching between food sources. This
suggests that behavioural thermoregulation may prompt the switch to a
benthic food source, which is more readily available, given that gape size
is adequate. Alternatively, the switch may be prompted by declining food
availability or increased predation pressure and may coincidentally also be
thermally suitable. Because banding has developed at this stage, some
authors suggest vegetated habitats are used as refugia (Eklov 1997).
Thermally suitable areas may also be correlated with the presence of
vegetation.

Juvenile & Adult Thermal Habitat

Three-dimensional mapping of juvenile growth potential showed
that optimal (80% or greater) thermal volumes could be restrictive during
the growing season. This would imply that averages are not necessarily
good indicators of what actual growth potential over that period would be,
or which areas are most suitable because the fish can move to optimize
growth. This is evidence that the use of mid-basin average temperature
profiles, that have been used in thermal habitat calculations historically, or
the use of surface temperatures alone cannot suffice for predicting thermal
habitat.

The compression of optimal thermal habitat through the year may
explain why winter schools average 6.7 m vertically while summer schools
average 2.5 m (Hergenrader & Hasler 1967) because vertical temperature
variability is greater during the summer and more suitable temperatures
were found in a narrow stratum. Also, if perch remain in an isocline of the
most suitable thermal habitat (Brandt 1980) then suitable areas might be
more appropriate to calculate than suitable volumes during the growing
season. These times would also be the most limiting if food availability is
mismatched or if density-dependent effects change distributions or vital
rates because of crowding.

Overall, thermal growth potential for both juveniles and adults
predicted that a large portion of the bay would be suitable for most of the
growing season if fish can maintain their position in thermally suitable
water, but if food is disconnected from the thermal habitat then it may be
overestimated. It is especially likely during times when suitable
temperatures were below the thermocline that more vertical movement or
forays inshore from the ridge area of the outer bay would be necessary.
This may explain observed behaviour of crepuscular, shoreward
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movements increasing in distance as the thermocline deepens (Craig
1987); perhaps an optimization or trade-off between thermoregulatory
behaviour and foraging behaviour might ensue because of the
discrepancy until energetic costs of movement become too great.

Thermally suitable growing seasons and areas were not very
different between juveniles and adults, even though spawning adults do
not feed, and juveniles and adults have slightly different thermal optima.
Thermal volumes may be separated vertically or horizontally, but at some
point, will be compressed in both cases. It is interesting to note that
optimal thermal areas also overlapped during spawning times. [f
distributions were layered, or if juveniles and adults do not exclude each
other, then the suitable area was similar for both life stages, and the bulk
of the optimal growing season occurred from July until September. In
early summer, juveniles may be forced into suboptimal areas because of
density-dependent or competitive interactions with adults. Thermally the
most restricted period occurred in early June, after which optimal areas
expanded to most of the bay. The greater the overlap, the more juveniles
may be relegated to suboptimal habitat if densities are too high in optimal
thermal habitat because of size-based competition (Eklov 1997).

Optimal thermal areas ranged from 80 to 780 km? during the
growing season, which would support 1.7-17 million juvenile and adult
perch at 2.2 ind-ha™, the upper average density recorded for Lake Erie.
Half the number of age 1+ perch could be supported if 100 m home range
size was used in calculations. Alternatively, 250 million to 2.4 billion fish
at 312 ind-ha™, the highest density recorded for yellow perch, would define
the carrying capacity that may apply to optimal areas. The number of
adult & juvenile perch (age 2+ because age-1+ counts are not available) in
1992 and 1993 numbered between 2.0-2.7 million fish, closer to the lower
carrying capacity estimates. In future, the limiting thermal habitat areas in
different years for all stages might be calculated to compare to year-class
strength.

The highest aduit growth potential predicted by temperatures
coincided with documented spawning areas in springtime. This raises the
question as to whether reproduction occurs at this time because it is
opportunistic, even though adults do not feed until spawning has ended, or
whether these areas have been selected because the eggs are more likely
to survive to the juvenile stage. This question is addressed in Chapter 4.

2.4.2 Overall habitat assessment

Most of the final habitat suitability maps were driven by depth
associations and modified by the unsuitability of vegetation and substrate
types for particular stages. In most cases, the inclusion of other habitat
factors either homogenized the suitability of Long Point Bay (as was the
case for spawning), or restricted the area of suitable thermal habitat
predicted from the thermal habitat assessment. In some cases, suitable
areas shifted altogether as in the case of demersal larvae. If the habitat
factors affect the vital rates of any of these stages, perhaps through
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density-dependent effects, then the carrying capacity of the bay would be
diminished because of non-overlapping suitable areas. Biotic interactions
within the fish community as a whole have not been considered directly,
but the negative effects on the perch population exacerbated if the
realised niche differs from optimal habitat.

Averaging of habitat suitabilities for spawning resulted in no optimal
areas in April and May because preferred physical characteristics do not
occur in the same place. The resulting suitabilities infer that suitable
spawning habitat is relatively homogeneous but not optimal in Long Point
Bay based on these criteria and method of calculation. The annual
estimate of relatively high suitability spawning habitat would be 5 km?,
while 1500 km? would be moderately suitable. This area was significantly
reduced from the thermal spawning habitat estimate. It is difficult to
translate overall suitabilities into a predictive measure of carrying capacity
because non-thermal sources of mortality on eggs have not been
quantified, (i.e. the probability of smothering and desiccation). The low
suitability and small area of suitable spawning habitat would indicate
however, that spawning area might be limiting because it is the smallest
available area of all the life stages. This contradicts the predictions from
the thermal analysis. In addition, without quantitative evidence of the
relationship between physical habitat characteristics and egg survival then
the thermal areas should take precedence. In addition, vegetation grows
and senesces, which could affect the overall suitability assignments at the
time of spawning.

Fischer & Eckmann (1997) advocated that vertical and size
segregation of fish within a site may be as important to habitat partitioning
as horizontal distribution differences among sites. The temporal
dimension should also be considered. Overall suitabilities predicted
spawning and demersal habitat overlapped, but were separated
temporally, unless there are two spawning periods. Juvenile and adult
habitats also overlapped, but might be separated vertically or
behaviourally. Moreover, suitable pelagic larval habitat was located
between demersal and juvenile habitats. It is difficult to assess the level of
interaction between life stages using an annual aggregate calculation of
suitable habitat location and area availability. However, on average and
using all physical criteria for evaluation, suitable habitat was predicted as
spatially separate between life stages. When it occurs, the degree of
overlap between larval and juvenile stages would probably be linked to the
degree of cannibalism that occurs in different years. Therefore, in the
future, a spatial assessment of the overlap of highly suitable habitat
between stages should be undertaken in addition to the calculations of
carrying capacity effects on an isolated life stage. Without a spatially
explicit approach, weighted useable areas may overestimate the overlap
between successive life stages or assume that biotic interactions were not
important and areas were independent.
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High-suitability, pelagic larval habitat overlapped, by roughly 50%,
with juvenile and aduit habitats. Potential cannibalism in overlap areas
could dramatically reduce the suitable habitat area estimates for pelagic
larvae, which would become more like optimal demersal areas if actively
avoided (notwithstanding passive dispersal in exposed areas). Therefore,
the inner bay may act as a refuge from cannibalism if juvenile and adult
densities are too high. However, many other predators exist in the
warmer, vegetated areas of the inner bay, such as pike. If high predation
rates do occur in vegetated areas then small, relatively colourless larvae
(pelagic phase) may fare better in open water environments until banding
on larval fish becomes apparent. Demersal optimal habitat overlapped
slightly with juvenile and adult habitat. However, the distributions
predicted from the thermal analysis would separate life stages vertically,
so the area-based overlap estimates are somewhat misieading if different
depth strata were chosen. This provides a good reason to assess thermal
structure in three dimensions.

From this assessment it is difficult to determine what the limiting life
stage or limiting habitat might be. Many outcomes are contingent upon
the timing of life stage events, particularly in the fist year of life. Itis
apparent that spatial and temporal changes in thermal habitat can affect
habitat suitability and its availability may be limiting. However, simulation
of habitat-population interactions and testing of habitat weighting factors
would be necessary before any conclusions are drawn about how habitat
affects population dynamics. These methods are pursued in later
analyses.
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Chapter 3

Does suitable habitat predict fish distributions?

...the importance of the spatial arrangements of habitat
types... suggest that nonrandom distribution at one scale
may be due to processes occurring at different scales -
Essington and Kitchell (1999)
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3.0 INTRODUCTION

Chapter 3 compares a known distribution of yellow perch YOY
(larvae) with HSI predictions of habitat suitability as a validation exercise.
There is a general lack of information, especially spatial data, available on
the early life history stages of fish; even for fish as extensively studied as
yellow perch in the Great Lakes. A one-time, spatial survey for YOY
yellow perch was conducted in August, 1998 in the Inner Bay of Long
Point. Abundance and size distributions from the survey were compared
to thermal and HSI predictions of suitable habitat to test for
correspondence. Also, the relative importance of different habitat factors
used in HSIs was tested by comparing them individually to larval
distributions. Assumptions about the relationship between food availability
and habitat characteristics, especially vegetation, were tested, and the
mechanistic link between the suitability of submerged aquatic vegetation
(SAV) as a food source and as a refuge was explored.

According to a definition for the ideal free distribution (IFD),
organisms will distribute themselves between areas so that the fitness of
all individuals is equal to the mean fitness level of the population (Kennedy
& Gray 1993). Habitat suitability index (HSI) models are predicated on
IFD rules. The premise is that preferred habitats lend a fithess advantage
and therefore are more suitable. It follows that fish distributions, and
possibly sizes, should reflect habitat suitabilities. The habitat associations
of young yellow perch gathered in Chapter 2 were used to generate
habitat suitability indices based on preferences and fithess-based
premises. These suitabilities in turn should predict young-of-the-year
(YOY) fish distributions that have resulted from directed movement or
differential mortality, and possibly growth differences between habitats.

It is important to test habitat suitability predictions against actual
distributions, especially for early life stages that are more vulnerable to
environmental change, but validation data is difficult to obtain. The spatial
distribution of YOY perch from a survey conducted in the inner bay of the
Long Point region was compared against habitat suitability predictions for
the time of the survey. The main purpose of the analysis was to
determine whether a simple HSI model can predict fish distributions, and
sizes. Duel et al. (2000) found that two to three variables could be used to
predict suitable habitat in most systems, while others suggest that
significant variables should be retained from models across different
systems to improve transferability (Leftwich et al. 1997). Therefore, the
individual habitat characteristics used in habitat suitability indices for the
Long Point system were compared to YOY distributions to assess their
relative importance as contributing factors.

Several habitat model predictions have been compared with fish
distributions to assess their predictability, with varying resuits. Shuler &
Nehring (1993) compared empirical data of salmonid habitat use against
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the suitability ratios of different riverine habitats. In their validation
analysis, no statistically significant linear relationship between structural
complexity and the population density of adult and juvenile brown and
rainbow trout was found during low, medium, and high flows. One could
argue that habitat suitability and fish distributions may not be linearly
related; many population-environment relationships can be described by
quadratic functions (i.e. temperature relationships with vital rates). Also, it
is likely that some explanatory variables may be left out of suitability
models reducing their predictive capability. Shirvell (1989) found that
HSIs predicted well for systems where the models were developed
between systems. However, those indices were empirically based
models, whereas the approach used here is based on general rules and
information across systems where yellow perch are found. Therefore, the
models are not specifically calibrated to any particular system.
Predictability may be low in either case, but whether distributions match
predicted fithess-based distributions is also informative.

3.0.1 P. flavescens early life history and habitat associations

There are many contradictory accounts for first-year perch
ontogeny. Perch typically spawn in April to June at depths between 0.5
and 8 m, on complex surfaces such as macrophytes, coarse woody
debris, and coarser substrate types. The period of egg development
usually lasts between 3 and 21 days and is mainly dependent on
temperatures (Hokanson 1977, Kamler 2002). Larval swim-up occurs 1-2
days after hatching and fry are typically found in sheltered, inshore areas
where they prefer open water close to moderate vegetation. Perch is
considered a high-density species, tolerant of crowding and of other
species. Fry may form shoals with other spring-spawning fish, therefore
spatial distribution is clustered and not uniform.

Young perch are planktivorous initially, eventually switching to
benthic food sources. However, feeding in perch may be more plastic than
previously thought, as for many organisms (Takimoto 2003). Perch are
generally considered opportunistic feeders, but selectivity does occur
(MacDougall et al. 2001). There is evidence that YOYs selectively prefer
zooplankton, with some seasonal variation in prey items. Some studies
state that fry typically move to the littoral zone just after hatching in early
June, become pelagic until October, and then move back to shallow
waters where they switch to benthic macroinvertebrates (Thorpe 1977a).
The maximum feeding rates occur mid-summer, with maintenance feeding
in fall depending on food availability (Thorpe 1977b). Alternatively, size-
based changes in feeding ecology and rates can occur. Other studies
state that larval perch are pelagic until 2-cm long, at which time they move
inshore to feed on benthic organisms (Craig 1987). Therefore, in August,
when the survey in this analysis was conducted, they may have been
eating both zooplankton and benthos (MacDougall et al. 2001).

Young perch feed continuously during daylight hours and require
20% of body weight per day for maintenance at 23 °C (Craig 1987), with
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temperature being linked to many bioenergetic rates (Hanson et al. 1997).
Also, there has been an inverse density-dependence of growth noted in
some studies (Carlander 1997), and average larval size may be inversely
related to larval density. In addition, Henderson & Nepszy (1989) showed
no correlation between year-class strength and growth, implying that
growth and survival are disconnected. Larvae are susceptible to high

- thermal mortality rates (<50% of maximum survival) at temperatures below
8 °C and above 27 °C. Therefore, larval size distributions were compared
to larval density, temperatures, and habitat variables.

Various hypotheses have been postulated regarding habitat refugia
from predation. Postlarval perch may move offshore to the epilimnion to
avoid predation if predator density is high in vegetation. Conversely,
demersal phase YOYs have been documented moving inshore to
vegetated or structured areas to avoid predation once their characteristic
banded colouration develops. Predators of perch include almost all warm
to cold-water fish. Bird predators include mergansers, loons, cormorants,
and herring gulls. The high fish and bird diversity in the Long Point area
indicates that predation rates are probably high. Predation by larger perch
and walleye occurs after YOY perch reach 18 mm or 0.08 g (Campbell
1998); at the time of the study perch were approximately 0.2 - 2.6 g.
Adult perch do not inhabit vegetated areas except during spawning, so
cannibalism should be minimized in vegetated areas.

3.0.2 Prey availability, habitat, and YOY distributions

High perch mortality rates can be caused by plankton shortages as
well as predation, with 10.7% / day more larvae dying than through
predation alone (Letcher et al. 1996). Vegetated areas are areas of high
prey availability, both zooplankton and benthic invertebrates, but can also
act as a refuge for prey (Cyr & Downing 1988; Jeppesen et al. 1998).
Post (1990) found that juvenile growth rates were lower in open water than
vegetated areas, resulting from a combination of thermal habitat and food
availability. Therefore, if larval fish maximize potential growth rates they
should be found in areas with a higher percent cover of vegetation or
higher food concentrations. Several habitat-based hypotheses were
tested based on the distribution of YOY predators and zooplankton prey.

Zooplankton was surveyed at the time of larval fish surveys in the
inner bay of the Long Point area. Benthos was not surveyed. However,
benthic invertebrate density may be related to bottom substrate type. The
sediments of the inner bay range from highly organic muck to sand. itis
hypothesized that in-benthos are positively correlated with vegetation
cover and inversely related to low organic content substrates, such as
sand. Depth distributions were also tested even though the inner bay is
quite shallow; many citations refer to the depth preferences of fish and it is
included in several habitat suitability models (Kreiger et al. 1983; Lane et
al. 1996b).
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3.1 METHODS

3.1.1 Fish & Zooplankton Data

Fisheries and Oceans Canada (DFO) and the Ontario Ministry of
Natural Resources (OMNR) conducted a spatial survey of age-0 fish
(YOYs) and zooplankton distributions on August 24-28, 1998 in the Inner
Bay of Long Point (Dimitru et al. 1998, unpublished data). MacDougall et
al. (2001) explains details of the juvenile fish sampling methodology.
Trawls were towed for a standardized distance at set stations along four
transects in the bay (N.B. 6.1-m modified Biloxi bottom trawl towed for 10
min at 1.6 knots). Stations were positioned 500 m apart in <1 m of water
and 1000 m apart in >1 m water depth (Figure 3.01). For this analysis, the
YOY samples were considered independent, not spatially correlated, from
each other for two reasons (Hinch et al. 1994). One, adult home range is
estimated at 100 m (Craig 1987), which is 1/5™ the minimum distance
between sample points, and is assumed to be larger than YOY home
range size. Two, all the fish samples were collected over a brief, two-day
period, therefore fish were unlikely to move between sites.

1998 Inner Bay YOY Survey Stations

i

Figure 3.01: DFO and OMNR sampling locations on August 27-28, 1998 in the Inner Bay
at Long Point, Lake Erie showing both planned and surveyed sampling locations for
young-of-the-year fish and zooplankton samples (From Dimitru ef al. 1998 unpublished
data).

Zooplankton samples were taken with a 20L Schindler-Patalas trap
at 3 points along the transect for each site. Samples were pooled and all
zooplankton, including nauplii and copepodites were identified to species
where possible, counted and weighed. Total abundance and wet-weight
biomass estimates were determined for both fish and zooplankton
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samples for each species separately. Data on yellow perch YOY catch
per unit effort (CPUE; individuals per standard trawl), total biomass of
YOY yellow perch, total zooplankton densities and biomass (not including
copepod nauplii or eggs), was extracted from the data collected for each
station. The average individual YOY weight was calculated by dividing
total biomass by CPUE, because aggregate sample weights were
recorded, not individual weights.

3.1.2 Habitat & Suitability Information

It was assumed that the recorded temperatures on the day of
sampling would not be indicative of the thermal conditions to which the
YOY perch and zooplankton would be responding. Therefore, AVHRR
imagery for two weeks prior to, and including, the 1998 YOY and
zooplankton sampling dates was used to determine average surface
temperatures in the inner bay. AVHRR imagery was processed using the
methodology outlined in Section 1.1.5, Chapter 1. These temperatures
were then converted to thermal suitabilities based on the survival curve for
larval yellow perch outlined in Equation 2.2, Chapter 2. (The suitability
curve is shown in Figure 2.03.) The average August temperatures and
thermal suitabilities for YOYs were mapped (Figure 3.02) for grid cells that
were part of the initial SST grid.

August Temperature YOY Thermal Suitability J
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Figure 3.02: Average temperatures in August 1998 in the inner Bay of Long Point Bay,

Lake Erie converted to YOY thermal suitabilities based on survival probabilities. (See
Figure 2.03 and Equation 2.2 in Chapter 2 for the thermal HSI curve and equation.)

Spatially explicit habitat information outlined in Chapter 1 was used
to calculate habitat suitabilities for YOY perch in the inner bay and to
extract relevant habitat data corresponding to each survey station.
Detailed CASI survey maps for substrate type and vegetation percent
cover, as well as a bathymetric contour map were overlain to create a
polygon coverage of the inner bay (Figure 3.03). Each resultant polygon
had a unique combination of the physical characteristics. The unique
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combinations were assigned a final habitat suitability by arithmetically
averaging the larval suitabilities for the individual characteristics (Table
2.5, Chapter 2).

Aquatic g £ .. || Substrate Type
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Typha _ Other 0 30 70 100 Sand Je—
s - Sund —» SilUCla
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Figure 3.03: Physical habitat maps of the Inner Bay of Long Point, including aguatic
vegetation (emergent and submergent vegetation categories), substrate type (sand,
intermediate, and silt/clay categories), and bathymetry (water depths at 1-m contour
intervals). Physical habitat features were converted to overall habitat suitability for YOY
perch based on HSlis found in Table 2.5, Chapter 2.

The physical data and suitabilities that corresponded to the station
locations were extracted from the maps for comparison with fish and
zooplankton abundances and biomass estimates. Because the inner bay
is mainly composed of sand, silt, and clay combinations of substrate type,
the percent sand composition at each point was used as an indicator of
substrate composition. In addition, surveys took place in varying densities
of submergent vegetation; emergent vegetation areas were not included.
Therefore, only percent submergent vegetation cover was used in the
analysis.
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3.1.3 Data Analysis

Independently, the abundance of perch and zooplankton was
compared to individual or total biomass, respectively, using correlation
analysis to determine if the two measures were autocorrelated (Systat®
v10.2). To testif YOY size and spatial distributions corresponded with
thermal and habitat suitability predictions, the abundance, and average
individual weight of yellow perch YOYs was compared to the suitabilities
at each station. YOY abundances and zooplankton densities were also
compared to the individual physical characteristics at each site: depth,
percent sand, and submergent vegetation cover. Least-squares
regression analyses or simple ANOVAs were conducted to determine
statistical significance at the a = 0.05 level, if the data warranted.
Variables were lumped for ANOVA calculations if necessary or log-
transformed if there was unequal distribution of variance across data
ranges.

3.2RESULTS

3.2.1 YOY Perch Distributions
Yellow perch YOY distributions were clumped, but the average
weight per individual at each site was relatively uniform, with a few
exceptions (Figure 3.04). Higher abundances of YOYs were found in a
southwesterly direction of the inner bay but CPUE varied highly between
adjacent sites. Average YOY size ranged from 0.2 to 2.6 g between sites;
the inner bay average across all sites was equal to 1.5 g.

YOY Abundance (CPUE}) YOY Avg Weight () |
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Figure 3.04: YOY abundance (# of individuals per 10-minute trawl) and average larval
weight (mg) per trawl captured during an August, 1998 larval perch survey in the Inner
Bay of Long Point Bay, Lake Erie (Dimitru et al. unpublished data; null values are not
shown).

Young-of-the-year abundance data was skewed toward low

catches therefore data was log-transformed for correlation analysis. Zero
catches were not included in the analysis. The average individual size of
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YOYs was slightly correlated with log-transformed CPUE data, but not
significantly (N=17, R=0.41, p(2-tail)=0.102). The variance in average size
was highest at low abundances, but the two variables were considered
independent of each other in future analyses (Figure 3.05).
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Figure 3.05: YOY abundance (CPUE = # of individuals per standard-length trawl) plotted

against average individual YOY weight per trawl (g) from a larval spatial survey
conducted in Long Point Bay (Dimitru et al. unpublished data).
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Figure 3.06: YOY abundance (# of individuals per trawl) and average YOY weight per
trawl {(mg) from a larval spatial survey conducted in Long Point Bay (Dimitru et al.
unpublished data) plotted against the larval thermal suitability at each sampling point
during August, 1998 based on average August temperatures.
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Thermal suitabilities ranged between 0.5 and 0.9, with half of the
bay having high thermal suitability according to temperature-survival
curves. Temperatures to the northeast were above thermal optima at 26
°C, and ranged to 21 °C in the southwest (Figure 3.02). YOY abundance
and average weight at each site was plotted against the thermal suitability
at each site in August. There was a slight, positive trend between average
size and thermal suitability, but the variance was high (Figure 3.06). All
high-abundance catches (above 100 individuals / trawl) were found in high
thermal suitability waters (HSI=0.9).

Physical habitat suitability was ranked highly and uniformly
throughout the bay, ranging from 0.80-0.95 (Figure 3.03). YOY individual
weight was only weakly related to habitat suitability, while abundances
were unrelated to this aggregate measure (Figure 3.07). When physical
habitat characteristics were analysed separately, the depth, and the
percentage of sand in the substrate were unrelated to abundance and
individual weight of YOYs caught (Figures 3.08 & 3.09). The maximum
YOY average weight appeared to form a positive, linear relationship with
percent submergent cover but the size distribution in high-percent cover
submergents extended the full range of possible sizes (Figure 3.10).
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Figure 3.07: YOY abundance (# of individuals per standard trawl) and average YOY
weight per trawl (mg) from a larval spatial survey conducted in Long Point Bay (Dimitru et
al. unpublished data) plotted against the larval habitat suitability at each sampling point
during August, 1998 based on depth, vegetation and substrate type associations.
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Figure 3.08: YOY abundance (# of individuals per standard trawl) and average YOY
weight per trawl (g) from a larval spatial survey conducted in Long Point Bay during
August, 1998 (Dimitru et al. unpublished data) plotted against the water depth (rounded
to nearest 0.5 m) at each sampling point from bathymetry data.

@ Abundance © Average Weight

500 3.0
m e
% 400 - +24
S _
T ° © ©p® © o
O 300 - 118 %
g © =
2 ¢ g ©o <
5 200 o +12 3
o
< >
=
S ] 1
9 100 ® ° 0.6
%]
8 o
0 T T T .‘@ T T " 0.0
00 01 02 03 04 05 06 07 08 09 1.0
Proportion Sand

Figure 3.09: YOY abundance (# of individuals per standard trawl) and average YOY
weight per trawl (g) from a larval spatial survey conducted in Long Point Bay (Dimitru et
al. unpublished data) plotted against the proportion of sand in substrates at each
sampling point during August, 1998.

In comparison, the high-abundance catches were only found in high
percent cover (90% submergents), similar to the thermal suitability results
(Figure 3.10). A significant linear regression resulted when (log+1)-
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transformed YOY abundance data was regressed against an interaction
term between percent submergents and thermal suitability. This equation
obtained a higher adjusted R? value (Equation 3.1) than a step-WIse
multiple regression of the variables independently (adj-R?=0.39). (N.
Vegetation and temperature were not correlated and explained equal
percentages of the variance in the step-wise model.)
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Figure 3.10: YOY abundance (# of individuals per standard trawl) and average YOY
weight per trawl (g) from a larval spatial survey conducted in Long Point Bay (Dimitru et
al. unpublished data) plotted against the proportion of submergent vegetation cover at
each sampling point during August, 1998.

Equation 3.1: Log(YOY + 1) = 3.02(x 0.73) * (TempSuit * %Subm) — 0.65 (+ 0.41);
(N=22, Adj- R?=0.43, p=0.001); where YOY = # / trawl (CPUE), TempSuit = Thermal
Suitability, %Subm = percent submergent vegetation cover.

3.2.2 Crustacean Zooplankton Distributions

Only zooplankton adults were included in the following analysis, not
eggs and nauplii. Zooplankton densities in the inner bay ranged from
approximately 20,000 — 180,000 individuals per cubic metre in a total of 22
samples taken in the spatial survey of 1998. Total biomass at the sites
ranged from 8.5 to 55 mg-m’. Spatial statistics were not performed, but
higher abundances and blomass estimates appeared to occur along a
NW-SE transect w1th|n the bay (Figure 3.11). Zooplankton density (#:m®)
and biomass (mg-m®) were autocorrelated at each site (Flgure 3.12; N=22,
Pearson’s R =0.94, p<0.001). Both variables were used in subsequent
analysis, but either could be substituted in the equations developed.
Zooplankton densities were mainly used.

Zooplankton density and biomass were unrelated to temperature,
site depth, and the percentage of sand in the substrate, which ranged from
21 to0 26 °C, 0.5 to 2.5 m, and 30-90% cover, respectively (Figures 3.13,
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3.14 & 3.15). Zooplankton density was nonlinearly related to the
proportion of submergent vegetation present at each site (Figure 3.16).
The samples were biased towards high percent cover, so a categorical
assignment of low (<33%, N=3), medium (34-66%, N=3) and high (>66%,
N=16) vegetation was used in an ANOVA to test for significant differences
in zooplankton density. Zooplankton densities in moderate cover were
significantly lower than in low and high submergent cover (df=19, F=5.5,
p=0.03), which were not significantly different from each other.

Zooplankton Density
(1000sem?)

Zooplankton Biomass

e <50 © 50-100 @ 100-150 >150 <15 O 1530 30-45

Figure 3.11: Zooplankton densities and total biomass (1000s of individuals or milligrams
per cubic metre) collected during a spatial survey of the Inner Bay in Long Point Bay,
Lake Erie during August 1998 (Dimitru et al. Unpublished data).
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Figure 3.12: Zooplankton density (# of individuals-m®) plotted against total zooplankton

biomass (mg-ms) from a spatial survey conducted in Long Point Bay (Dimitru et al.
unpublished data; p<0.01).
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Figure 3.13: Zooplankton density (# per cubic metre) and biomass (mg per cubic metre)
collected during a spatial survey on August 24-25, 1998 of the inner Bay of Long Point
Bay, Lake Erie (Dimitru et al. unpublished data) plotted against the average temperature
of the site for the previous 2 weeks (derived from AVHRR sea surface temperature
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Figure 3.14: Zooplankton density (# per cubic metre) and biomass (mg per cubic metre)
collected during a spatial survey of the Inner Bay of Long Point Bay, Lake Erie (Dimitru et
al. unpublished data) plotted against the depth of the sampling point derived from
bathymetric data.

103



Ph.D. Thesis S.E. Doka McMaster-Biclogy

® Density © Biomass

200000 75
o o &
E 160000 - 160 €
* o o
E
g S
2 120000 - 09 ® 03 © 8 145 8
3 o g o §
S 80000 ° ° 8 30 t=n
£ . R
[= o =
8 8 g &
g 40000 T15 8
N o8 N

0 . , 1 ‘ . ; d . ; 0

00 01 02 03 04 05 06 07 08 08 10
Proportion Sand

Figure 3.15: Zooplankton density (# per cubic metre) and biomass (mg per cubic metre)
coliected during a spatial survey of the Inner Bay of Long Point Bay, Lake Erie (Dimitru et
al. unpublished data) plotted against the proportion of sandy substrate at the sampling
point derived from a CASI survey.
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Figure 3.16: Zooplankton density (# per cubic metre) and biomass (mg per cubic metre)
collected during a spatial survey of the Inner Bay of Long Point Bay, Lake Erie (Dimitru et

al. unpublished data) plotted against the proportion of submergent vegetation cover at the
sampling point derived from a CASI survey.

Individual YOY size was also compared to the zooplankton
biomass collected at the same site. YOY size was unrelated to
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zooplankton biomass (Figure 3.17). Lastly, the zooplankton distribution
was compared with the yellow perch YOY distribution in the inner bay. A
wedge-shaped distribution emerged where low YOY abundances were
observed across the range of zooplankton densities, but the highest YOY
abundances occurred at moderate zooplankton abundance (Figure 3.18).
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Figure 3.17: Zooplankton densities (# per cubic metre) versus YOY abundance (# per
trawl) at each point in the spatial survey conducted in August 1998 in the Inner Bay of
Long Point Bay, Lake Erie (Dimitru et al. unpublished data).
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Figure 3.18: Zooplankton densities (# per cubic metre) versus YOY abundance (# per
trawl) at each point in the spatial survey conducted in August 1998 in the Inner Bay of
Long Pgint Bay, Lake Erie (Dimitru et al. unpublished data).
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3.3 DISCUSSION

The grain size of habitat refers to how rapidly the environment
changes relative to movements of the consumer (sensu Levins 1966).
Fine-grained habitats are where distinct differences in patches and
resource availability occur, while coarse-grained patches all look alike
(Ranta et al. 2000). The Inner Bay is mainly composed of fine substrates
and is therefore homogenous from a fish’s perspective. If substrate type,
in this analysis the percentage of sand, was at all linked to food
abundance of benthic macroinvertebrates, the relationship was not
significant. The depth range is also very limited and shallow. The
individual HSI rankings indicated that the inner bay has highly preferred
substrate types and depths throughout. Therefore, the Inner Bay is
coarse-grained for both depth and substrate and no significant relationship
within the restricted range of these variables and YOY size or abundance
was obtained or should be expected.

The probability of finding a school of perch was much higher in very
good thermal habitat than even moderately suitable thermal habitat.
However, individuals were still found in areas with suitability ratings as low
as 0.5, the lowest thermal suitability for the two weeks prior to the survey.
Also, perch schools were only found in high-percent-cover submergents.
The combination of highly suitable temperatures and dense macrophyte
cover explained 43% of the variance in YOY abundance (CPUE) and the
probability of finding a school of age-0 perch significantly increased in
these areas. This implied that the definition of suitable habitat may be
closer to a classical definition of optimal habitat. If so, the suitable area
available to a life stage may be reduced from that predicted by the overall
HSI model and weighted suitability areas may be overestimated.

The vegetation HSI, which was based on a compilation of habitat
preferences from the literature, ranked low and moderate submergent
cover as more suitable. The vegetation suitability predictions did not
match the actual YOY distributions in this survey and contributed to the
low predictability of the overall HSI. It may also indicate that under certain
conditions there should be a hierarchical weighting of habitat
characteristics where vegetation, when present, is a controlling factor.
The mismatch between observed and predicted YOY perch distributions
indicated the weight of some habitat variables may be underestimated in
average HSI calculations, if distributions are indicative of higher fitness.
Alternatively, predation pressure may be so high in the inner bay that YOY
fish may be forced into less fit habitats, on average (Werner et al. 1983).

Both field and controlled enclosure experiments have documented
increased use of vegetation by small fish under predation pressure,
especially when an effective predator, like pike, is present (Diehl & Ekiov
1995). Under these behaviourally modified distributions, growth was
compromised by two mechanisms: the physical structure of vegetation
interfered with feeding, and density-dependent food limitation occurred in
small areas. This is why high-density submergents were ranked lower
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than moderate cover in the original HSI for vegetation. However, survival
is much lower in open habitat than vegetated habitat. Therefore,
vegetated areas usually have higher densities and smaller fish (Randall et
al. 1996), whereas exposed (open) areas were associated with larger fish.
Therefore, certain habitats may maximize on survival but are less
conducive to growth. Raiisback (2003) also found that fish may be
concentrated in areas that do not necessarily offer the highest overall
fitness advantage. This is an argument for weighting the relative suitability
of habitats differently for different process rates.

In the Long Point study, YOY abundance and YOY size were not
related. The two most important factors were temperature and high
percent cover vegetation for predicting the probability of high-density YOY
areas. The probability of mortality due to thermal stress and predation is
minimized in these locations and may not have an additional effect on
growth because size differences were not significant. This would imply
that food was not limiting and because YOY density was not related to
YOY size, it also implies that densities were not limiting either. However,
it is difficult to assess growth differences given the data available. The
size of fish sampled would be dependent on when hatch occurred and on
movement rates between habitats, in addition to possible habitat- or
density-based effects on subsequent growth rates. Without this
information, it is difficult to draw habitat-based conclusions. An
experimental approach would be needed to test these hypotheses and to
gather information on the age of YOY fish and movement rates.

Habitat occupancy and densities within habitats are also dependent
on whether the system is at carrying capacity. Refining the HSI model, or
using the lowest suitability to represent overall suitability, would improve
the model’s predictive capabilities for habitat occupancy, especially if
temperatures were included. However, habitat suitability would not
accurately predict densities at a particular location because of the
variability within suitable habitats due to clumped distributions.
Nevertheless, HSIs are not intended as predictive models of abundance at
different scales, but for determining the location of suitable habitats and
their relative availability. More suitable areas should have higher overall
abundance within the entire habitat compared to others. It is unrealistic to
think that high suitability habitat has high abundances at all sites, therefore
suitability models should be probability based, especially if clumped
distributions are involved. Even if distributions are clustered, the area per
individual probably does not change, just the distribution of individuals
within the suitable habitat. Therefore, strictly density-based statistical
measures of habitat suitability can be misleading if collected at the wrong
scale.

Zooplankton densities were nonlinearly related to vegetative cover
and the probability of finding zooplankton in areas of low and high cover
was greater. However, zooplankton density was highest at average YOY
abundance levels. Predator density is not necessarily correlated with prey
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density because local zooplankion abundance could be depleted due to
grazing of the YOYs. Therefore, depending on the movement rates of
YOYs, predation may or may not be responsible for local depletion of
resources at high densities. Nevertheless, zooplankton densities were
high in the vicinity of high-density YOY patches but not at the exact point.
A spatial analysis might reveal that predator and prey distributions are
contiguous but more samples would be required than in the current survey
to assess significance at the level of patchiness observed.

In the study, zooplankton density and biomass were autocorrelated
and zooplankton densities were high in both low and high-cover
submergent areas. Therefore, open areas may offer a refuge from
zooplanktivorous fish and could partly explain the observed distributions.
However, the statistical relationship between vegetation and zooplankton
in the study is somewhat tenuous because sample sizes were low in both
low and medium cover. Calculating the probability of finding prey given
habitat features is possible and therefore extrapolations about suitable
growth habitat can be made. A conservative estimate of YOY
consumption rates is 20% per day at 23 °C (Marmulla & Rosch 1990).
Therefore, a 0.5-g fish would eat 0.1 g of zooplankton per day and a 2.5-g
fish would eat 0.5 g of zooplankton per day. At these sizes and the
highest zooplankton densities recorded in the survey, age-0 fish would
require a minimum of 1.4 m® and 7.1 m® per individual per day,
respectively.

The range of zooplankton densities varied widely in high cover
because both larvae and zooplankton distributions were patchy. This
indicated a clumped distribution similar to the clumped distribution of YOY
fish in suitable habitat. Schooling, or clustered distributions of fish, may
be a behavioural response to avoid predation pressure or to improve
foraging efficiency. This behavioural response is probably occurring at
both trophic levels because there is evidence that zooplankton modify
spatial distributions in response to predation, especially in shallow habitats
(Jacobsen et al. 1997).

A comparison of fish and zooplankton abundances resulted in a
wedge-shaped relationship that indicates one of two possibilities. One,
under-matching may be occurring and fish are not distributed ideally within
the landscape (i.e. ideal free distribution is based on an entire knowledge
of the system). Two, habitat selection in YOY fish is occurring for other
reasons than zooplankton distributions. For example, young perch might
be eating benthos or avoiding predation in low-density submergents.
Fisher et al. (1999) found that larval abundance was related to biological
variables, such as zooplankton abundance, and juvenile (YOY)
abundance was related to substrate, water temperature, depth, and
sometimes chironomid abundance. Perch during the time of the survey
may be consuming both food sources. It would be difficult to test the
substrate type-benthos hypothesis because no benthic samples were
taken or gut content analysis performed.
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In addition, other habitat factors may be important to YOY perch
habitat selection. Many studies quote that sheltered areas are preferred
by age-0 fish (Houde 1969, Thorpe 1977a, Goodyear 1982). Exposure to
prevailing wind and waves is minimized on the south side of the bay.
Unfortunately, no meteorological information was gathered during the time
of the study, but the relationships between fish, zooplankton, and
exposure, as well as the interactions with other habitat factors, require
further investigation.

It is uncertain whether survey YOY distributions were a result of
differential survival or movement. It would be difficult to distinguish
unequal distributions that arose from directed movement from those that
resulted for mechanistic reasons at a local scale, such as in high growth
and high survival areas with litle movement. Therefore, modelling and
controlled experiments are needed to test some hypotheses about which
rate, if any, is controlling distributions. Persson & Crowder (1998)
recommended that habitat models and game theory be used to assess the
effect of habitat shifts and its implications on population dynamics.
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CHAPTER 4

Can habitat be linked to fish population dynamics?
If so, how does habitat limit fish production?

Natural and anthropogenic perturbations do not always equally affect all
parts of an ecosystem, and all parts of an ecosystem do not equally
contribute to maintain fish communities.

. Boisclair (2001)
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4.0 INTRODUCTION

This chapter focussed on the mechanistic links between habitat and
yellow perch population dynamics rather than preference or distribution-
based habitat suitability approaches (see Chapter 2). The model
concentrated on the first year of life and the effect of consecutive
constraints on early life stages with different habitat requirements. Early
life stages included spawning, egg (survival and development), and
planktonic larvae (growth and survival). Scenarios tested the ramifications
of having no habitat preferences at spawning, thermal effects at different
life stages, and finally, habitat-based effects. Habitat-based effects were
applied where linkages between depth, temperature, vegetation, substrate
type, or wave exposure could be established for growth and survival. The
purpose of the model was to compare the potential growth and survival of
consecutive life stages in a spatially explicit manner when different
habitat-based rules are imposed.

There has been continued debate over whether habitat is an
important factor in regulating population dynamics (Pulliam 1988, Ryder &
Kerr 1989, Kelso & Wooley 1996, Minns 2001). Most ecologists would
agree that physical habitat heterogeneity exists both spatially and
temporally in lakes and rivers, that habitat preferences exist for certain
species, and that some habitats (this includes thermal habitats) may be
more advantageous than others for growth or survival. However, it is the
link between population processes and habitat that remains tenuous
(Rose 2000). In this chapter, habitat relationships and population
dynamics are explored in the first year of life for yellow perch. The
ramifications of imposing habitat-related behaviours, preferences and
advantages are investigated in an iterative and step-wise manner to
determine the potential importance of physical habitat and temperature as
regulatory factors in fish population dynamics.

There are two main questions addressed by this study; by what
mechanistic process can habitat be quantitatively linked to population
dynamics, and, how can the interaction between habitat heterogeneity and
population processes limit first-year fish production? Many approaches
have been used to address the first question, most notably, population
models that include environmental factors. Habitat-based models for fish
species vary in complexity, spatial scale, and temporal scale, as well as
the level of detail that is mapped or simulated (Great Lakes examples
include Minns et al. 1996, Jones et al. 1998). Generally, the fish species
of interest are divided into life stages that have different habitat
requirements, and models can range from closed population models to
life-stage specific. In this study, a habitat-based, spatially explicit matrix
model was constructed based on current knowledge regarding interactions
between lake habitat and yellow perch populations.

The second objective was addressed by testing different habitat-
based rules at different life stages in the first year of life to compare their
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relative effects on spawning success, survival and growth of eggs and fry,
and ultimate first-year production. Chapter 4 begins with a discussion of
habitat associations and fish population dynamics and a review of fish
population models that are pertinent to fish habitat science. These
approaches are compared to the one presented here for early life stages,
referred to as the Long Point yellow perch habitat model or PercaSpace.

The core of this chapter addresses the spatial and temporal
dynamics of fish populations in relation to their environment, or physical
habitat, in the first year of life. The yellow perch population in Lake Erie,
especially the eastern basin, has experienced dramatic fluctuations in
recent years. There is speculation about whether some aspect of habitat,
such as temperature, or a decline in suitable habitat, may be linked to the
population fluctuations. PercaSpace concentrated on linking habitat to
first year population dynamics in a quantitative way to elucidate those
potential effects on year class strength.

4.0.1 Habitat associations with population dynamics

For habitat to affect fish production one of two conditions must be
met, fish must have habitat preferences that affect density-dependent
population rates, or different habitats must differentially affect individual
vital rates directly, thereby affecting population dynamics. If a species has
a preferred habitat, it could have resulted from an evolutionary selection
for that habitat preference because of individual fitness differences
between habitats that have defined the fundamental niche requirements
(Grossman et al. 1995, Proulx 1999). However, it is difficult to establish
habitat preferences if there is simply unequal distribution between habitat
types (Railsback 2001), which may have resulted from competitive
exclusion (i.e. the realised niche; sensu Hutchinson 1965).

Therefore, an extensive literature review of habitat preferences and
associations in all types of systems with different fish communities should
reveal what the hierarchy of habitat preferences are for perch in their
fundamental niche (see Chapter 2 for habitat review). Even so, density-
dependent processes would only become important once preferred
habitats reached carrying capacity. If habitat influences vital rates directly,
irrespective of density, then quantitative relationships need to be
established between habitat factors and either reproductive, growth, or
survival rates. The result of either of the conditions being true is that
some physical habitats directly confer survival, reproductive, or growth
advantages to individuals, or indirectly affect vital rates by creating
clumped distributions and affecting density-dependent rates. This chapter
explores the former hypothesis through quantifying how physical habitat,
including temperature, modifies individual fish vital rates and thus
population dynamics through spawning and early life stages.

Three factors directly affect potential growth rates in fish: water
temperature, food consumption, and activity levels. These factors modify
the maximum physiological growth capacity of perch, which is defined by
individual metabolic rates (Kitchell 1977, Hanson et al. 1997), within limits
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that are genetically determined. The amount of food ingested is a function
of food availability and the catchability of prey items. Different systems
have differing productivities that govern the maximum food availability but
other biological and physical processes may restrict the abundance and
availability of that food at a site-specific level. For example, prey
availability can be affected by the density of predators, which affects the
level of competition for food (Carpenter & Kitchell 1988). Habitat structure
can affect food abundance because of varying primary production in
certain areas, like wetlands (Cyr & Downing 1988, Diehl & Kornijow 1998,
Sondergaard & Moss 1998), and varying catchability of prey items
because of habitat complexity (Jacobsen et al. 1997, Carpenter et al.
1998, Jeppesen et al. 1998).

The same habitat features that produce differences in food
availability may also differentially affect mortality rates. Factors that
directly affect mortality rates are temperature and temperature fluctuations
(Treasurer 1983, Sandstrom et al. 1997), starvation (Radke & Eckmann
1999), and high fish densities, which may increase the incidence of
disease, competition, and predation, including cannibalism (Cushing 1974,
Myers 1995). Predation rates may also vary depending on the fish
species’ behaviour and its trophic status, both of which could change
depending on the habitat types available and the fish community
composition of the system (Tonn & Pasckowski 1987, MacRae & Jackson
2001)

Similar outcomes in population dynamics can result if physical
habitat differences create areas that are more suitable for growth,
reproduction, or survival. This may result if fish select to maximise on
these vital rates (optimal habitat selection), if fish have habitat preferences
that affect densities (ideal free distribution in preferred habitat), or are
relegated to areas by biotic interactions (small usable habitat) that in turn
affect vital rates (See also Hayes 1999). Therefore, habitat selection by
fish can be based solely on preferences or bioenergetic needs or both.
Establishing these links quantitatively to vital rates is difficult but it is often
assumed that by distributing themselves along preferential gradients or
patches of preferred habitat; fish are changing their fitness levels (i.e. that
habitat selection somehow affects reproductive output or growth potential).
Growth potential has been investigated more than reproduction effects
(Wilderhaber & Crowder 1990, Brandt & Kirsch 1993, Mason et al. 1995).

Alternately, fish may merely experience conditions in a particular
area that are imposed, without selection, that alter reproduction and
growth such that subsequent recruitment to the next year class is altered.
For example, recruitment only varies if optimal thermal volumes
throughout a system vary from year to year or if there is a mismatch
between optima in two separate variables. In experiments conducted by
Wildhaber & Crowder (1990) on juvenile bluegill, thermal preference
overrode foraging, except when food was very low. This provides
evidence for hierarchical habitat selection that can be used when
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combining suitability assignments to habitat types.

If this spatial and temporal habitat space is not considered, as in
static or aggregate approaches, then the variance around the mean
condition, (i.e. mean size and mean reproductive output) is
underestimated because of averaging or homogenization across relevant
scales (see Chapter 2; Rose 2001). If indeed environmental conditions
affect the growth and mortality of organisms, either directly or indirectly,
then fisheries management models that are strictly based on intrinsic
population factors, and which dismiss spatial and temporal variability in
environmental factors as noise, may contribute to erroneous predictions in
stock dynamics. For example, stock-recruitment relationships define the
maximum reproductive output of a stock but could be limited by
environmental factors that reduce predictability. Also, the search for an
overarching regulator or a single controlling factor (i.e. rate limiting step,
general law) may lead to an aggregate approach that ignores the spatial
and temporal variability in the environment.

Physical habitat information at scales relevant to fish interactions
has been difficult to obtain, and hypotheses about environmental
regulation of vital rates difficult to test using traditional means. Remote
sensing, geographic information systems, and computer simulation
modelling are tools that can be used to address these issues of scale,
habitat heterogeneity and hypothesis-testing in a virtual environment over
time periods that are impossible to replicate in laboratory or field
experiments. Their usefulness in this study and for habitat-based
modelling is discussed in the following sections.

4.0.2 Computer Simulation Modelling

Models are useful tools for testing hypotheses about complex
systems that may not be tested experimentally or empirically through trend
analysis because of spatial or temporal constraints. Models may reveal
complex interactions in system properties, and weaknesses or gaps in our
knowledge and understanding, which can be used adaptively to revise
research priorities. Model predictions can be compared with field
observations for validation of the rules and assumptions that are inherent
in all modelling exercises, as in most scientific studies.

Jorgensen (1988) outlined the main steps in model building (Figure
4.01). Initial steps involve defining the problem to be modelied,
determining the model complexity and data requirements, and then
building the equations that link different components of the system.
Components of models include forcing functions and state variables.
Forcing functions, or external variables, affect the simulated system in
some way; while control functions are a subset of forcing functions that
are manageable (i.e. regulated water levels or nutrient inputs, but not
climate).
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Figure 4.01: Flowchart of model building steps defined by Jorgensen (1988; Fig 2.2).

State variables are affected by forcing functions; mathematical
equations that link the state and external variables (i.e. fish growth is a
state variable affected by temperature, an external variable). Coefficients,
or parameters, are modifiers of external variables that are included in
mathematical representations (equations) of biological, chemical, or
physical processes. Usually, a conceptual diagram is used to develop the
relationships between forcing functions, state variables and processes.
The final stages of model development involve verification and validation.
Verification is the test of the internal logic of a model, which is largely
subjective, and validation is an objective test of how well the output fit
independent field data.

Classes of ecological models include several contrasting types:
stochastic vs. deterministic, compartment vs. matrix, reductionistic vs.
holistic, static vs. dynamic, distributed vs. lumped, linear vs. nonlinear,
causal vs. blackbox, and autonomous vs. nonautonomous (Jorgensen
1988). The model presented here is a deterministic, dynamic, distributed,
somewhere between reductionistic and holistic, nonlinear, causal, and
nonautonomous matrix model.

Biological models can be classified into biodemographic,
bioenergetic, or biogeochemical categories (Jorgensen 1988). The model
presented in this chapter combined biodemographic and bioenergetic
components, and used weight and abundance as the measurements.
Biodemographic models conserve species or genetic information (i.e. the
number of individuals), and are organised using life cycle patterns; the
number of individuals or species is used as measurement. Bioenergetic
models balance the conservation of energy or mass, their organisation is
based on energy flow patterns and use energy or weight measurements.
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4.0.3 Model Review

The following section reviews the different types of models that are
relevant to this study, focusing on models of species interactions with their
habitat space. The review covers population, metapopulation, and
individual-based models, from general habitat suitability models to
spatially explicit approaches. A table of comparisons for all the different
models can be found in Appendix 4.1; contrasted with PercaSpace.

Population models with environmental relationships

A classical population modelling approach creates a static picture
of changes in growth and mortality over time with concomitant changes in
habitat variables and their distributions. These models are not usually
spatially explicit, and involve no movement. Therefore, assumptions are
made about the distribution of animals in different habitats and their
suitabilities because individuals are not capable of moving and finding
suitable habitat. Recent population models have included some spatially
explicit descriptions of habitat and movement. (For a complete review of
population models, read Levins 1966, Hastings 1990 and Kareiva 1990.)

One of the first habitat-based, full population models was
developed by Minns et al. (1996) for northern pike. Depth, substrate type,
and macrophyte coverage were used to calculate weighted usable areas
(WUAs) by habitat suitability indices for three different life stages of pike in
an annual, lumped population model. Population dynamics and carrying
capacity was determined for the system based on the area required by
individuals in each life stage (spawning, larval, and juvenile plus adult
space requirements) to carry out life processes. The model results
indicated that the availability of good nursery and juvenile-adult habitat
were more important to population success than spawning habitat (Minns
et al. 1996, Minns et al. 1999).

A juvenile walleye model developed for western Lake Erie (Jones et
al. 1998) concentrated on the early life history of walleye from egg
deposition to larval transport mortality, first feeding and growth until the
first winter. Potential egg deposition was determined based on adult stock
estimates, and available spawning habitat (categorised into good /
average / poor habitat) was calculated based on substrate size and river
velocity. An egg carrying capacity by habitat suitability was calculated and
this determined the number of retained eggs per habitat type. Random vs.
nonrandom selection of egg deposition by habitat types was tested. Egg
survival, development, and hatching depended on habitat type and
changing temperatures. The survival of emergent larvae transported to
nursery habitat down-river was a function of river discharge and the
transport time to nursery areas was a function of river velocity. The final
product was an aggregate model of population level responses to habitat
variation, similar to PercaSpace.

A salmonid population model (SALMOD; Bartholow et al. 1993)
tested the hypothesis that mortality is directly related to spatially and
temporally variable micro- and macrohabitat limitations of stream flow.

116



Ph.D. Thesis S.E Doka McMaster-Biology

They defined microhabitat as a combination of physical variables that are
used in small (metre-scale) localised areas, and macrohabitat as the
abiotic complex of river segment influencing the distribution of organisms.
Habitat capacity was defined as the level above which emigration occurs.
The model resolution was defined on different scales: biological (the
distance a given size fish can move), temporal (one time step) and spatial
(the computational unit). This model used a weekly time step for one or
more biological years (starting with the first week of spawning) and all rate
parameters (growth and mortality were weekly) as well as physical state
variables (streamflow and water temperature). Spatial scale was variable
and defined by classification of unique mesohabitat types. Life history
categorisation was related to fish size, behaviour, and reproductive state.
Fish were tracked by cohorts within computational units. Adults and
spawners were classified into sex-specific cohorts. Cohorts were initiated
with a groups of eggs deposited in a single time step in a single
computational unit by one or more spawners. Each cohort was classified
by life stage (eggs, alevins, fry, presmolts, and immature smolts) and by
length classes within life stages. Classes for the egg life stage were
graded by percent development from deposition to emergence; classes
were upgraded when they graduated to the next life stage. Growth and
mortality were life stage- and class-specific. Part, or all, of a cohort was
allowed to move into different computational units and was combined with
a similar class when movement did occur. Habitat capacity was
determined by hydraulic and thermal properties of mesohabitats. The
model tracked spatially distinct cohorts that originated as eggs and grew
as a function of water temperature. The main difference with PercaSpace
and these types of models that that the latter concentrate on density
dependent determinations of suitability and not direct linkages with vital
rates.

Metapopulation models

Metapopulation models depict a population as spatially separate
subpopulations with their own internal dynamics where individuals move
between groups, they limit the spatial distribution of populations and
individuals, have directional movement, and there is often different
resource distribution among habitats. They address questions of
population dynamics, interactions between subpopulations, and differential
distributions of resources across habitats. (See Gilpin and Hanski 1991
for a review.)

Metapopulation models mainly deal with the mixing rates of
different subpopulations and the stability of the overall population. High
mixing rates mean that the subpopulations become one population.
intermediate rates allow different subpopulation rates, but are not
completely isolated, whereas populations with low rates do not allow
recolonisation. Hassell (1987) suggested that subpopulation density-
dependence that occurred at different times (i.e. not all populations
experience chaotic events at one time) would be obscured by overall
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metapopulation dynamics. Mountford (1988) found the opposite, however
they modelled competition for food differently because in the latter model,
individuals have hierarchical access to food as opposed to equal in the
former. (Note that the latter model did not have differing resources
between habitats.) The distinction between the models depends on
whether there is intraspecific competition that is modelled explicitly (i.e.
resource availability was decoupled from population size where few
individuals always had adequate resources and therefore population
behaviour is less chaotic and increased stability). In PercaSpace, a
comparison between unlimited resources with thermal variability in habitat
was contrasted with habitat-related resource availability, although there
were no density dependent effects on availability in either scenario.

The source-sink model of Pulliam and Danielson (1991) had
different resource availability and sink habitats did not support
subpopulations, but were supplied with reproductive individuals through
immigration. Therefore, the metapopulation is heavily dependent on the
source population and its ability to produce excess offspring. Pulliam and
Danielson (1991) showed that selection of high reproductive-fitness
habitat, and the number of patches sampled, significantly affected mixing
between habitats and the size and persistence of metapopulations. The
fewer patches that were sampled, the greater chance of sink habitat
selection, and the population would be more susceptible to localised
habitat loss. Therefore, time invested in reproductive site selection is
important. For this reason, three scenarios regarding reproductive site
selection and localised versus ideal free distribution of reproductive effort
were tested in the Long Point perch habitat model (PercaSpace).

Reaction-diffusion models

Reaction-diffusion models incorporate spatial heterogeneity by
assigning different diffusion parameters and growth dynamics to the
population as a single entity that grows and spreads throughout a habitat
by diffusion. Areas that have greater resources have faster population
growth rates, greater capacity to support a population, and a lower rate of
emigration than other areas. These models may not have explicit spatial
habitat information incorporated but may use lumped estimates of spatial
heterogeneity. Lotka-Volterra type population dynamics may be used and
describe individual movement across habitat with non-biased, random
diffusion terms (Tyler & Rose 1994). Reaction-diffusion methods are
based on the probabilistic concept of random walks or quasi-random
walks. Aggregate methods lead to deterministic population diffusion
models similar to molecular diffusion. Parallel methods include habitat
fragmentation effects by focusing on stochastic patch extinction,
colonisation rates, and the frequency of patch occupancy rather than
explicitly modelling dispersal.

Reaction-diffusion modelling typically involves continuous time and
space partial differential equations to describe population change which is
difficult in fragmented habitats. Discrete space differential equation
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systems are better but complicated math prevents analysis beyond simple
patches. Metapopulation models (colonisation/extinction) also require
idealised structure. New methods use cellular automata models,
percolation models, and demographic models coupled to a map lattice,
which are based on cells rather than on patches. This allows the
examination of within patch and between patch population dynamics with
a single discrete-time, discrete-space, and reaction-diffusion model.

Habitat size, shape, and its arrangement were tested on
populations using a discrete reaction-diffusion model (Bevers and Flather
1999). Diffusion was modelled passively on a cellular grid of territories
forming a coupled map lattice. Dispersal mortality was proportional to the
amount of non-habitat and fully occupied habitat surrounding a given cell
using a distance decay function. The model was verified for expected
results for a single patch of uniform habitat, and then tested on
heterogeneous and fragmented model landscapes. However, many
reaction-diffusion models fail to recognise the autonomous behaviour of
species (i.e. self-regulation, decision-making, and movement preferences)
and do not explicitly derive from a realistic modelling space, as the Long
Point PercaSpace model does.

Even so, the temporal changes in the environment are ignored in
many models. Site selection based on behavioural thermoregulation was
described by Neill (1974) and based on orientation by thermal preferenda.
Hyman et al. (1991) integrated movements and a spatially explicit
environment that included habitat types and food across multiple spatial
scales. Adding a temporally changing environment to a spatially explicit,
individual based model (SE-IBM) adjusts environmental characteristics
that vary between patches during each time step; an aim of PercaSpace.

Individual-based models

The main differences between individual-based models (IBMs) and
metapopulation models are the explicit consideration of individual
movements, characterisation of habitat, dynamics of subpopulations within
habitats, and intraspecific, individual behaviour. Movement in the Long
Point landscape matrix was not addressed for the early life history stages
modelied in PercaSpace. Movement would add a level of complexity that
may have obscured patterns between reproductive habitat-based rules
and first year production outcomes. Active and passive movements of
larvae would need to be explicitly modelled and was beyond the scope of
this thesis; however, larval movement should be addressed in future
versions. The cell sizes are large enough so that there is justification for
retaining larvae within one cell because larvae have been observed in
proximity to spawning grounds in the field (Perrone et al. 1983) and that
larvae can modify their vertical position to avoid being distributed by
currents (Boehlert & Mundy 1988).

Individual-based models (IBMs) have used partial differential
equations, Monte Carlo simulations or matrix approaches to track
individuals within a population over time (Tyler & Rose 1994). Most IBMs
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cover limited stages of a life cycle (i.e. first year of life) and focus on
growth and foraging sometimes treating habitat as homogeneous. The
models have small timesteps where the environment usually remains
constant over space but not time and demographic characteristics of a
population are derived by aggregation.

A bluegill model by Breck (1993) selected one of two foraging
scenarios: an optimal diet model or a prey availability model as prey
diminished then growth rate slowed. Bluegill density, temperature, and
ingestion rate effects on growth controlled the number and size of bluegill
at the end of summer, and not diet selection, (i.e. abiotic factors may be
the limiting factors).

Smallmouth bass model simulations (DeAngelis et al. 1991)
showed a density-dependent response of individual growth and population
number. Hatching time differences had a pronounced effect on juvenile
survivorship at large population sizes (different life stages were modelled
separately), but had no effect at small population sizes (Note: Seasonal,
average water temperature and number of daylight hours were used in the
model with some daily variation in temperature).

The Rose and Cowan model (1993) for striped bass showed that
larger females contribute disproportionately to the pool of surviving
juveniles, and survivors were quick-growing at first feeding. There was an
interaction between temperature, size of females and the level of food
availability, which was not affected by the density of white perch larvae
competing for the same food source. They concluded that larger females
would lay more and larger eggs because they are in a favourable habitat.

Bioenergetic-based habitat models

One of the first bioenergetics-based models was developed for
yellow perch (Kitchell 1977). It established a quantitative, mechanistic link
between food availability, temperature, and individual growth rather than
using an empirical, site-specific growth relationship developed from field
measurements of size and cohort analysis. In bioenergetics models, there
is a hierarchy of energy allocation to different body processes. Energy is
apportioned to catabolic processes (maintenance & activity), waste losses
(faeces, urine, specific dynamic action), and finally somatic storage (body
growth) and gonad development. The premise is that evolution should
select for mechanisms that reduce or minimize costs and maximise growth
and reproduction. For example, herbivores will respire less, waste more,
and grow less than carnivores (Kitchell 1977).

Van Winkle et al. (1997) found that small differences in the thermal
parameter values in bioenergetics equations resulted in marked
differences in individual fish growth and survival responses for rainbow
trout to temperature changes. The differences between simulated fish
would be similar to genotypic differences among fish in the field and
therefore has ramifications on the source of growth variation, either
environmental or genetic. In PercaSpace, a bioenergetic approach to
evaluating growth potential in different habitats over time was undertaken.

120



Ph.D. Thesis S.E. Doka McMaster-Biology

Parameters have been calibrated for perch at different life stages quite
extensively (Post 1990, Hanson et al. 1997). Perch were treated as
distinct cohorts or super-individuals within each of the habitat cells of the
model. It was assumed that fish within a habitat unit were influenced by
environment alone and not density.

Habitat models

Habitat-based models can range from empirical or stage-structured
population models to IBM-based modelling approaches. The level of
spatial detail also varies significantly between models, as well as
individual movement, which is dependent on spatial detail. Models include
a consideration of habitat suitability and availability (either an aggregate or
spatially explicit approach) usually based on a limited set of environmental
parameters that define physical habitat. Density-dependent functions
often link to population parameters or individual fitness by using carrying
capacity or weighted suitable area estimates (WUAs), either at an annual,
or finer, time scale.

Shuter et al. (1998) developed a lake trout life history model where
habitat was aggregated and the time-step was annual. Lake area and
total dissolved solids (TDS) were related to life history characteristics. For
example, large lakes were related to greater maximum fish size, older fish,
and greater age at first maturity, with lower natural mortality rates, and
lower sustainable yields. High TDS lakes had higher growth rates in early
life stages, lower age at maturity, larger size at maturity and higher natural
mortality rates. Fishing mortality rate at maximum equilibrium yield was
lower for small and low TDS lakes and therefore was more sensitive to
overexploitation. Habitat quality parameters such as the rate of early
survival and fecundity declined as the population approached carrying
capacity. A scaling parameter for habitat available to the population was
used, similar to a WUA approach outlined in Minns et al. (1996).

A habitat-based model was developed for stream salmonids by
Bartholow et al. (1993). Physical state variables included stream flow,
water temperature and habitat type, which was not defined explicitly. The
habitat capacity for each life stage (size class) was a fixed number (or
biomass) per unit of weighted usable area (WUA) parameterised by
empirical relations. The model distributed fish throughout the stream in
proportion to the availability of spawning habitat. Spawning was delayed
until temperature was adequate, and adults with in vivo eggs were subject
to increased mortality if spawning was delayed. Excess spawners, (i.e.
over the redd capacity) spawned in unsuitable habitat or did not spawn
and lost eggs. Temperature was a direct source of mortality, independent
of food supply, predation, and density. If habitat carrying capacity was
exceeded then partial cohorts above capacity for their life stage were
moved sequentially from one unit to the next. Residents had precedent
over transients. The authors note that they considered this approach
better than previous attempts at testing habitat-based hypotheses
because it combined an aggregated, classical population model that
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tracks super-individual growth and mortality at high spatial resolution.
This was also the aim of the Long Point PercaSpace.

Spatially explicit models

Tyler & Rose (1994) reviewed population models with spatial
heterogeneity or individual variability, individual movement in
heterogeneous environments, and spatially explicit, individual-based
models (SE-IBMs) of fish populations. IBMs with spatial detail break up a
well-mixed compartment (homogeneous habitat) into smaller, discrete, but
contiguous units. Models that describe the spatial heterogeneity of the
habitat usually answer questions about the spatial distribution of a fish
population rather than questions related to the numbers and
characteristics of surviving individuals. By combining aspects of spatially
explicit models, bioenergetics models and population modelling, the Long
Point perch habitat model attempts to address the impact of spawning
distributions, as well as the numbers and characteristics of first-year life
stages that result.

Usually only selected spatial characteristics about an area are used
in the models. Many of these models are constructed to address questions
about an individual’'s knowledge of its surrounding habitat, like whether
individuals have memory? How do individuals measure habitat quality?
Does the presence of competitors affect habitat quality (i.e. is quality
density-dependent)? Many theories about habitat selection and
movement centre on fitness-related rules. Individuals leave patches to
maximise fitness or leave when their current fitness is low. However,
fitness can be measured in different ‘currencies’ that determine individual
habitat use because individuals could be maximising survivorship, growth,
or reproduction. The latter is often neglected and | would argue that the
hierarchy of which rate is maximised is not necessarily fixed in space and
time, as is the variability of spatial environment within which the fish
function. The Long Point perch habitat model addresses these types of
questions.

Individual behaviour in models is either based on pattern-matching
rules, which in turn are based on observed distributions of fish, or process-
based rules related to the response of individuals to environmental
conditions. The approach taken depends on the availability of data on
populations and their environment as well as the spatial resolution of the
model. Pattern-matching is useful where individuals do not affect their
own movements. If their spatial location is related to behaviour then
relationships with the known environment are needed (i.e. there are
mechanistic reasons why certain habitat is selected) and pattern-matching
rules cannot explore the consequences of habitat changes for which data
do not exist. Process-based rules can address population responses to
unobserved conditions because the environment affects movement or
behaviour. This approach is useful for modelling infrequent events, like
hurricanes, floods, or drought, and large-scale changes, such as global
warming, or anthropogenic disturbances, like dredging, infilling, and
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poliution (Ludlow & Hardy 1996, Rose 2001)

Process-based movement should relate individual movement to
fitness but has its pitfalls, (i.e. what currency to use for different life
stages?). Not many quantitative relationships exist between environmental
factors and their impact on fitness. Tyler and Rose (1994) caution that if
using an individual-based approach then avoid the pitfall of developing
rules for population fitness as opposed to individual movement decisions,
and the movement set of rules that individuals use must satisfy conditions
of an evolutionarily stable strategy (ESS). Because of potential trade-offs
between different currencies this would be really difficult to determine a
priori to model testing, so perhaps can be tackled systematically as in
PercaSpace simulations, where movement-based rules are implied in
spawning site selection.

There are several examples of spatial models that use mechanistic
and pattern-based approaches. Bartsch et al. (1989) followed the spatial
distribution of herring larvae, by using a combination of hydrodynamic and
IBM modelling. Individual larvae were tracked from spawning. Their
location and habitat characteristics were updated every 40 minutes! They
used vertically-distinct, advection fields based on depth strata in
hydrodynamic modelling. Jager et al. (1993) constructed the instream
flow incremental methodology (IFIM), where an IBM was fused with a
habitat model of patches or cells, which followed fish through the first year
and updated habitat and individuals at a daily time step. They replaced
the weighted usable area index (an index that is a measure of habitat
suitability and availability in many habitat-based models) with a
mechanistic description of individual movement. PercaSpace replaced
WUA with mechanistic linkages between habitat and development, growth
and survival rates.

The marginal value theorem (MVT) by Charnov (1976) espoused
that a forager departs a patch when its instantaneous rate of food intake
drops to the average intake rate for the entire habitat. The theory of ideal
free distribution (IFD) uses energy intake as the fitness currency and has
accurately predicted equilibrium distributions of fish among patches with
different levels of resources in laboratory and natural habitats (Kennedy &
Gray 1993). Net energy gain can be used as currency instead of intake
and it should be noted that predators can change the energetic costs of
patch selections. Avoiding predation in itself may be important to habitat
selection, therefore individuals may act to minimise the ratio of mortality
risk to growth rate (i.e. being dead is far worse than being hungry). Also, if
growth is proportional to foraging rate then the ratio of foraging to mortality
risk can be substituted for growth (Bernstein et al. 1999). It should be
noted that selection changes throughout complex life history strategies,
and with seasonal components to reproduction, therefore it is not
adequate to just model growth, when survival to reproduction may be
favoured. PercaSpace used different habitat suitabilities for different life
stages based on their mechanistic relations to growth and mortality
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separately. It addressed the seasonality of reproduction and spawning
habitat selection, and its subsequent effect on larval growth and survival
when site fidelity is maintained in a variable environment.

SE-IBMs may address the spatial location of individuals due to
interspecific behaviours (i.e. due to aggression, territoriality and
interference competition), individual differences in size, energy reserves,
and reproductive status that may affect movement ability, (i.e. YOYs
composed mainly of large initial size or fast-growing individuals), as well
as habitat selection strategies and patterns. The size of a ‘patch’ or the
scale used should depend on the movement abilities of fish being
modelled and the timestep of the model (i.e. the time step for movement
should match the coarsest spatial scale of the model). When movement
is not explicitly addressed, as with PercaSpace, the time step should
match the smallest life stage requirement (daily in this case because of
spawning and egg development), the hypothesis being tested, as well as
the spatial limitations imposed by data constraints (smaller time steps
would not be feasible to model).

Habitat models cannot address all aspects of a habitat. Pearson et
al. (1999) created a SE terrestrial model for a species with usable habitat
preferences. The habitat changes were modelled using real data from
LANDSAT and cadastre information, similar to PercaSpace. They
concluded that landscape change and habitat availability were not directly
linked because other factors that define habitat suitability were not
addressed. Walters et al. (1992) concluded that the mismatch between
model and real life fish distributions meant that an important element had
been left out, i.e. food was not the only driving factor for describing fish
distributions. Therefore validation of habitat rankings with field data is
important before testing assumptions (Chapter 3), but there are many data
gaps that warrant further study.

The survival of juvenile yellow perch (actually YOYs at 20 mm initial
length) in Oneida Lake was modelled daily over a growing season in a
spatially explicit environment with a foraging model subcomponent (Tyler
& Rose 1997). The environment was 10x10 grid cells (or habitats of
10,000 m®) varying in food density and predator abundance but with a
constant abiotic condition of 20 °C and 12h daylight. Simulations ended
when fish had either died from predation or were 70 mm (a size at which
they are substantially less susceptible to predation) or when the simulation
reached 150 days (any fish at this point < 70 mm was considered dead
because of overwinter survival rates). Rules were similar to those used in
the Long Point perch habitat model. One main difference is that
zooplankton were modelled as separate populations in each cell and not
as characteristics of habitat. Each cell had two subhabitats (open water
and refuge). YOYs could not feed in refuge habitats but were not
predated. Consumption was a Poisson process where mean consumption
rate was a product of zooplankton density and the volume searched.

Bioenergetic rates were determined by larval size and the time
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spent feeding, and therefore predator encounters, were a function of
actual consumption compared to maximum consumption. Individual
fitness at the end of the day was compared to an estimate of environment-
wide fitness (Tyler & Rose 1997). Four movement scenarios or departure
rules (random, maximum growth, minimum mortality or minimum ratio of
mortality to growth) were tested. Three predator distributions were also
used: uncorrelated, correlated with zooplankton, and correlated with
juveniles. And three hypotheses were postulated and tested, the
relationship between cell departure rule and initial cohort abundance,
which departure rule was an evolutionary stable strategy, and whether
predictions differed between spatially explicit and homogeneous
environments. A similar rule-based approach was taken with PercaSpace
as well as experimental testing in a modelling environment. An exception
was that habitat varied in space and time and was not theoretical, but
simulated natural conditions based on data.

Other Yellow Perch Models

Other models have been constructed that are relevant to yellow
perch studies. A probabilistic model was developed by Koonce et al.
(1977) that had stock specific optimal spawning temperatures of 5 °C.
The time of spawning was estimated from temperature records for specific
lakes. The time required to complete the egg phase and egg survival
were functions of incubation temperature. Similar equations were applied
to the probability of surviving the swim-up phase, which only required one
day, and to the probability of surviving the pelagic larval phase, which was
based on weight per individual, a temperature-dependent fraction of
maximum growth rate. Therefore, survival of the larval phase was
dependent on the time required to complete the phase and a temperature-
dependent mortality rate. PercaSpace used similar egg stage equations,
however, differed in the representation of space and survival calculations
for larval perch.

4.1 METHODS

The yellow perch model presented here used a realistic,
temporally-varying and spatially explicit representation of an embayment
in Lake Erie as the modelled habitat, instead of a theoretical (completely
simulated) set of habitat patches of varying quality used in many models
described. A matrix approach was used but cells were not linked objects
therefore movement of individuals between cells within the matrix was not
modelled, however vertical movement within a cell was allowed. Instead
the relative importance of a temporally varying, spatially heterogeneous
habitat and the possible connections between habitat and life stage
processes were concentrated upon, especially the ramifications on first
year production, without complicating or obscuring patterns by allowing
movement. A daily time-step was chosen because of the concentration on
early life history. This timestep was needed for first year production
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estimates and the coarsest spatial scale of the habitat data collected
matched this timestep (temperature data). An assumption, as with many
spatially explicit models, was that the environment within a cell of the
habitat grid or matrix was homogeneous.

The model focused on general process-based habitat associations
that were sometimes linked to pattern-based rules but were not specific to
the geographic area of study to avoid problems with circularity in the
model. The model was similar to Tyler and Rose’s modelling approach
(1997) where experiments were conducted about different habitat-based
rules, except that the habitat space was always heterogeneous (spatially
explicit). The implications of having no habitat preferences were
compared with having different habitat requirements in a realistic space; a
subtle yet important divergence from Tyler and Rose’s approach, which
tested predictions within a heterogeneous and homogeneous
environment.

Jorgensen’s (1988) steps in model development were used to
conceptualise the habitat-based matrix model presented here. The initial
steps involved defining the problem, which included bounding in space,
time and subsystems, as well as defining the model complexity as
described previously. Then a listing of data requirements for the model
was determined and quality checks were performed. A conceptual
diagram of the model was constructed and the equations to link each step
were compiled and coded. The final stages of model development deal
with verification, calibration, validation, and sensitivity analysis. The
necessary adjustments or revisions were made at each testing phase, but
sensitivity analysis was not performed. Scenario-testing, or experiments,
were conducted to test hypotheses about population responses (output
changes) due to habitat-driven forcing functions.

4.1.1 Bounding in time, space and subsystems

Long Point Bay of Lake Erie has been studied extensively. Spatial
habitat information, as well as fisheries data, were used in equation
development and model testing (see Chapter 1). The extent of the study
area was defined as the deep water area just east of the tip of Long Point
to the shallow, Inner Bay, not including the main basins of Lake Erie
proper (see Figure 1.1). The model focused on the daily temporal
changes (where applicable) through 1999 of five habitat features:
bathymetry, substrate type, vegetation coverage, wind exposure and
temperature. Habitat data was compiled for the 1990s. The final model
focused on the spawning, egg, larval and juvenile stages (the first year of
life) of yellow perch and used the same spatiotemporal scale and
resolution for each life stage to minimise model complexity and
computational problems with changing spatial scales.

4.1.2 Definition of model complexity
A spatially explicit, matrix approach was adopted because habitat
varies through space and time. The intent was to move away from
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aggregate methods and address the actual environmental variability that
egg and young fish would encounter on a daily basis. The spatial
resolution of the modeiling grid was defined using the coarsest resolution
of habitat information available; the temperature data. The use of a base
grid (from SST imagery) automatically made the model a matrix-type of
approach. A larger cell size (SST grid cell size = 1.4 km) made it easier to
handle computations until the model dynamics were fine-tuned. (A grid-
based approach also made it easier to deal with spatial scale
standardisation and will make it easier to deal with neighbourhoods and
movement in future development.)

The resolution of the AVHRR satellite imagery was used to
standardise the habitat layers to the same geographic extent, and to
establish a grid-based approach to habitat characterisation for modelling
efforts. The geographic extent was originally defined by the CASI survey
of the Long Point area and the early thermal work in Chapter 1. The CASI
survey was used to delimit the shoreline in the grid-based approach.

The yellow perch population was subdivided into life stages with
different habitat requirements. The model was not a full population model
but concentrated on the early life history stages of spawning adults, eggs,
and planktonic larvae and juveniles. Habitat suitability indices were used
for environmental characteristics that have been connected to preferences
or to vital rates (either growth or survival) of the life stages but for which a
quantitative causal link had not been established (See Chapters 2, 3). A
relative comparison of spatial and temporal dynamics in the first year was
conducted to tease apart the effect of habitat and its possible constraints
on population dynamics (e.g. spawning site selection and timing).

A spatially explicit, bioenergetics and ESS approach to habitat
selection and effects was used. An iterative process was adopted to
sequentially compare the population dynamics at different life stages when
there are no habitat preferences to when there is a complete interaction
between habitat and vital rates at different stages. This is different from
testing whether habitat is homogeneous because we already know that
the environment is variable. The fish’s perception of habitat and its
relative effects after spawning site selection were tested instead. Biotic
interactions were implied through habitat suitability weightings on vital
rates based on qualitative evidence or linked directly through empirical
relationships, as in the case of temperature and growth and mortality
rates.

4.1.3 Data requirements

The model design incorporated species interactions with their
habitat space. Therefore detailed data on the habitat of Long Point Bay
was required for habitat characterisation as well as data on vital rate
relationships between temperature and other physical habitat. Physical
variables were used that have been linked to yellow perch reproduction,
including egg development, larval growth or mortality. The input included
bathymetry, thermal regime, substrate type, vegetation and wind
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exposure. (See Chapter 1 for a full explanation of data sources and
habitat matrix development.) Information on perch size at hatch and
zooplankton distribution by habitat type was also required to parameterize
the model.

4.1.4 Conceptual diagrams

A conceptual diagram of how habitat was related to different stages
in the first year of life for yeliow perch is outlined in Figure 4.02. Three
separate life stages were considered: spawning, egg stage (which
included hatching and swim-up substages with separate mortality
components), and the planktonic larvae stage. How this schema was
applied to the habitat matrix and incorporated into the modelling logic is
shown in Section 4.1.8.

» Temperature threshold

* Habitat selection Spawning
* Temperature-related Egg Devel_opment * Temperature mortality
maturation rate & Survival * Habitat-related mortality

b

Normal Hatching |mmmp * Development time-related
Success & Size abnormalities & fry size

Y

Swim-up Survival |mmp ¢ Temperature-related
mortality

A 4

» Temperature-related Planktonic Larvae e Baseline mortality
_ growth Growth & Survival >, Temperature-based mortality
* Habitat-related food * Habitat-based mortality
availability

Figure 4.02: Conceptual diagram of how habitat relates to the first-year life stages of
yellow perch. Arrows on the left signify reproduction and growth rates, whereas arrows
on the right signify mortality rates.

4.1.5 Equations

A detailed description of the equations used in the model follows
but this section concentrates on the logic used in constructing or modifying
the equations. The study relatively compared perch distributions and the
timing of different early life stage events. Comparisons were based on
changing the levels of interaction between vital rates and the physical
environment. If equations were not already available that linked habitat
variables directly to population rate processes then suitability curves for
the variable and spawning, egg development and survival, or larval growth
and mortality were developed. Habitat relationships for all life stages was
collected in Chapter 2, but concentrated on early life stages for this

128



e}
3
Ph.

3

et S A P PN S w I Sy
. Thesis S.E. Doka McMaster-Biology

analysis. Information on spawning, embryonic development, larval fish,
and young-of-the-year (YOY) were collected that included habitat
preferences, distribution patterns, and direct links between environmental
variables and vital rates.

Temperature and habitat-based resources defined growth potential
and mortality. Physical habitat relationships with zooplankton availability
were gathered as well as relative predation rates. HSIs for growth and
mortality were calculated separately because different aspects of habitat
affect food availability and predation pressure. Habitat suitability index
(HSI) relationships for different combinations of exposure, bathymetry,
substrate type, macrophyte associations and temperate (only if the effect
was separate from direct bioenergetic effects), were developed where
relative differences could not be quantified. This use of HSIs differed from
earlier work (Chapters 2 & 3) and concentrated on growth (food) and
mortality (predation) differences within the environment rather than just
preferences for particular habitats. [Note: For a short period of time during
pre-feeding growth, yolk-sac fry were allowed to grow and die until swim-
up due to temperature changes only]. Maximum consumption and
average mortality rates were used in scenarios where habitat (other than
temperature) was not a regulatory factor. There were no density-
dependent effects imposed on the yellow perch egg and larval vital rates.

The behaviour or location of different life stages was modelled
explicitly by only using the habitat information where those stages would
occur (i.e. only bottom temperatures were used for egg development).
The passive and active movement of larval fish is acknowledged but no
movement between cells was modelled during the swim-up and larval
phases to simplify basic rule-based comparisons (model experiments) and
to avoid obscuring patterns in space and time. However, it should be
noted that vertical movement within a cell was allowed. Larvae selected a
depth stratum within the water column after they hatched and reached the
swim-up stage. Depths were chosen based on minimising mortality due to
temperature and then larvae either fed on food availabie at that depth or
they fed at maximum consumption rates depending on the scenario. The
hierarchy of habitat selection was based on the results of thermal
regulation and optimal foraging experiments conducted by Wildhaber and
Crowder (1990).

Depending on the scenario, either uniform or habitat-based
differences in food availability were used. In the former scenario, food
availability varied in different habitats, mainly including vegetation
categories, which modified larval growth rates along with the temperature
experienced that day. Yellow perch bioenergetic equations were modified
to define this growth potential in different habitats. The HSIs for larval
growth modified the scalar in the growth equation for maximum
consumption rates in bioenergetics equations (Boisclair 2001). Weight
was used instead of energy equivalents in the bioenergetics equations
because no specific prey items were modelled, a generalised density of
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zooplankton food source was used instead. Food availability was
calibrated to Long Point Bay zooplankton densities.

The sources of mortality at this age were a combination of natural
(temperature-related plus a base natural mortality due to other factors,
such as disease), and predation, up to a maximum of 30% per day
observed in some embayments (Mason & Brandt 1996). Larvae died
based on a relative predation pressure associated with habitat type.

4.1.6 Yellow Perch Model Description

A daily time step was used for the model. The model was
programmed in Microsoft Visual Basic® using a Microsoft Access®
database to provide input variable data to the model and to store output.
The following sections outline the equations and logic employed in
different subcomponents of the model

Spawning and Habitat

Spawning is potentially cued by the time of year (day length after
winter) or temperature, or both because they are related. Some
references cite that spawning peaks at 6-12 °C (Thorpe 1977) while others
restrict it to between 7-11 °C (Craig 1987). Because perch put all
reproductive effort in one spawning site it is likely that some effort would
be made in scoping spawning locations and the timing of egg release
would be critical. Therefore, spawning site selection may be chosen
based on temperature stability over time and the physical characteristics
of a site. In the model, three options, or spawning scenarios, were used to
test this assumption: no habitat or thermal effects (S1; the null case),
habitat selectivity (S2 or S2*) based on HSlIs for spawning but does not
include temperature (see also Chapter 2), and habitat selectivity with a
degree day threshold as a spawning cue (S3 or S3*) based on relative
suitabilities.

In the final scenario, the initiation of spawning was cued by 5
consecutive days between 6 and 12 °C, inclusively. This temperature
range encompasses slightly suboptimal temperatures for egg
development. Bottom temperatures were used for cumulative degree day
calculations for spawning initiation. In this case, a binary variable modified
the overall HSI value for the cell. HSIs for spawning were calculated in
the following manner. For variables other than temperature, categorical or
continuous variables were converted to relative suitabilities based on
spawning preferences for that category (a constant) or by using an
equation. Then variable-specific HSIs were combined into an overall HSI
for spawning using geometric means.

There were two types of egg allocation used in the spawning
scenarios. An equal distribution of 1000 eggs per cell (S1) was used,
which under habitat-based scenarios was modified by daily, site-specific
characteristics (S2 or S3). Alternatively, an ideal free distribution of a
maximum of 400,000 eggs throughout the entire matrix was employed
(82* or S3%). In habitat-based scenarios, the overall spawning HSI
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modified the number of eggs laid in the cell under each type of egg
allocation.

Substrate & Vegetation Spawning HSI (HSlgpn,sub & HSlspn,veg)

The relative weightings of vegetation suitabilities were based on an
extensive literature survey that suggested low to moderate submergent
vegetation densities were preferred by perch as spawning substrate
(Thorpe 1977, Collette 1977, Goodyear 1982, Krieger 1983, Craig 1987,
Lane et al. 1996). Unvegetated areas were used by perch; however,
these areas usually had some structure (i.e. boulders or woody debris).
Therefore the spawning HSlIs for substrate type were assigned by a
relative weighting for rugosity; from boulders to clay, with smooth surfaces
like bedrock ranked higher than fine sediments because of the potential
for egg smothering in the latter (Fisher et al. 1996, Robillard & Marsden
2001). Substrate type was only considered in areas where there was no
or little vegetation. (i.e. If HSlgpnveg < 0.5 then HSlgpn sy Was calculated,
otherwise HSlspn,sub = HSlspnveg). Table 4.1 shows the HSI values
assigned to each category, which differed slightly from Chapter 2.

Depth Spawning HSI (HSlgpn,z)
Perch generally choose nearshore areas for spawning (less than

10m); however, spawning has been documented at 35 m depths (Thorpe
1977, Goodyear 1982, Lane et al. 1996). Therefore any depth < 10 m was
considered highly suitable (HSIgpnz=1). A linear function of HSIs
between 10 m and 35 m was used, which ranged from an HSI of 1 at 10 m
to an HSI of 0 at 35 m and below (considered unsuitable for spawning).
Table 4.1 shows the equations used to assign HSI values to each grid cell
based on area-weighted maximum depths.

Exposure Spawning HSI (HSlspn,exp)
The calculation of wind-weighted effective fetch values, or

exposures, is explained in Chapter 1. Perch spawning distributions have
been correlated with sheltered areas; however, no quantitative links have
been established. The assumption was that perch in Long Point would be
acclimated to the average exposure conditions but not to extreme events,
(i.e. stagnant or highly turbulent wa