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Abstract .
. ;

A task analyis of the Lexical Decison Task (LDT) was performed.
~ ;
Several altermative explanations are explnre‘d. and experiments designed to

investigate these models are reported. These experirﬁent§ provide strong
‘evidence for the use of rﬁultiple decision strategies in the LDT. Subjects
. . ] . . - \ .

responded to both visual and semantic attributes\uf targets.

- Lexical decisions to repeated nonwords resulted in both increas:ed
errors and decision latencies. Apparently: the familiarity of specific visual
graphemes serves as ane basis far performance‘in the LDT. A basis that is
independent of an item’s true lexical. s’ta‘tué. Als-o, lexical decisions were
biased by typaography. This was interpreted as confirming the visual basisf'of

information in the LDT. ~

Meaning in lexical decisions was studied by varyihg both the type
of word referent (concrete or abstract), and the availability of meaning from a’
prior presentation. While meaning contributed to lexical decisions, its use

depended upon both a stimuli’s visual familiarity and the nature of the task

demands.

It was concluded that the LDT does not measure a single process or
memory s‘t.ructur'e {i.e. Lexical Mémury 3y rather it reflects knm’vledge about
the visual familiarity and the semantic uses of graphemes.

An additio.nal topic was the nature of the psychological mechanisms
supporting r‘ecogﬁiﬁon. Several general-mpdels of retrieval dre contrasted. It
is found that criterion bias maodels de.scribe both the accure;cy and latency of
lexiral decisions bétter than models which assume an order‘e}Sem‘{h of memory.
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_—_ .
An extension of the Randam Walk decisiun process is-ér‘esen‘ted. Within this

[T

model blases 1n decision often reflect dlﬁerences ih what :@ actually knuwn about

stimuli Melative to a smgle crxtermn, rather than mulhple and sqperate decision

. .
b1a=hé loc.ﬂed at sepera,te dec151on lod. The bene-h'ts af this ana1y51s in

—
e

ex plammg the e_f-.facts of word frequency, stimulus repetition and- typographic
Sl . o 4 .

s

—r informatiorrin lexical decisions are discussed.
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The Lexic}I'Der;isiun TasK has become a standard test for

i invas‘tiga‘tipg visual word recognition, and) has been used to provide evidence
about the structure and method of accessing information from a hypo;chesized
lexical memory. The Lexical Decision TaskK has been used to examine the
1development of elementary reading skillls‘in children, and the loss of reading
skills in .some patient populations. While widely used, it is not clear what
abilities are actually meast:ired in the Lexical Decision Task. In light of its
frequent and yaried use, it is necessary to gain a clearer understanding of what
the Lexical zcisiun TaskK can tell us about the str';.lctur'e and the Qse of memory.
The’ﬁ;‘st section of the paper will provide an overview of the current models of .
lexical decision, followed by a new ﬁ_sk-relative interpretation of the Lexical
Decision Task. In the secand section, five experiments des'igneci to investigate
the influence of taél& variables on lexical decision will be described, and thhe
results of those experiments will be related to the prior discussion of

]

theories.

In a typical Lexical Decision experiment, subjects are required to
rnalée twé-al‘terna'tive, forcedrchoice decisions concerning whether a string of

Ut
letters represents an English word or is a nonsense string, Usually it is

assumed that subjects perform this task by responding es.only when they can
identify the test é‘tring as a word; and by reslpondim-é;en they cannot

succeed in identifying the test string as a word. It seems obvious that at sgme
level the subject must be comoaring the tes:t string with a memory, or memories.

This comparison, however, may not invove a lexical memory in yhich all words

-

- A

that the person knows areyepresented.
Consider a Lexica}De'cision Task where the nonsense distractor is a

1



string of non-letter symbols, for example ~ #5%%%, In this '_ta.sk. the subject
could respond nonword by rejecting target strings composed of non-letters, and
word by accepting strings with letters as words. Thu;s, in some situations,
subjects could perform a !t{exical Decision Task by rejecting nonword distrdctnrs.
and accepting words on thé basis of constituent familiarity. In this ex ample,
words are only indirectly recoénized and are !'u:t directly identified. Consider,
next, a Lexical Decision Task where the nonsense distractorsitake the form of
orthographically illegal str‘ingg. of letters, such as rhikti. Once more it is-
possible that nonword distractors of this type could be rejected on the b?sis of
constituent familiarity (i.e., letter bigrams and trigrams). Moreover, if words
were assessed mainly in terms of the presence of familiar bigrams and familiar
trigrams, then here to words would be only indirectly recognized and not
diractly identified. . >

In the typical lexical decision experiment, the nonword distractors
are orthographically legal and prﬁnounceable spelliﬁ‘gs,_that is, pseudowords.,
Because of this intentional similarity in structure with wards, it is usually
tacitly assumed that the only useful strategy available to a subject is to
respond on the basi; of an explicit word identification, or on the failube to
achieve such‘ai"t @ntificatiun. It is usuallly agsumed that the subject

possessas in fnemt;r-y a specialized set of items, a lexical merﬁory. that can

guarantee that a spelling qattern is a meaningful linguistic unit; if the target
string ma-tche-."a one qf these marked items then it must be a word.

Despite the use of pseudowards as distractors, a major aim of the
present paper will be to de;nons*trate that subjects frequently respond on bases
other than the sheer "wordness" of the sﬁmuli. Responses to both words and

nonwords in a Lexical Decision TasK can reflect differences in the visual



familiarity of the target graphemes. A pseudoword is not only serﬁantically
meaningless, it is also structurally unfamiliar. In addition, 2 subject could
potentially make a lexical decision on the basis of phonemic information, i.e.,
"Does it have a familiar name?"; and/or on the basis of semantic information,
i.2., "Daed it refer to anything in specific?". In gen;r‘al. it can be assumed
that the more familiar a string’s name is, and the richer its semantic
associations are, the morae likely it is that that string is a true waord.

B Phonern'ic and semantic information, though, demand some form of preliminary
visual processing; and it may be that they constrain lexical decisions by
verifying and supporting the preliminary visual infomation. Hence non-visual
information may be most important when visual structural inﬂs:r/mation is
uncertain, or when a subject is striving for accuracy. In short, lexical
daﬁisions may be multidimensiqnal Judgments, drawing information from diverse
memory sources, if and when it is needed. There is no a priori reason to
believe that subjects rely on ei'ther; a single process, or a single inforrﬁaﬁon
source for making the decision. Rather, it seems more likely tﬁat they will use
any resource that is necessary to get the job done, with a preference for the
simplest and easiest method.

In summary, there are at least two ways of explaining nonword
rejection, as well as word acceptance in the Lexical Decision Task. One methad,
charac‘ceriged by the lexical store models, explains performance by assuming
success or failure in achieving a word identification in some lexical memary.
An alternative method, a relative familiarity hypothesis, explains performance
by assumi‘ng task relative judgments of stimulus familiarity, where high
familiarity corresponds to a werd while ’1ow familiarity corresponds to a

nonward. This relative familiarity hypothesis assumes that the Lexical Decision

e
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TasK does not measure a unique and unitary skill (i.e., word recognition or

NV I
lexical recognition ), rather it measures a subject’s ability to perform a

- memory based discrimination, with words as targets and nonwords as distractors.

Moreover, this memory based discrimination may use multiple distinctions such as
visual, phonemic, and semantic knowledge. During the course of this paper I
hope to demonstrate the benefits of viewing lexical decision as a relative
familiarity judgment, rather than as involving a word (lexical) identification.

The relat.ive familiarity hypothesis assumes that there isnota
specific set of detectors in memory which can guarante; that a word is present.
Rather, it assumes that there are memories about ‘things we have experienced and
call wards, memories‘ about what they look like, what they imply, and how they
can be used. To the extent that a pseudoword ‘evokes similar men;nries. i‘t is °
likely tp be confused with a word. The identification of words and rejection of
psudowords can occﬁr at one or several of these d.iscrip'tivfe\lé'vels. and will
depend upon the type of attributes pseudowords elicit and fail to elicit in

memaory,

Theories of Lexical Decision

The two most influe;ntial theories of the Lexical Decigign Tack,
Mprton‘s Logogen Syétem and Becker’s Verification Model, are lexical store
models. Common to both of these theories is the assumption that there exists a
"dictioﬁary-like" lexicon that is separate from the rest.of memory. Subjects
are said to base their lexical decisions on the results of attempts to find a
match between a target stimulus and members of this inte;‘na.l lexit;::n. T%e two
models differ, hnwev;ar. in terms of their primary dependent variable. The
Logogen System was designed to describe probability correct in the Word

Detection Task and has been generalized to the Lexical Decision Task. The



Verification Model is specific to the Lexical Decision Task and is primarily
concerned with decision latency. A third theory introduced here, Relative
Familiarity Judgment, differs from the earlier models in J:chat a separateﬂlexicun
is not postulated. Lexical decisions are seén as using memory as a whole, and
being based on é. variety of types of information. Furthermore; the theory
incorporates both response accuracy and response latency, and specifies the

rnTa.ficr:siup between these two measures. The following section describes the
relevant assumptions -For' each of the three theories, and concludes By discussing
the differences between them. -
Morton’s Logogen System

Morton (1969) postulated a set of decision units, logogens, which

represented words. Far gach word there was a carresponding logogen, which
served as the connection between sensory information and a verbal response. The
logogens operated independently and in parallel to detect a probable match

betwken the current sensory input and the featural information contained in the

+

logogen.

The probgbalistic nature of logogens reflected Maorton‘s wish to
explain the effect that variables such as word frequency, r‘epeti‘tion. and
semantic context had on word detection in terms of a passive decision mechanism.
This passive bias was seen by Maorton and Broadbent (1967) as a preset difference
in response thresholds (a Respoﬁse Bias} and was contrasted with theories which
proposed an attentional change in vigual encoding and/u“r' memory comparison (an
Encoding Bias). As each logogen had a separate respons:e thresho.ld'and operated
in a manner similar to detectors in detection theory (Green & Swets,1964), the .

Logogen System provided a passive bias for'detection. _ =

KActwatmn of a Logogen. In the absence of a stimulus, all



- logagens receive variable and random information, with a variance of one and a
mean of zero. In the presence of a stimulus, logogens receive information in
direct proportion to the similarity bé‘tween the encoded stimulus and the
féatures specified in the logogen. When the information accumulated by a
logogen exce.eds a threshold value, a logogen will signal the presence of its
target word by firing. ]

The Word Frequency Effect and the effect of a repetition were
attributed to differences in logogen thresholds. A logogen’s "threshold v.alue
decreased as the frequency of its word in the langfage increased, and as a
-Fun_c‘tiun o-F- repetition. Since logogens for repaated and frequently seen words
have lower thresholds than logogens for infrequently seen words, then these low
threshold logogens will typically reqdir‘e less stimulus information before
firing.

There is a cost associated with the use of low threshol.d logogens,
however, as low threshol&:l‘sgogens have an increased pr‘nb.a.bili'ty of being
activated by a similar, bG't inappropriate stimulus. Consequently, the benefits
~ found for frequent and repeated words are offset, in theory, by the cnst‘of
iﬁcor'rectly producing these items as false alarms (Broadbent, 1971). While this
cost/benefit relationship was an empirical fact Morton felt he had to explain
(see Broadbent, 1967% it is an important and fundamental feature of the Logogen
System. In the Logogen Systems there is no preferential uptake of information
for frequent or repeated words; in the’terms ot Signal Detection theory, there
is not an increase in g/, there is only an increase in Beta. This is a major
difference between;the Logpgen System and the Relative Familiariy Judgmen‘t{/
model, which predicts an increase in both terms, and will be discussed in

greater detail in a later section. ‘ . -



A final feature of thé Logogen System is that the quality of
information available to a logogen was assumed to be the sole property of the
stimulus presentation (duration; contrast, legibility, etc.), and was held to be
'independeh't ot the differences in logogen thréshnl&. Consequently, variations
in the quality of thg visual informat;nn should produce additive effects with
dif;erénces due to word frequency and repetition.

Originally, the Logogen System was seen as the interface between

all stimulus.events which led to verbal, word responses. However, in 1977,

J

: M’pr:tc:n reported a series of experiments which showed that repetition facilitates
visual word detection if, and only if, the subjects actually see the words in
the study ph@lsa.\ Naming words during study in response to pictures of these
words or definitions of these words does not confer an advantage in a subsequent
detection task using these words. As the Logogen System was developed to
explain repetition benefits for same word responses, this failure to find a
r‘ebeti'tion éffec‘t led him to redefine the basic representational level of a
logogen. Whereas before a logogen was a single output code, Morton (1977)
proposes that each type of input, visual and acoustic, is to be mediatéd by a
separate input Logogen System. The importance that Morton attaches to the

‘ effec“cs of repetition in deﬁning\the functional level of a logogen’s operation
_ is of particular interest. For -Mur“ton. any use of a légogen facilitated its

later use. However, this was not a prediction within the madel, as a change in

processing was used to identify the existance of a logogen. As a consequenceeﬂf

performance with a Qonwor'd is changed by a prior _pr-'esentatibm then the Logogen

System must assume that there are logogens for nonwords as well as words.

The Logogen System and the Lexical Decision Task

Although the Logogen System was developed originally to describe -

e
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word detection and not lexical decision, it has aften been suggested (Mever, -
Schvaneveldt & Ruddy, 1974; Scarborough, Clrtese & Scarborough, 1977;
Scarborough, Gerard & Cortese, 1979) that performance in the Lexical Decision
Task may be described by the Logogen System. Not only do the two tasks requi/r'é/
similar information f{i.e., they both required word identification), performance
Irboth tasks responded to similar variables, such as word frequency, repetition
and sema.r;t:ic context. Interestingly, Scarborough et al. (1979) found an effect

of modality in lexical decision similar to that reported by Morton (1‘?;7). Like
Mor'téh. Scarborough et al. 4979) discovered that there are positive benefits tog

a prior word presentation if the subject previously saw the word, but not if the
subject generated the word as a response to a picture or a definition of the

wnrd; Thus, it seems possible that the two tasks share a common resource,
Moreaver, Morton (Morton & Patterson, 1980) has included Th Lexical Decision
TasK within the realm of phenomena he hopes to explain with the Logqgen System.

Hence, one objective of this paper is to examine the generalizability of the

‘a Logogen System to the Lexical Decisien Task.

Dependent Variables. One important difference between the Word
Detection Task and the Lexical Decision Task is that the former uses accuracy as
its primary dependent variable while response latency is the dependent measura.

typically used in studies using the Lexical Decision TasK., As will be

&

L

discussed, Signal Detection Theary has no standard methad for .rela'ting response
accuracy and latency_:_’l'-lenca. Xdging the validity of the Logogen System in
lexical decision only by the use of latency data is questionable. The Logogen
System, as it is presently stated, is téstable only in terms of accuracy. For

this reason the studies to he reported will focus on accuracy as well as latency

.in investigating the Lexical Decision Task.



In light of the difficulty in relatiﬁg response accuracy and
latency“rnost experiments employing a lexical decision attempt to minimize
differences of accuracy between conditions by Keeping accuracy near a ceiling
level of performance. Yet of;cen thig is not p(ossible (see Becker & Killion,
1977; Farbach, Stanners, & Hochhaus, 1974; Frederikson & Kroll, 1974; Stanners,

-Neison, & Painton, 1979). When accuracy cannot be equated across conditions,
F 3

then an attempt is made to show that accuracy and latency are negatively
correlated; and hence that the accu;-acy data can be interpreted simply as
reinforcing conclusions based ﬁn latency. It is not the purpose of the present
paper to argue with these methndg of controlling for accuracy but r‘a"cher to
argue that important information is lost by ignoring the accuracy of lexical
decisions. On the basis of data to be reported later, it will be argued that
latency differences in lexical decision are constant across large changes in
accur.a'cy. Hence accuracy based information is not pl;irchaged at thé cost of
latency based information.

At this point, it will be. useful to briefly review the type of
diHi'culty that arises for Detection Theory in describing latency as wéll as
accuracy. Detection Theory (see Atkinson & Juola, 1973) predicts the tr._ade-cﬁf
typically observed betwenﬁ accuracy and latency by assuming that ;the mean
response time will be inversely and log.arithmica.lly related to ‘t’he distance
between the mean of the accuracy distr‘ibuﬁon and the response cri“ier‘ion. This
is diagrammed geometrically in‘ Figure {. Am be seen, if the events closest
to the criterion exhibit the longest decision latencies, the average latency for
a signal distribution close to the ;:ri’;erion, distlribution ‘A’ should eontain
more long latencies than a signal, distribution ‘B’, which is further from the

L3

criterion. As a result, the mean correct decision time expected for

{
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distribution ‘A’ will be longer than that expected for ‘B‘. Indeed, this is a
typical result. However, these latency assumptions cannot Ei.escribe tﬁe actual
distribution of correct reaction times. De’cectic_m Theary predicts that this
distribution should have a negative skew (see Figure 2), whereas the empirically
observed distribution is postively skewed (Ratclif$, 1978). The expected
distribution may be inferred from Figure 1 by noting that a larger number of the
responses shauld have i long latenty, rather than a short latency for correct
detection. That is, the largest pr‘opnrtion of the correct responses fall close

to the criterion, rather than far from the criterion. As a result, the
distribution of c)drrect responses should be negitively skewed) with a few fast
latencies and many long latencies. Where the predominant assumptions linking
latencies and uzsur‘acﬁ in Detection Theory predict that the mean latency will be
shorter then the_‘q:iian latency, the actual ordering is the oppesite. The mean
Iatenc;r is long'er'{ha'n the median latency. In short, thg prediction of respnnsé

latency based upop response accuracy in Detection Theory is questionable.

Becker's Verifiction Model of Lexical Decision

The Verifiction Model of lexical decisions proposed by Becler
(1976), Becker and Killion (1978) is a two process model of word recognition.
In this madel, the first stage generates a verification set, while the second
stage seeks to ma‘tgh the target string with a member of this verification set.
According to Becker (1979) the generation of the verifica.tiun‘fe’t\
is 2 sensory process. A feature extraction stage provides-data in parallel ('to:
word detectors, an assumption it shares with Morton‘s Logogen System. Unlike
Morton, Becker proposes that a set of visually similar words is activated during
the process of passive data accumula‘tiun.. 1t is the job of the seeond stage,

the active veiificatinn'stagé. 1o select the correct \ord from this set of

:
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similar ar conflsable words; Becker describes ‘fhe verification stage as an
active serial (;mparison Process, similar in nature to se;'i:{ memory search
(Sternberg, 1967). Thud, in the verification stage, the subject’s task is to
determine whether or not the presented stimulus matches an item in his or her
memary set. As hemnry search is assumed to be serial and self-t_erminating, then
a correct match for i{cems\encountered early in the memory search will an the
average produce shorter latencies than correct matches for items encountered
late in the memory search. ;T&thhermore. BecKer proposes that the search stage
of set verification is ordered, with frequently seen words usually being —

. v'erified before infrequently seen or rare words. It is by the use of this
verific/atinn bias that Becker explains the Word Frequency Effect in lex ic;l
decision. In short, frequent words are accepted as words with a .shor*ter. latency
th’efr'\'?h\rare words. Because verific{tinn is a serial prucess;. the larger the
number of words verified and rejected prior to the match, the longer it will

take to recognize a word. Hence, low frequency words, being on the average

verified after high frequency words, take longer to process than high frequency
{

words. /

In Becker’s Verification model, the decreased decision latency
observed for repeated words is ex pla'meci in a similar fashion by assuming that a
recent encounter with a word will increase the probability that tha.;c word will
be selected for early verification. In this manner, the benefits of rep;titiun.
like those due to word frequency, are attributed to a bias in the order of
verification.

While the primary dependent variable in the Verification Model is

response latency, response accuracy can be predicted with an additional

assumption (QO‘Coriner & Forster, 19281{). Consider the case where the verification
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process is stopped after a set period of time. As verification is ordered by
'Fr‘eqq_gnc?fthis truncation would result in a greater number of low frequency
.words failing to be verified than‘high‘ frequency words. When a process involved

in serial search stups,',ra_ndomly before all items are searched then not only are

entries att the end of the list searched later than initial entries, there is'
also a greatpr probability that they are not tested at all, A similar
cnmpa.risn can be made for the effect of repetition. -

The Logogen System and the Verification Model Compared

As the Logogen System was designed t? explain de—cisiun accuracy and
~ the Verification Mo:jl ‘was designed primarily to account for decision latency,
itis impnssvible to dir\‘.ecﬂy cantrast the 't-wo thecries without making specific
a\ssumptmns about the relationship between the accuracy and the la.'tency of
responding. RLther' than seekmg to generate predictions that will a.llow us to
thoose between the Logogen System and the Verification Model as models of the

Lexical Decision Task, the empirical evidence discussed below demonstrates that

P . L]

even wﬁthm their own response measures of the Lexical Decision TasK, neither

- [X3 A‘l’
model o{*ers a sufficient explanatmn. However, it will be found that both the
achlr_a.c*,t ind latency data are com;}hble with predictions based upon a model of

el Familiarity Judgment.

H

Relative Familiarity Judgments

The Relative Familiarity Judgment model addresses twe issues.
First, it is assumed that subjects do not rely on a single resource in making a
lexical decision; rather, it is assumed that the Lexical Decision Tas:( is a
relativé and multi-ﬂimensignal Judgment, drawing upon one or several

discriminative dimensions as the situation demands. Secondly, it is assumed

!
that the latency of responding is linked to the accuracy of responding and is

T e e
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described by the Random Walk Diffusion Process,

The Relative Familiarity Judgment model assumes that there is not a
specific collection of detectors in memary which guarantee that a word is
present. Rather, it assumes that there are only memories about ihings that we
have experienced and lcall words, memories about what they look like, what they
imply and how they can be used as semantic t’oolls. A word is a word because we
Know something about it. A string is rejected as a word if we Know very little
about it if we cannot remember having seen it, and if it does not suggest a
semaptic context. To the extent that a nonword faiis to be distinct from past
experience, it is likely to be called a word. This simply recasts the problem
by emphasizing memory for specific attributes rather than memory faor
_ r*egulariti-e/g. Yet it is this emphasis on attributes, that in part supports the
r‘elativity' of a word judgment in the relative familiarity model. A word is not
l:lassifi;d by reference to a specific memory or memory systems; ra:ther there are
converging lines of evidence, and it is suggested that subjects respond to this
confluence as well as to ihe specific attributes.

Other factors, that lead to a relative judgment are the encoding and
decision proce;s. In the elative. familiarity model, the subject’s task is to
discriminate words from pse duw.or'ds on the basis of the encoding activity. As

pseudowords are designed to be confusable with words, then it is to be expected

that pseudowords as well a N}s will lead to significant encoding activity. ‘
The relative 'Familiari{y model assumes that suﬁjec.{s, in order tn‘discriminate

between word and pseudoword encoding activity, compare the ongoing encoding

activity rela:tive toa staﬁdard- or expected level of activity. Word decisions

are given for those stimuli which over time yield richer than normal encpdings,

while pseudoword decisions are given for those stimuli which over time yield

A ]
B T T O |
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weaker than normal encodings.

In the Relative Familiarity Judgment model, word decisicns for'_

frequent stimuli such as house ar theory, which have multiple and rich

representations both visually and semantically, are highly probable at any levgl
of comparison. In opposition, with less well known stimuli such as adobe,

skirl, and stune, word responses are less probable and are more likely to depend
upon task demands. Stune, while visually familiar (It was used earlier as an
example of a pseudoword) is not a word. However, it is possible that this
episodic increase in familiarity might lead to an ‘incorrec’t word categorization
for this familiar pseudoword. Thiscgéf.pecially probable if decisions are
based primarily upon visual familiarity, such as when the nonword distractors
are visually and s‘tructurall\,‘r uﬁ{amiliar (2.0 gmtli. At the same time, word

decisions are like'ly to be given for,adghe and skirl. In contrast, when the

pseudoword distractors are .visually-and structurally familiar ar;d hence hard to
reject on the basis of visual familiarity, then we would expect that.a word

' decision would rely more heavily on meaning. In'the latter case, decisions
would b; less sensitive to the increased familiarity of a familiar pseudoward,

and at the same time less accurate for adobe and skirl. In fact, decisions

- might be delayed until a context could be generated for these words. Moreover,
we might expect differences illi the decisions to adobe and skirl because ad_o;_g
has a readily specified referent (i.e., brick-like) whereas skirl is associated
with a context of use (i.e., bagpipes) rather than an imageable referent. In
shart, it 15 proposed that penpie make lexital decisions on a relative basis,

not. on an absolute basis. It is relatiye because the selection of relevant
o —_

information will depend uponlllmth decision difficulty and task demands. To this

extent, then, lexical decision, and by implication word recognition, cannot be -

e
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Aescribed as depending upon automatic and context free detection mechanisms.
While the contact of the current encoding operation with similar events in
memory may be automatic, this contact does not constitute by itself a word -
decision or a word detection\si:):e the usefulness of this contact depends on the
task-demands. Familiarity, as it is currently used, simply reflects the degree
or the extent of this contact with mémory and is assumed to be an autc:rnatic
consequénce of a test e.ncading. although again not a word decision in itself.
The Relative Familiarity Judgment model differs from conventional
lexical store models of lexical de;ision primarily in the predictions it makes
about the processing of pseudowords and in the inclusion of a task relative
decision criterion. The Lexical Decision Task is assumed to require a relative
Jjudgment because a change in the decision criterion is assumed to correspond to
a functional char;ge in the type of information, visual or semantic, that is used
in making the decision. The lexical store models assume that the lexical -
decision process is essentially ir‘lsensi'tive to nonwords as visual stimuli, and
that Lexical Decisions are confined to a single informé‘tion base, while the
relative familiarity hypothesis predicts that deci'si‘on performance will be

sensitive to nonword familiarity and to multiple word features.

The Random Walk Diffusion Process. The quanhtahve ba51s of -the

current Relative Judgment model of lexical decision is based upon work published
by Link (1975, 1978), Ratcliff and Murdock (1976) and Rateliff (1978) using the
Randnrn Walk Diffusion Process as a model of memory based decision, The random
walK process was used by both these researchers to model the interactions of
memory and perceptual encodir_lg leading to a memory decision. In the present
discussion, the implications of this framework for memory decisions will he

explored. There are three benefits to thinking of the Lexical Decision TasK in
- |
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terms of a random walk model. First, unlike Signal Detection it supplies a
frameworK which explicitly addresses both accuracy and latency of responding;
second, it provides a concrete metaphor for the often vague concept of
familiarity; and third, it vields a useful organization of the costs énd
benefits associated with familiarity.

There are three major variables in the Random WalK Model which are
relevant to _decision performance, These are 1) the overall leve’l of caution, A
in Figur; 3, 2) the starting value for the comparison process or response bias,
Zin Figure 3, and 3) the similarity of the test target to the memory
referent,represented by the slopes Ui and U2 in Figure 3. For any given
decision) it is assumed that the decision process begins at Z, which for the
moment we will assume is equal to one half A. The model assumes that the
features of a stimulus are encaded in a time dependent compariscn process by
contrasting the featural information with in{ormatiow
present, assume that the refﬂr‘ent is discrete for each item. The anparison
process accumulates a weighted sum of these feature comparisonr;; in which a
feature match will yield a count of +1, and a non-match will vield a cu_unt of
—-i. For each stimulus, the_ comparison process hegins at Z which represents the _
a priori expectation of receiving either the target or distractor. The slopes,
U and ¥V, represent the cumulative sum of the comparison process over time adtied
to Z, where U is a target and V is a distractor. Whenever the sum of the
compariéuns equals A, the decision process signals a match; and whenever the sum
of the comparisons equals zero, the decision prdcess signals a non-match. For

P

any given target there is a certain, albeit often small, probability that the

target may cross either the match or the non-match barriyﬁ prabability and

the latency with which a target will cross the match barrid® rather than the

S
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non-match barrier increases as the similarity of the encoded target relative {g
the comparison referent in memory increases. In a similar manner, the
probability and latency of rejecting a distractor are tied to the similarity
between the target and the memory based referents. )
A well Knowr; phenomena in studies of discrimination and detection
is the reciprocal relationship I:;etweén speed and accuracy (Posner, Kleip,
Summers and Buggie, 1973). Th—‘is relationship is captured in the Relative
Judgment Model by varying the level of caution, variable A in Figure 3, the
amount of evidence required to make a response. If A is relatively large in
value, then accuracy will increase at a tost o4 increased response latency. In
contrast, if A is relatively small in value, then decision latency will be
speeded at a cost of decreased accuracy,- This is sl"\uwn visually in Figure 4.
Response bias in the Random Walk Model is associated with variable
Z. If Z equals one half A, there is no response bias. If Z i¥e§s than one
half A, there is a response bias for reéponding non-match. If Z is greater than
one half A, there is a response bias for responding match. The consequence of a °
response bias, a match bias, for example, is to decrease the information
necessary to make any match response while increasing the information necessary
. :
for a non—-match response. A non-match bias reverses the demands on informatian.
An imporjtant similarity between response bias and a speed accurac!
trade-off is that neither manipulation aHec_ts the slopes of the diffusion
process. The difference between response bias and ‘speed accuracy 'tr‘ade-of-f- is
that in a response bias the latency and the errors decrease at one decision
barrier wh:le:ehrj/ increase at the other bar‘r:er‘, while there is an overall

increase or d ase in latency and acr:uracy in a speed accur'acy trade~-off.’
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Memory Retrieval in Relative Familiarity Judqgment., Like the

Logogen Sys:tem'. the relative familiarity model does not use a process of serial
look up to explain the Iatent;y and accuracy of memory decisions, but instead
fotuses upon decision difficulty. Specifically, Relative F amiliarity Judgment
assumes that the extraction of the similarities and the discrepancies between a
given target stmulus and a standard in memory account for item differences.
Nonetheless, it must postulate some process in which the stimulus can interact
with,memury. Ratcliff (1978) accomplishes this by using the resonance metaphor. ~
The resonance metaphnr is based upan the analogy of acoustic resonance. In this
analogy, pr-ot:rtems are likened to a vibrating tuning fork with an unknown
frequency, while memoary is likened to an array of static pitch forks, all of
'Her’*ing -Freqx.;ency. Thus, as in acoustic resanance, because of structural
considerations, the probe item will activate only structurally similar items in
memory. Such ‘a process, one of parallel comparison, is similar 0 a retrieval
system in Gestalt Psychology and Pandemonium (Selfridge, 1959) wherein memory
contact is a direct function of the simileir‘ity bétween ongoing perceptual
processes and the structure of the memory traces. The c;lt:u:al feature of
these systems is,that this parallel process eliminates a sequentlal search of
memory for thArget. and instead emphasizes the match process itsels.
Relative Judgment Thenr-y" (Link, 1975) assu;'nes a sfngle standard of
comparisun\s‘cr memory judg ments. In ‘ti‘le typical experiment, subjects are given
the standard for comparison. Howeven Link (1981) agrees tha‘t the memory
s‘tandar'd in the Lexical Decision Task must be implicit and not explicit. Dr.
Link proposed that the standard for cnmparison in lexical decision can be K
cnnsz.dered to be a particular area in a multidimensional memory space, defined

by its similarity to the stimulus. This area will correspong to the )

L]
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psychological representation of our experience with words, although generally,
only visual characteristics will form the functional memory standard in lexical
decision. Hence, the memory standard is a conver:lien't aﬁstr;acticn and actually
refers'tn some form of psyﬁhnlngical representation of past encodings. However,
for any particular stimulus, the memory standard will reflect only those memory
traces that share features in common with the current encoding of the target
‘stimulus. This is a form of content addressable memary. Memary retrieval in
this description is passive and is similar to the resonance metaphor in its
appeal to intrinsic structure. As an aside, this perspe.ctive of the memory
standard is similar to process descriptions of human memary (Kole.rs & Smythe,
1279), and to instanée models of concept formation (Vokey & Brooks, 1982). A
more detailed examination of this similarity may prove to bg useful. However,
regardless of the details of the 'rnemnr\y representation, LinkK assumes that
lexical decision reflects a comparison process, which contrasts the current
stimulus encoding with past encodings of structurally similar stimuli.
In conclusion, both Ratcliff and Link hypothesize similar processes
of memory retrieval in which the current encoding of the stimulus au{omatically
accesses similar encodings in memory. Moreover, for both Ratcliff and Lini,
this autnmat; contact between the current encuﬁing and similar past encodings -
defines the memory referent or memory standard. While past events are necessary
in es‘tablishing the memory referent, nat ail familiar pa.s“t events are equally
relevant. Thus, while the ﬁumber “25'_' may be highly familar, it is not likely
to be confusable with a word. Clesarly, there must be a task dependént
| restriction of prior memories that enter into the memory étandarc;. This ) E?

cognitive cumpbnent will be discussed more fully in the following discussion of

the relatedness dimension.
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The Relgtedness Dimension . !
It has beén suggested that the origin of processing differences for

targets varying in familiarity are due to differ‘encej in the similarity between

the test item and a memory referent. A usefql method for conceptualizing this

s'imila.r-i'ty is Ratclif’s relatedness dimension. Ratcliff defines relatedness as

]

. the ratio of the total number of features shared by a memory referent and its

target over the total number of features encoded for the target. This

'h .

relationship is shown in Figures Sa and S;b. Distribution Uy in Figure Sa
represents a well known target, with a relatedness of .8, while distribution Uy
in Figure 5b represerits a less well known target, with a relatedness of .5.
When applied to the Random WalK Diffusion Process, these relatedness values
producé differences in slopes‘. similar to Uy and Us in Figure 3.

Figures Sa and Sb contain ‘two additional distributions labeled V,
and Vi, These are hypothetical, novel distractors, each of which bears a 50%
similarity in the total number of features shared with targets Uy and Uy, As a
consequence of this similarity, the novel distr‘actnrs. will have a nan-zero value

LS

on the relatedness dimension. This value is .4 for V, (.5 % .8), and .25 for Vi
(D% .5). Noﬁca. though, that while V4 and Vv, have the same formal similarity

-

with Uy and U, (set arbitrarily at 5% here), the distractors shpulci not be

’ equally confusable with the targets in a memory based comparison. The reason

for this is that the distance between the target and distractor corresponds to a
ditference in d’ in Signal Detection Theory. As the distance between the target

and distractor is larger in Figure 5a than in Figure 5b, the prediction that

r -
/h.u.aws is that it should be easier to discriminate Vi from Uy than to

discriminata Vi from Ujs. In short, increasing relatedness implies increasing
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discriminability from featurally similar distractors. This, of course, is in
agreement with common sense, and is only a fancy way of saying that well Known
items are highly discriminable.

It should be noted that the relatedness criterion and the
relatedness dimension are anly indirectly associated with the random walk
;—;cess, and are used only to describe the inferred memory structures that lead
to item differences in the random walk process. Moreover, response bias (2) and
the relatedness criterion are independent factors; Z is an priori estimate of
which response will be required.lwhéreas the relatedness criterion is an a
priori estimate of the average test stimuli‘s familiarity. A change in the
response bias affects t.he st;rting value but not the rate of change in the
comparison process. A change in the relatedness criterion affects the rate of
change in the cnmpgrison process and may even reverse the standard response
given to some stimuli. Thus, where ep\-change in the relatedness criterion will
affect the degree of slope for Uand V, a thange in response bias (2) will not
affect the slopes.

The effective relatedness dimension in any given exp.erimen‘t is
formed in the interaction of the task demands {e.g., type of stimuli ind
instm:tions) with the personal experiences of the subjects. The formation of
the relatedness dlmensmn is, in part, context sensitive, Hence, the
information used for a lexu:al decision is modified by the task demands, and to
a limited degree can be modified to maximize specific goals. The relatedness
dimension appealed to is in one sense real, as it is assumed to reflect
objective relations between the encoding of the target and memories for si.mila.r
prior instances. However, in another sense, the relatedness dimension is

-
1.

arbitrary in that it forces stimuli which may vary across multiple dimensions

.
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et

onto a common continuum. While this assumption of a single relatedness
continuum may exentually require modification, it will serve as a useful first
appr'oximation.{ )

To return to Figure ;:’., Us and Uy are shown as having the same
origin, but different slopes. The origin represents the initial evidence
available for responding. At the start of the :omparison process this evidence
is assumed to be similar for all items. In processing, item differences will be
ex pfessed as a difference in the ratio of feature matches to feature non-matches
(the difference ratio). Familiar items will possess a large difference ratic
(feature matches will outnumber feature non-matches) and the value accumulated
by the cumpar—ison process will rapidly approach that necessary for": positive
response. Thus, Uy in Figure 3 is drawn with a steep slope to show a rapid |
accumulation of evidence. Unfamiliar items will produce a smaller difference
ratio, and consequently the comparison process will approach the decision
barrier at a slower % Therefore U, in Figure 3 is drawn with a shallow
slope to depict a slow accumulation of eviden.ce. Hence, as it is assumed that
the prdpnr‘tion of feature matches to featurs non-matches is larger in Uy than in ‘
Uy ther; the rate and reliability with which stimulus information is ‘

accumulated, and hence, the rate and reliability with which thewiand the

stimulus evidence appoaches and equals A, will be greater for Uy than ¥or Us.
In cur;clusion. the relative familiarity model assumes that item
differences in decisions arise from differences in the stored information about
target items; and this memary difference results in a processing di-F-Fere/nce.
This processing difference leads to item differences in decision accuracy and
latency. Hence, it is assumed that in a Lexical Decision Ta-::k the similayﬁty of

the present encoding to similar encodings in memory will govera the rate with
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~ which information is accumuluated for any response. On average, well known

targets will lead to a faster and more reliable of accumulation of evidence than
will poarly Known targets.
The Nature of Familiarity
Familiarity is a common catch word in psychological research that
often suffers from a surfeit of familiarity. It is overused, and often fuzzy in
detinition. Nonetheless, it is toc useful a term to banish simply on these
grounds. For that reason, in the present paper familiarity will he used as a
major psychological variable. Howe»:er, in this paper familiaritx will be
synonymous with Ratcliff’'s r'elatedhess measure. Hence, familiarity in the
present context will appeal to a measurable relationship between the test
stimuli and memary, 7 -
Familiar items are not only common, they are also wellﬁknown.'
Thus,_.familiar wards are not considered to be specially n;ar-ked or tagged words - -
ina déﬂtectinn system or logok-up table, as in thg lexical store rnodellix. Rather,
fa.milia.r‘ words §re frequently used words, wards far which subjects have rich
internal representations, and words for which subjec{s have available multiple
skills. In Qhurt, familiarity is assumed to be a descripﬁve statistic.
Qmsequently, when it is claimed that decisions are based on familiarity,
familiarity is not seen as a value extracted and assessed by the subject; rather

-

familiarity simply refers to the objective relationship between the target and
1 ' o

memory for previous experience with similar targets, which has théw;oﬁse'quence
of producing detectable d_iffery\;{s in stimulus encoding. .. ] .
One consequence of increased familiarity: within the Relative

Judgment Model is a steeper drift towards the positive or match barrier. This

results in anincreased probability and a decreased latency of responding yes

’
e T



for tamiliar targets, when compared to less familiar ’tar‘géts. The Relative
Familiarity Judgment Model of lexical decision accounts for the effects of word
frequency and repetition by the uses of familiarity. Put simply, the likelihcod
of an adequate match, defined b? the level of caution parameter A, in a given
time period is higher for High frequency and repeated words th;n for rare words,
as the value. of the drift parameter (U for frequent words is greater than the
. drift parameter {(U¢ for rare words. As will be recalled, the value of the
drift p‘arameter" ‘U’ is directly linked to the difference ratio, which in turn is
set by the level of relatedness.

Relative Familialri't.z . In the previous discussion of similapity
and distractors in the Lexical Decisi?:n Task, it was proposed that the
relatedne.ss criterion used in an rasy lexical decision would likely differ: from
fhat used in difficult decision. One basis of this assumptien is shown in
F igure? 5a and 5b. Assuming that the relatedness distributions are 5irni1a.rj to
signal detection curves, then it can be seen that the optimal relat.edness
criterion for distinguishing between Uy and V, (.40) is not the optimal
criterion for distinguishing bétwe;n Ui and Vi (.45). Indeed, as Figur-es Sa and
5b represent tWo different discrimination experitﬁen‘ts, the two relatedness -

cri'té?iﬁ will be unrelated, and should depend only upon the distributic the

two stimuli to be discriminated. This independence in the selectio
N . 5,
relatedness criterion is one reason for asserting that the judgments o

<.

familiapity are relative, ] SR

;I‘he Word Frequency Effect Considered as a pBssive £ncoding Bias
An important finding for studies of word identification is that '

high frequency words are not only more likely to be detected than low frequency

hY

f the .
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words, they are also more likely to cccur as incorrect responses. That is,
incorrect word responses, or false alarm;s. are inore likely to be frequent words
than rare words (Broadbent, 1967; Broadbent & Broadbent, 1975; Catlin, 1973).
Moreover, if the hits and false alérm-.:". are analyzed in terms of Signal Detection
theory, by computing a normalized accuracy score, the increase in hits appear to
be largely offset by the increase in false alarms. Broadbent (1967 and
Broadbent et al. (1975) argued that this trade off between hits and faise alarms

. with ‘wor‘d §requen|;y was compatible with a stimulus contingent response bias, but

not a stimulus contingent encoding bias. A stimulus response bias differs from

a simple response bias in that the bias in responding is ?ntingen;t upon the a
priori occurrence of a word given certain stimulus infurma‘tinn, and is not
simply due to the overall a priori probability of a word’s occurrence. A
stim:;.llus response bias is contingent upoh encoded featural in orn;atinn; and the
effectiye value of the bias tan be considered as changing’wi.th the type‘ clf?
stimulus information available. An encoding bias differs from a r‘espunse‘ bias
in that an enco‘dil:\g bias results in the preferential encoding of information
relevant to the stimulus. Thus, the encnding.'bias hypothesis predicts that more
information will be available about features characteristic of high frequency
words than features charactersitic of low "fr‘equency words. Sihce mare
informatiﬁn implies greater distinctiveness, the encoding bias hypothesis can be
seen to predict greater precision for .jtg}:lgments abqut frequent words than rare
words. In the terms of Signal Dtectim: Theory estimated d’ for frequent words
should be larger than the estimated ¢’ for rare words. The stimulus response
bias hypothesis pre.dicts no difference in d’ for frequent and rare words, but a

difference in Beta. As mentioned earlier, the experimental evidence found that

as word frequency increased the proportion of frequent words given.as false

~.
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alarms also increased. Within detection ‘theory, this increase in false alarms
comes from a change in the response criteria (Beta) rather than a change in
response precision (d}. Hence, Broadbent arqued that frequency in the language
is more compatible with a stimulus response bias than an encoding bias.

In the Lexical Decision Task, as in Word Detection TaskKs; increased -
accuracy for high frequency words generally is accompanied by the presence of
increased errors for pseudowords similar to hig_h 'I;requency words (O‘Connor and
Forster, 1981), Thus, as iﬁggéd detectinn_, frequency effects in lexical
decision would appear to be due to some form of response bias, r‘a{her than an
encoding bias. How:ver, in the earlier diécussion ot relatedness, it was
claimed that relatedness differences resulted in encoding differencés. With
increasing relatedness there shopld be an encoding bias, wlﬁch _implies a
difference in d‘ and not Beta. The data reported by O‘/Conner a.-r.\d Forster (1981)
require a difference in Beta wi‘th‘word frequency, Henca, it appears that the
data do not agree with the predictions m‘ade by the Relative Familiarity Jt.ldgment
model. )\

A detailed examination of Judgments base& on a relatedness
continuum, however, reveals that in the typical lexical decisjon experiment
relative familiarity predic;té an increase in both d‘ and Beta with increasing
familiarity. That is, there should be more false alarms for distractors similar
to familiar targets than for distractors similar to unfamiliar targets, although
the normalized dis;cance bgtween targets and distractors should be larger for
familiar targets than for unfamiliar targets. The basis for this prediction is
the use of multiple targets and distractors with a wide range of familiér'i'ty in
the typfcal lexical decision experiment. 'I‘I:iis relationship is presented

graphically in Figure é. The distributions shown in Figure & for targé‘ts Uy and
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Uy and distractors Vi and V) are identical to those diagrammed in Figures Sa and
ob and have the same relatedness values. In Figure 6, however, they have been

placed upon the same decision axis, representing an experiment which uses a
mixed list of familiar and unfamiliar targets and their distractors. Notice /

that the distance between each target distribution and the distribution of its\‘\
distractor is the same as in Figurés 5a and 5b. Hence, d’ for familiar stimuli
(Usy-V¢) is greater than d’ for unfamiliar stimuli (Uy-V3). Notice, however,
that there is a new decision criterion. This criterion is set to optimize the
overall probability correct for decisions bet‘wéen the two target (Uyy Uy and
the two distractor distributions (Vy Vi); becausé ot the di'}{e‘rence in overall
familiarity between the two sets of distractors, the distractors from V, are
expected to produce more false alaams than the distractors from Vi.

’As can be seen, the Relative Familiapity Judg‘hment model predicts
that with ingreasing discriminability there can be a correlated increase in the
false alarms to similar distractors. This is the result reparted by O’Connor
and Forster (iéal). A reanalysis of their results revealed that despite the
greater false alarms for distactut:s similar‘ to familiar words, the estimatgg g
for discriminations between familiar words and thei;* distractors was larger than
the estimated d’ between unfamiliar words and their distractors. Hence, the
relative -Familiarit.y hypothesis predicts the pattern of err:ors found By 0’Connor
and Forster (1981) \yith wdr‘r." frequenﬁy and related non-word distractors in the
Lexical Decision l'rl‘..x-s.l*:. An explanation of the effects of word frequency in
lexical decisinnw'in terms of a stimulus response bias , such as that used in the
Logogen System, requires additional assumptions to account for the correlated .
increase of d” and Beta observed with increasing familiarity.

The preceding analysis reveals an interesting relationship among
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signal detection curves. In Signal Detegtic:n Theory, as described by Green and "
Swets (1764), comparisons are typically discussed in terms of discriminations
between a single signal and a single signal-plus-noise distribution, in which

case the réla'tionship between d’ and Beta will be orthogonal. That is, a change

in one descriptor cannot predict a cﬁange in the other descripinr. However, in
cases where a single response criterion is used with three or more
distributions, d’ and Beta can be linked. Thus, as in i;'igure é, if two or mare
target distributinné. that diffe;‘ in their means, are compared with the
distribution of their distractors then estimates of Beta will increase as
estimates of g’_ increase. _’I‘his has important implications for psychological
research, given the u5L.1a1 var'iety of different stimuli tested in an experiment,
as it implies that the origin of Beta effects may be due to the same factors

that give rise tu__c_l_’ differences. In other words, differences in the estimated
Beta between several distributions may pe an ;rtifact of the'r.ompar‘ison process
and a biased set of memories, rather than an independent psychological entity.
An encoding bias imparted by increased familiarity may result in dissimilar d’s
and similae ‘Betas as in Figures 5a and 5b, or it may result in dissimilar d’s

and dissimilar Betas as in Figure 6. The actual relationship between d‘ and/ j
Beta will depend upon the tasK and the type of:stimuli tested. In conclusion,

it. is neither necessary nor, perhaps, appropriate to invoke separate

psychological mechanisms to expla‘azin d’ and Beta effects.

4

T :

The Relevance of the Theoretical Discussion for the Following Experiments

The following will list the assumptions shared by the Logaogen

System and the Verification Model as examples of the lexical store model of the

Lexical Decision Task. A following section presa e general assumptians
'
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_\\made by the relative familiarity hypothesis. |
) .
— The lexical store explanations of the Lexical Decision Task mfake
the following aslsumptiuns: 1) The first stage in a.'ny use of a word i3 making

contact with a specialized lexical memory. 2) The Lexical Decision TasK is

stage. 3) Only meaningful words

LY

assumed to be a direct meashre of th‘is first

are represented in this lexical memory. ) Ti‘\e increase in speed anf:lfor

accuracy of lexical access pr‘oduced' by a prior presentation of a word is

indgpendent of the subsequent use of that word. 5) The information in lexical

memory, and hence the infermation used dur‘ing access, is independent of the

specific form of words (i.e., variations in case and typography), although

lexical memory might be modality specific. é) The detection of a wo;"d unit is

all or none and partial information is unavailable for lexical decision. 7) .

The Lexical Decision TaskK is a dir‘e;:t and unbiased measure of a si&ill used in

reading. Issues three to six will be addressed directly in the following )

experiments, while issues one, two, and seven will be only indirectly addressed. ")

‘T will 3argue that a lexical decision ma.g.rl draw upon a broad spectrum

of episc;dically based information and that, potentially, any previcus encounter

with a stimulus, or Qith a similar stimulus can provi&e information for a .

lexical decision. -Ht;nce, a pseudoword, if for some reason it has been seen .
before, may some times be accepted as a word. In short, lexical decisicns are

. not restricted to words (i.e., legitimate vocabulary) but rather are based upon
a salient similarity be'tween-the target and visually based memory information '
about graphemes. While there is selectivity, the task instructions and the test
‘stimuli provide general constraints for a decision, but lexical status must be
inferred not looked up. In analogy with tests of recognition memory, there are’

multiple ways of accomplishing a lexic.ﬂ decision, nome of which is always

A\
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correct. If pseudowords are highly similar to, and hence confusable with,
words, then selection at a semantic leve-l will accept these similar pseudowords.
If pseudowords have been previously seen, then selection at a visual level may
accept these familiar pset;dowords. Furthermore, as the focus of a decision
sh&ﬁs between stimulus properties, the relative importance of variation in
other properties becomes less important., I a decisio;'u focuses on visual
properties, variation in semar;ti:: content will be trivialized. Likewise, if a
decision focuses on semantic content, then that decision will likely be '
unaffected by variation in \XKL-I&I characteristics, such as typography and case.
Therefore, as in recognition memory, th; relevant infnrmatinr: supporting a
lexical decisian wi.-ll .de_pend upon the type of the stimuli used as targets and
dis_‘tractnrs. Such considerations as the familiarity of the stimulus, for words
andfpseudowords and the a(n‘lability of mt;aning for words will exert different
effects in different situations.

In conclusion, the hypothesis to be investigated in the following
experi;nents are that 1) lexical status is inferred an the basis of mui‘tiple
sources of information, 2) lexical decisions are based upon a flex ible_use of
memory information and respond to task demands, and  3) the inference of
lexical status'can be drawn from information contained in a single instance as
well as information known about words.

Euperimental Data

The following five experiments were designed to investigate the
types of knowledge subjects typ@cally employ in 'éhe Lexical Decision Task. The )
experiments employed maéiﬁulatinns designed to modify a subject’s task str'a'tc;g}
by 1) ctjanging the visual properties of a grapheme and hence in on; sense the

familiarity of that grapheme, and 2) selecting pre-experimental properties of
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the stimuli, such as word frequency and the -type of meaning associated with a
wo;'d. e.g. abstract 'or concrete re{grence. or orthographic structure with
pseudowordé. Following each experi{nent, there is a brief discussion of the
. theoretical implications of the results in terms of }he three models of the
Lexical Decisign Task discus;s.ed in the introduction.

Experiment | was designed 1) to test for multiple i:ases of
information in the Lexical Decision Task by investigating the impartance of
phonemic, semantic, and visual information; and 2) to provide a test of

‘a

whether lexical decisions can be based upon semantically neytral and
episoda-based.visual information. Experiment 2 was designed 1) to provide

t R .

.__additional evidence for the use of semantic information in tl"\e Lexical Decision
TasK by ex per‘:men'ta.lly manipulating an ep1sode base) availability of semantlc
information, 2) to mvesth‘te the importance of task demands in determining
the type of information used in making a lexical decision, and 3) to assess the
importance of pariial information in lexical decisions. Experiment 3 was
designed to contrast the contribuiion of specifir: visual information against
letter-based information in the r'ep.etitinn‘ effect. Experiment 4 was designed to
investigate the possibility that the effects seen for freql:xency in the language
and for semantic information were based upon similar memory information.
Experiment 5 di{;Fered from the first four experiments in that it focused
exclusively upon the quantiative predictions of{the models of lexical decilsion.
and was designed to link -'the additive effects of word frequency and task demands
'Q]tgrved in Exp. 2 {0 the additive effects repnrte_c%jur word frequency and
vmua’l_ quality in the literature on lexical de;isi/af:!;‘ £Stannm§r:e-rIbsKi &

Westbraok, 1975; Becker & Killion, 1977). 7 .

/ .

T s



_ Experiment i

It was suggested earlier that phonemic infnrmati;:n, visual !
information, and meaning might serve as separate sources of information that are
utilized when subjects make lexical de-cisions. In determing whether or not
phonemic information is employed has proven to be difficult. While sc-sme studies
have found evidence of phonemic information (Meyer, Schvaneveldt & Ruddy, 1‘?745.___:,
Rubenstein, Lewis & Rubenstein, 12%. D‘thér studies have indicated that
phonemic infof:}n‘atinn is not necessary (Kleiman, 1975; Shulman, Hornak & Sanders,
1979). Lexical decisions are slowed when nonwords aré pronounceable Balota and
Neely (1981). This obbervation could be taken as evidence that phonemic
information is involved And that subjects pronounce test words as a means of
gaining access to meaning or perhapg even make their lexical decisions on the
basis of the ease of prnnufmceabﬁi‘ty. However, pronounceability is necessarily
highly correlated with the visual characteristics of a letter str-_ihg
(Frederikson & Kroll, _1976). It may be that these visual characteristics are
responsible for the effects observed by Balota and Neely (1981). In the present
experiment, subjects in one condition were .r-equir*ed to pronounce test i:tems as
well-as make a decision about the lexicai status of t;'ae test items, while
subjects in a second ;ndi'tian only made l;axical decisions. Adding the
requirement to pronounce test items provided a means of assessing the extent to
which phonemic information is typically utilized when subjefi?s\are asHed to make
lexical ::lecmmns. I phonemxc informatiaon is 1yp1ca11y utilized, the
reqmrement to pronounce test items should have little eHect since even without
this requirement subjects must typically pronounce those 1tem5 as a means of

ga'ining access to phaonemic information. In contrast, if phonemic informaticn

does not typically serve as a basis for lexical decisibns, the requirement to

-
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pronounce test item% has the status of a secondary task; effects on ease of
prqnuncia‘tion should be separate from effects on lexical decisions. The.
parallel manipulation of pro}\uncia.tion and le:?u:a]: decision shauld interact with
sevéra; factors including frequency in the langug,ge and, perhaps, rgpeti‘tion
(see Becker, 1976). Higl; frequency words.are pronounced more rapidlf than .ar'e §
low frequency words (Frederikson arld Kroll'. 1976; Scarborough'et al., 1?77) S0
the requirement to pronounce should add less to the total reactign time of high
frequency than to that of low frequency words. With regard to repetition,
pronunciation of a word might benefit from repetition -5o that pronouncing a
repeated word adds less of a load than -.o.arl:n.li“c'ir pronouncing a word on its first
presentation. ‘

Another test of phonemic information involQed the manipulation of
syllabic structure. The time td- onset of naming has been found 'tb intrease as
the number of syllables in a word increase (Eriksen, Pollack & Montague, 1979;
Frederilison, 1979). This is often esﬁeci‘ally noticeable in ps‘e.udowut‘ds. A
possible interpretation of this is that pronouciation for muitisynabic
pseudowords involves an extra process of vbcany combining the code for singl;é
syllables, and that na-ming with pseudowords requires pronouciation by
constituents more than naming with words. By examining the effects of syllabic
structure when lex‘ical decisions: were made alone and with a secondary
pronouciation task, it was possible o assess the effect of pronouncability in a
typical lexical decision.

. E!ffec?s of repetition were also of interest. Prior experiments
have revealed that repetition interacts with a number of factars. The Ia.rgé .
effect of frequency in the language that is found for the fir®t presentation of

a word is greatly diminished when waords are repeated (Forbach, Stanners &



34

Hochhaus, 1974; Scarbaorough, Cortese & Scarborough, 1977). This cbservation can
be taken as evidence that the effects of frequency of presentation are similar
to those of frequency in the language. Of greater interest for the present
experiment, variation in the meaning of test words has also been found to
interact with repetition. James (1975) found faster react.inn timgs to words
with a concrete referent than to those with an abstract referent. This
difiference in reaction time was greatly reduced when words were repeated. A
possible interpetation of this result is that subjects. rely on meaning less when
makKing a lexical declision for repeated words, and instead rely more heavily on
the visual characteristics of the word, In the first experiment, an attempt was
made to reblicate the interaction between concreteness and repetition. Later =
experiments inj‘restigéted further the role of meaning and the role of yisual
characteristics as bases for lexical decisions.

Also of interest was the na‘ture,a)nd o.r'igin of memory information
used in makin;g a lexical decision. McKaoon and Ratcliff (1979), Balota and Neely
(1980) and Carroll and Kirsner (1§§2) found that pseudowords previously ]
encountered in a paired associates; study list showed longer rejection times and

:

more errors than novel pseudowords. This suggests that the memory information
used in lexical decisions can be an episodic trace :as well as a generalized
lexical store. In the firs{ experiment an attempt was made to replicate this

result.

Method

Subjects. Thirty two McMaster undergraduates receivéd an hour’s

toeurse credit for participating in the experiment. At the start of a session a

subject was randomly assigned to one of two groups, an unbiased or a

F

pronunciation-biased grnub, with the provision that 18 of 32 subjects served in
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each group.

Materials, Two sets of 48 words (six letters in length) were
select_ed from the Thorndike and Lorge (1944) norms, with the provision that all
words in one set were High Fr-\equency Words (A class words, with frequencies
between 3@ 1o 18¢ times per million), while words in the other set cohtained Low
Freguency Words (with frequencies of { to 2 times per million). Moreover,
selection was constrained so that half the words in each set were Judged to have
concrete referents while the other half had abstract referents. A concrete word .
was defined to be any ward whose referent was a sight. sound, or touch that was
readily available t;: the senses and could be.dir‘ec‘tly experienced; abstract
meanings Welfe defined to be any non-sensible event ar }*elation. Low frequency,
abstract words had slightly higher mean frequencies than thé rare concrete words
{1.85 vs 1.80). A further cuns‘tra.int used far word selection was that half the
words in each frequency set, and half the concrete and half the abstract words,
were monasyllabic words, while ‘the: other half were bisyllabic words. b

An equal number of six letter pseudowords were generated under the
constraint that all pseudowords were orthographically legal and pronounceable,
In addition, half the pseudowords were monnsyll#bic and h:alf the pseudowords
were bisyllabic. No pseudoword was a homophone for an english word. -

An additional 3@ words and 30 pseudowords were collected for a
practice sessiqn. following the above procedures, for wards and pseudnwor'ds.

De_;:.igp_. An experimental session consisted of two phases, a study
and test phase. The study phase (Phase I) was a Lexical Decision Task, and
served to experimentally pre—expoée half the words and half the pseudowords.

The experimental phase (Phase II) was also a Lexical Decision Task and used all

160 test stimuli. The stimuli were counterbalanced across subjects such that

»
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half the stimuli were seen by half thé subjects in both Phase | and Phase II,

/’f‘épeated stimuli; and half the stimuli were only seen in Phase II,

.
——
-

experimentally novel stimuli. lOld and new stimuli were conterbalanced between

subjects.
The beiween groups manipulation o+. verbal coding was produced by

varying instructions. Subjects in the unbiased group were instructed to respond

-

at the onset of the targetstimulus as quickly and as accurately as possible
\___N\___ —_——

4

with a lexical decision. The pronunciation-biased group received the same

instructions but, in addition, were required to name the word or pseudoword

‘

seen, after perfbpming the lexical decision. Subjects receiving the secondary

task experienced little difficulty with the secondary task and named the stimuli

in the 'pr"actice trials, in Phase I, and in Phase 1I. The prqnun:_iation—biaéed

gro.up was told that tt\eir verbal responses were being recorded, and would be

scored for acturacy at the end of the experiment. No such ciata. were gathered.
S Procedure. All subjects were positioned two feet away from a

video screen. A millisecond timér was activated concurrent with the onset of a

A

stimulus on the screen, and was terminated by a Key press. The stimulus was -
erased from the screen one half second after the Key press. Approximately three ) / \
seconds elapsed before a warning signal, consisting of three plus signs was :,ff

shown for 75@ msec, which in turn was followed 500 msec later by the onset of i
another stimulus. |

Stimuli :.vere presented by a Digital PDP-8 computer on a éreeu;
phosphor video terminal. Binary responses were callected by‘ the computer,

following/a button press from one of two respohse buttons, to the nearest

millisecond.

g | i\_’/ “-J’



— TABLE 1

Reaction times (in msec) and Percent Accuracy for Words,

'

in Experiment 1.

CONTROL._GROUP

HIGH FREQUENCY WORDS LOW _FREQUENCY WORDS
MEANI;E?//Egabngzs ABSTRACT CONGRETE  ABSTRACT
. /
. (
RT _ACC. RT acC. RT__ACC. RT acc,

NEW 942 (98.8) 549 (95.68) 481 (85.8) 428 (81.9)

OLD S5i8 (188.) 529 (98.8) 558 (?6.9) 551 (99.4)

2

EXAERIMENTAL GROUP

!
HIGH FREQUENEI WORDS LOW FREGQUENCY WORDS
MEANING: CONCRETE ABSTRACT CONCRETE ABSTRACT
RT _ACC. _ RT ACC. RT __ACC.  RT ACC.
NEW 544 (97.5) 591 (95.6) 449 (91.3). 493 (87.5)

oLD 322 (lﬂa.y 538 (98.8) 978 (93.8) 412 (924.4)

o

SN

—

s
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Results and Discussion '

The mean latency -and accuracy for each condition in Phase II was
computed faor éach subject. These means were en{ered into an analysis of
variance. No significant or n‘ear‘ significant effects were found involving
syllable length of words, in either latency or accuracy. Consequently, the word
data were collapsed across this factor. The mean latency a.;-:d accuracy for each
condition is presentad in Table ! for words, and in Table 2 for pseudowords. ‘

/-

s

Words . ' . . !
As can be seen in Table 1, responses to frequent words’ were more
accurate than responses to rare words. Due to the low variance for frequent

words, further analyses for word accuracy were performed.only on the rare words.

Presen_tgt-idns and word frequency. As expected there was an
overall effect of repetition in latency, F ({,30) = 92.74, p< 001, and in
accuracy, F {1,30) = 29.69, p< .0001, where reépnnses to repeated words; were
both faster and more accurate than responses to experimentally novel words.
There was also a main effect of ward frequeﬁcy. F d,30 =‘I1°2.'10’ p< @001, as.
well as th;e expected interaction for word frequency by repetition, F (1,30) =
19.67, p<.003. The effect o-; a prior presentation reduced respoﬁse latency
significg_ntly for both frequent words (562 vs 525 msec for first and second

.

presentation, t (16) = 3.57, p<.o5; and. rare words (643 vs 37% msec for first
and 5e‘cond presentation, t {(16) = 3.57,p¢ .991. Thus; a prior presentation
benefited decisions about rare wards more than decisions about frequent words.
This result replicates similiar results by Scarborough, Cortese and Scarbnroug‘h
aern al:\d Stanners, Jastrzembski and Westbrook (1979).

Instructions. The unbiased and pronunciation-biased group did_no't
differ in their uver;all response latency or accuracy to wards. However, there

~ “«
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was a sig’ni-f-icant interaction for latency‘ between groups and wC:r'd frequency, F
(1,36) = 10.9?..‘1:_1( 003, suc‘h that responses to rare words in the
prnnuncia.tio::;-bia.sed gl:'oup were delayed by 49 milliseconds relative to the
unbiased group (633 vs 584 msec, respectively), As canbe seenin Table 1, a
major portion of this delay is appaf'ently due to judgments about abstract rare
words; this was not signi%icam‘.. however, F (1,30) = 1.4{, p> .2. The
interaction of the secandary task with word frequency suggests tr_ﬁt phonemic .
information is not typically used in making a lexical decisio.n. and *(tha't the

extra requirement to pronounce the word served as a secondary tasK similar to

those discussed by BecKer (1974). Although there was an interaction between

* groups and repetition (new and old words), F 41,30 = 7,75, p< .01, there_was no

{

VY
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\

overall difference in accuracy between the unbiased and the pronunciation~biased
group (71% vs 92% ac:‘ur‘a.cy ' respér.é'ti&rely). A post hoc analysis of the
interaction showed that a prior presentation had a significant e+feﬁt ;3n
accuracy in the unbiased group (83% vs 98% correct, for novel and repeated
words; p<.85 by Sheffe’s). The mean accuracy differed in the same direction in -
thé pronuncia'tion-bi..ased group, {89% vsl 74% correct) for exper‘imenfally novel
words and repeated words. There were no pther‘ interactions for wnrd decisions
involving the secondary task. *

Meaping. There was the expected effect .Df rn:a.ning, F (1,30) =
24.16, p< 001, as well as the expected interaction of meaning and repetition, F
(1,30) = .54, p< .815, which revealed that 't!'\e latency difference between
concrete and abstract words was signifi{:aﬁt for experimentally novel words (584
frs 521 msec, for concrete and abstract wor‘r.is), bl.;t not for repeated words (544

vs 595 msec, for concrete and abstract words). In contrast to the results

(reported by James (1973), there was no significant interaction between word

#



"Reaction times (in msec) and Percent

Accuracy for Pseudowords in Experiment 1

TABLE 2

=

' CONTROL_GRQUP.

MONOSYLLABIC

N

BISYI_;L._QJ BiC

_RT Acc. RT__ACC.
NEW 647 (91.5) 438 <94.1>
OLD 488 (83.4) 448 ¢908.9)

EXPERIMENTAL GROUP

L v
BISYLLABIC  MONOSYLLABIC
RT__ACC, RT_- ACC.

NEW 886 ¢89.4) 733 ¢95.8)
OLD 745 (95.4> 712 (90.4)

'l

380,

-, U
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frequency and méaning, although there was a trend in this direction for novel

words. The latency differences between concrete and abstract words in the

present experiment were smaller. than those reported by James, and the
interaction betwéen_ meaning and frequency may have failed Yo attain significance
because of a floor effect. In general, the results support James’ finding that
meaning is a critical dimension in the Lexical Dec\ision Task for novel or

unfamiliar words, but not for familiar words., . . -

Pseudowords . ol

-

Instructions. In contrast to words there was a main effect of
task instructions for pseudoword létency. F (1,30) = 7.48, p< .21, which
revealed that response latency in the pronunciation-biased group (?49 msec) was
delayed relative to la‘tency in the u761a.sed group (649 msec). The secondary
task mstructmns to pronounce the stimuli delayed pseudoword responses by ioo
msec. However, as-there was no difference in the response accuracy for the two
groups, performing the secondary task added little information relevant to a
lexical aecisinn. Hence, as for word deciginns, the pseudoword decisions show
that the secondary task affected decisioi';‘tinie but not decision a.ccureﬁ:y.
Repetition. There was a ‘gsi'gniﬁcant effact of a prior
presentation, F (1,30) = 15.68;2( 0005, wi}th repeated pséudnwords‘bﬁﬂﬁ
rejected less accurately than novel pseudowords (é??’. vs 92% accuracy, |

respectively)., While there was no main effect of repetition on latency, there

was an interaction involving repetition and task instructions in la‘tency, E

(1,38) = 12.30, p< .882, in which a prior presentation delayed responding in the

unblased group by 21 msec, but fac111‘t§1/d responding in the

pronunciation-biased group by 4@ msec. In light of the main effect of

repetition upon errars, it is apparent ’-that the increased %atenci
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pronunciation-biased group reflect processing that was in addition to the
processing required for a lexical d\écision.\ It seems reasonable to assume that
-~ .

the additional time reflected the time to gegerate the pr'nnuncia'tich. Moreover,

in the pronunciation-biased group the increased familiarity from a prior

presentation facilitated responses, whereas in the unbiased gEoup increased

familiarity delayed responding. A possible interpretation of this result is
. : ) B
that the second pronunciation of a pseudoword was facilitated by the {-irs%

pronunciation and this benefit overshadowed the negative benefits of familiarity
in making a lexical decision.about a repeated'pseudowurd. That is, information
about the repeated pseudowor::ls in the unbiased group interfered with the ability
of the subjects to correctly r'e.i_ec't tl';e pseudowords for both latency and
atcuracy, whlle in the pronunciation-biased group information about the repeated
;:;seuduwnr'ds both interfered.wi'th the lexical deci:sion and helped ip the
gene}'atiun of a pronouncation for that pseudoword.

Syllable Length. In pseudowords, syllable length showed a

significant main effect in response latency, F (1,30) = 54.07, p< ©91, and in

response accuracy, F (1,30) = 43.52, p< .0@04, with bisyllabic pseud'uwor'ds <

showing longer latencies (719 vs 678 msec) and lower accuracy (@77{. vs 72%) than

.monosyllabic pseudowards. That is, it was mare ciiffi:ul‘t to reject as words

bigsyllabic pseudowords than monosyllabic pseudowords.

There were two interactions inghe latency data'which involved

syllable lera Ry c;ne with task instructions, F (1,3@) = 4.61, p< .04, and-a

\

tﬂe way mterac‘tmn with r‘epehtmn and task instructions, F (1, 30) = 8.20, B<

B1. In general; the effect of syllable leng'th was larger in the

pnonunciation-biased group (773 vs 723 msec for bisyllabic and mnhosyllabic

‘Pseudowords, respe;tiv ly)‘“.'gl_gn in.the unpiased group (663 vs 634 msec for
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bisyllabic and monasyllabic pseudowords). 'However', this was modified by the
interactjop with presentation. Table 2 shows the mean response times for this
three wa); interaction. A post hoc aﬁalysié showed tgt/the affect of syllable
length was significant for all comparisons (at p< .81, by Scheffe’s) except that

of novel pseudowords in the unbiased group. Of further interest, while a prior

presentation increased the size of the syllabic effect in the unbiased group, it

—y
b

decreased the size of the syllabic.eff‘er;t in the pronunciation-biased group.
Thus, once more the secondary task showed an effect of phonemic information
opposite to that in the unbiased group. In the unbiased group, syllabic

structure was significant anly for repeated pseudowords, while in the
pronunciatiop-biased group syllabic structure decreased in size for repeated
pseudnworfis and was significant in all comparisons. A possible interpretation
of this result in latency is that in the pronunciation-biased group bisyllébic
;isei:ﬁownrds. being more di;Fficul‘c tgt;‘\onounée. benefited from a prior
ﬁronuncia‘tion more than the monosyllabic ps;audowur-ds. For the unbiased group,
on the other hand, syllabic structure became more important as the difficulty of
rejection increased. This, perhaps, reflected a greater reliance on phoneﬁlic
in:fcrmation/‘é the difficulty of the decision increased. Yeﬁ. in light of the
similar errur‘Jgr the two instruction gr"oups, it is not clear what bene4its

this str;tegy might provide, _In conclusion, the selcondary task of pronouncing ‘
the .stimulus as well as making a lexical decision to it inverted the effect of
syllable structure in pseudowords; this révgrsal maKes sense when phonemic and
lexical processing are considered as separate tasks., :

The results of Exp. { provide information about the importance and

the use of three different types of infarmation in the LexicalkD?c;ision Task,

phonerﬁic. semantic, ancyﬂfi}\férmation. The use of a secondary ¢
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mnciaﬁon task influenced the speed but not the accuracy of lexical ' -

decisions. The secondary task did not simply add a constant to the overall

level of difficulty. The changes in resplmnse latency were contingent upon the

type of stimulus, showing no change with frequent words, a small delay with rare

words, and the largest delay for for pseudowords. This result, taken with the \
P . interaction of syllabic structure and the secondary task suggests that phonemic
information is mot actively genertated il:l the typical Lexical Decision Task.
Mare impor‘tantly, there was no change in accuracy associated with the increased
latencies. Th;s implies that phonemic infﬁrmatinn does not provide novel or
distinc‘tive.inf.orrnation for a lexical decision.

The present results essentially replicate the‘findings of James

(1975), and support the claim that semantic information is a potential source é{,_,
informa{tinn for subjects making a lexical decision. Moreover, the effect of

meaning is most noticeable in decisions for experimentally novel words and is

less imhnr‘tant in decisions for repeated words. This supports-a description of

using infarmation from a variety of sources if ipformation is lihitMMx\/
one level. This issf.leawiid:e discussed-in detail in ollgwing expér‘iment. P

- The evird_e_b&e for visual information-4rTtH€ texical Decision Task | k

the Lexical Decision TasK in which decisions ant based uhon memory as a whole,

s

comes £ wo sources. First, the de eased reliance on meaning for repeated

Visual infor‘u;é.‘tion. given the small effects observed for p’r-tam@_i_nfurmatiom
seems to be the best candidate for this lower level of informatian. More
important, perhaps, is the rs;plication of the data reported by Mcknon and
Raftliﬁ (1979),-Balota and Neely (1980) and Carroll and Kirsner (1982) who

ﬂnind that decisions for familiar pseudowords take longer and produce more

—
-



errors than decisions for novel pseudowords. In addition, the present ﬁ'nding
& gives greater generality to the results reported McKoon and Ratcliff U979, In

jfweir experiment, repeated pseudowords were learned as members of a paired
wassociate list with a study time of 4 sec per pair, ten nonwords were learned
per list, and only nonwords preceded by their paired essociate were inhibited in

the followmg Lexical Decision TasK. In the present study forty pseudowords

weé seen only briefly as targets in a Lexical Decisian Task. and were tested on

__/\\.,._.
the average 20 min later. Yet the repeated pseuddwords led to an increase in - \/
errors and in the nonbiased group an increagiud e ¥me for correct rejection. H

The most likely‘ information supporting these rebults is a memory for the prior
occurrence of the pseudoword. h{lnreover, the most likely type of memory
information supporting t.his increased familiari{y is information about the

visual encodine. He‘ece. it must be concluded that the information used in the
Lexical Decision Task can be based upon a—memory for a single instance of a

visual target, and that not only meaningful words are retrieved in making

lexical decisions. In eummar“/, the Lexical Decision TasKis not a test of
vocabulary units abstracted over multiple experiences with wor':t_:l_s intoasetof .

recognition units specific to language but rather, in part, it must test for any
L : .

memory.about previously experienced grapheme patterns.
VT i

Models of Lexi Decision

)
ffects of Meaning. The Verification Model in' i;,s present form

cannot accaunt for an eHec:: of meaning in lexical decision. Presumably, it
___.could explain the speeded responses for concrete words by assuming that the

order of verification is not only biased in terms of word frequency but is also

biased fcr‘ meaning. Words with concrete referents would be entered for !

verification befaore words with abstract referents. How the type of referent -
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would be coded for selection is unclear. Of course, the Verification Model
could bg_‘r:es‘tricted to memory look-up while an extra process was added to deal
with the meaping of words. In ei%ner‘#, the Verification Model must he
modified to account for the effects of meaning found here and by James {1975).
.- Morton’s Logogen Model is quite explicit about the separation of
, . meaning and the Visual In;_:ut Logogens. If a decision employs semantic
information, then the Cognitive System must be involved in the decisiuﬁ. Thus,
gi\ien ‘the experimental evidence implicating semantic attributes in the Lexical

- Decis Task, lexical( decisions must involve Morton‘s Cagnitive System as well ‘

as the)Visual Logogen System. Moreover, as the increase.w‘lsé alarms for

epeatpd pseudowards require that response selection occur at the level of the

graph@Emic represen‘tati'e-:ih (f.e., Logogen System) as well as the Semantic System,
then lexical decisions must occur on the basis of the output in either of the
two response systems, the Visual Logogen System and the Semantic System. Henge, ‘
in tllw.- Logagen System it must also be concluded that the Lexical Decision Task
does not reEFETz.en't a pure measure of a single psychological process, or response
set, |
. In lexical store models assume that subjects have a predetermined
P ' ) set of responses (i.e., a vocabulary of words). It is this restricted set of
’ - response units that supports a special lexical memory. 'I‘He incr:ased errors

seen for repeated pseudowords undermines this assumption of a vocabulary based
N

— —

e

—

lexical memory, and argues instead for a visually based set of memories.
* Rejecting a pseudoword as a word is'y likely t0.make the pseudoword a meaningful
vocabulary n{ember and yet this sirﬁp{visual task leads to a word bias in

lexical decisions. By analogy, it may not be necessary to invoke inemnry

constraints derived from vocabulary knowledge to explain word decisions.

L
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3
Cne argument that might preserve the lexicalgtnre assumptions

would be to assume that all incorrect word responses (i.e., errors to

pseudowords! are due to confusions with r:f:al words. It could be that errors far

repeated pseudowords were due to the same type of confusions that produce errors

for novel pseudowords, namély a spelling confusion with a word. If this is say

then it must be that the visual information specified by a word detector is '

modified by the prior presentation of a similar pseudoword. In this case, a

detector would not be a stable response unit as it is assumed, r\a'ther' it would

be a highly unstable uni!t whose input characteristics were continually being

updated. By this argument, an increase in er‘r‘or:s would be explained by the

assumbtinn that when subjects have incorrettly classified a pseudoword as a word

in Phase [, they persevér‘e with this spelling confusion in Pﬁase II, and in

addition experience novel word confusions aﬁ\ung'tf'\e repeatéd pseudowords in

Phase 11, That is, with exposure to similar alternatives word knowled%‘l\

deterinrates..‘ This perseveration hypothesis was tested by looking at the

consistency of the errors produced in Phase I and Phase II. The analysis . ‘

_ revealed that of the errors in Phase I, 53% were also errors in-Phase II, while

Y, /
47% were correctly identified as pseudowords in Phase II. These"propor‘:tions do A <
not differ by Sign Test from chance , 2 = .7, N=147. In short, there is no /
/.4 ~ > ~

evidence that the increased errors seen for repeated pseudowords, are based on ™% P

!

specific word confusions. Moreover, the decreased response times for repeated /

pseudowords in the pronunciation-biased group suggests that the pseudowords were ~

e

-

encoded as discrete events, in order to provide an individualized pronunciation. - T T
Effects of Repetition. The Relative Familiarity Judgment model
does not restrict lexical decisions to a particular information level.

Moreover, as it assumes that information is processed in time and is

e P S
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hierarchically constrained, then increasing the strength of lower level
* 1

" information should reduce the importance of higher order constraints. Hence,

interactions between meaning and visual familiarity are predicted by the model,
~ The present pattern of results for repeated pseudowords, where
atcuracy and latency are inversely related, is cnnsisteﬁt with, and indeed is
predicted by, th; description of lexical decision in terms p_f a Relative
Familiarity Judgment. Ho.wever. trfe observed incr;ease in latenc'y for repeated
pseudowords is not consistent witﬁ\ "the Verificat;nn Model, nor is the observed
decrease in accuracy for r‘epeate/d p‘éeudnwords consistent with the Lugngen '

!
System. This issue will be d15cussed in more detail follow:ng Eapemment 2.

"In Expenment 1 it was iound that le;u:al dec1slbn5 are sensitive
to the semantlc prnper‘hes of words. It would be useful, hawever, to gam
additional evxdence of semantic processing in the Lexical Decision Task

Ideally, evidence in whxch semantic information is manipulated w1'th1n an

experiment. The Levels. o'F Pr{e}smg task (Cr‘aﬂ:c & Lockhart, 1972) provides

- this experimental control of the information assnciated with a wor

s

The Levels of Pr%cessing manipulation entails the presertation of a
word in one of several arienting tasks,such as, visual letter sear ,.r\hyme
Judgment and semantic Mdgment tasks. The typmal result is that recal}a d
recngn1t1on are contmgent upon the type of omentmg task in which a word“las

seen. Retention is usually best for semantic protessing and poorest for vish:al
N

. search. Jacoby and Craik (1979) suggested that this difference in re.tentiontis

-

due primarily to the different types of information encoded dubing the orienting
y .
tasks, rather than in a simple increase in the overall strength of the item in

memory. Jacoby and Dallas (1931) extended this analysis by showing that the

L)
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facilitation usually seen with a prior presentation in word detection is

independent of the type of encoding task, while the typical levels of processing
» .

effect is present in tests of recognition memary. Jacoby and Dallus (1981)

suggest that as word identification is primarily based upon visual information,

and 1 orienting tasks require visual processing, then similar benefits in
vi51::>r~7§’§;gg\ are to be expected for an}f orienting task using a visual
presentation. Ir\f%kher' words, the processing during a test trial will select
fr‘}ﬂfn a memory episode only the information that is relevant to the task, This
pl."'ovidés a techniqug for measuring the type of informaticn r'equir‘er;i by the
Lexical Decision Task. If, like the Word Identification TasK, the Lexical
Decision TasK is primar‘ily‘based upon visual information, then the type of
orienting task used during study trials should not lead to different benefits of ¥
repetition. Howev.er. if the Lexical Decision TasK uses seman':tic as well as
visual information then the different orienting tasks should‘have different
benefits in the Lexical Deciéion Task, with semantic judgments typically
providing greater benefits than physical judgments.
An édditic;nal L:onside;ation in Exp. 2, came from an experiment
reported b? B,alg'ta. and Neély (1931)'L|5ing fhe Levels of Processing task. In
their experil‘r.nent they found a larger beriefit in a Lexical Decision Task with
P words previously seen for semantic judgment, than with words seen for rhyme
judgment., A proﬁlem exists with their d‘ata. Hq_wever'fin that while response
latenciels show a benefit for a prior semantic encoding, this advantage was’
offset by a decrease in the accuracy for these items. Moreover, the size of the

facilitation in latency, approximately 28 msec, did not change with a between

subjects mani

lation in the ea;se of making a lexical decision. ¥In their

experiment lexical decisions were made at two levels of difficulty, a difficult
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decision which used pronounceable nonwords as distractnrs,' aﬁd an easy decision

which used unpronounceable nonwords as distractors. As would be expected, R
decisions using the unpronounceable nonwords were both faster and more accura’c’,e

than decisions uéing. pronounceable pseudowords, yet the Phase I manipulation of
semantic encodingwwas slightly larger far decisions using unprancunceable

nonwords. : ' ‘ 3

The results reported by Balota and Neely (1931) do not support the

5

present argument for an increased dependence on semantic constraints as decision
difficulty incrpased. Given the results of Balota and Neely (1981), it seemed
necessary to demonstrate that with a lchange in task demands the identical
manipulation of prior encoding context both would, and would not, result in
differences of transfer in a following Lexical Decision Task. This "
demonstration of flexible processing in the Lexical Decision TasK, would serve
two purposes. First, it wot.'tldA emphasize the role of different types of
information in {he Lexical Decisi?g .T.’ask_.a.nd seco‘nd, it would demonstrate the

influence of task demands upon the types of information used in a particular

ical Decision Task.

A between subjects manipulation of task instructions was chosen to

" modify task demands. All subjects were to be -given the same Levels of

Processing task, which involved presentation of words and pseudowords in ane of

two orienting tasks, a visual letter search or semantic judgment task. Ina

following Lexical Decisiori TasK subjects in one group of subjects were asked to

. respond quickly, while subjects in the other group were’asked to respond

accurately. This ¢ ed the instruction manipylation. In the Relative

Familiarity Judg the effect of the speed and accuracy instructions

RS

should be to chang : e value of the information criterion used for decisions. g I
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That is, the instructions should change the decision boundary (A) in the random
walk process. Subj.ec‘ts who received the speed linstruc‘tions should adopt a small
;:Il" liberal value. The use of a low decision boundar'y_ will lead to faster
responses, at the cus';t}’ of an increase in errors, However, errors will not
uniformly, Er'r'm-'s will increaée most for those items with the lowest
absolute slope, i.e., Uy and V, in Figure 3. Hénce, itis preéicted that
decisions for rare words and repeated pseudowords will be hurt most by a low
decision barrier. This prediction differs from that.given by 'th;; lexical store
' models. Both the ch.ugen System and the Verification Model predict that with
'gﬁ;éded decisions errors for rare words will increase relative to frequent word
and, as‘both theories must consider repeated pseudowords to be instances of véy
rare wo_ﬁds. the lexical store models predict that errors to repeated pseudowords
will decrease relative to rare wargs, | . .
Another aspect of adopting a low decision bouﬁ%ary in the random
walk process is that if different types of information have diffe}*ent mean
arrival times then the types of information sampleci for a decision will be a
function of the boundary. Decisions should be less f;'.ensi'tive to the se manjtic
properties of words with a lo\y decision boundary. It is s'uggested. then, that
performance in the speed instruction condition should bé mediated mainly I;.w
visual familiarity. The opposite predictions are made for subjects who receive
the accziacy instructions. That is, they should adopt a high ar conservative
decision bounda.r‘y and decisions should be délayed anﬂ more accurate. Also,
stimuli are more likely to be elaborated in terms of non-visual properties.
This should result in a largec influence of semantic infour‘ma'tion. and in®ery

few errars to repeated pseudowords.

N The degree of semantic processing was further assessed in terms of

[ J

Lo T P, TR
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responses to words which differed with regard ‘fn their'. semantic referent,
concrete or abstract. Similar to Exp. 4, decisions about rare words can be
expected to show a larger benefit of meaning 'tha:j decisians ahout frequent
words, Freguent words aré\ iikely to be sufficiently familiar to be responded to
on the basis of visual inf%a.tion alone.

The manipulation of encoding context, using the Levels of
Processing tasK, may be more important for abstract words than for concrete
words. This can be expected for two reasons. First, by analogy to word
frequency and repetition, it can be expected that d,if{iculf decisions will
benefit from addi‘tion\gl information maore than easy deci;;inns. Second,
information about concrete and abstract words may be retrieved in a different
fashion. Referents of concrete words are easily imaged and retrieval may entail
elaburation of this information. Ab-str‘eftt words, an the other hand, may depend
more on the r‘eins’ta‘tément of a prior episode. | ‘ ,

To summarize, it was predicted that the manipulation of %peed and
Accuracy instructi-ons would lead to ;hanges in the type of information used in g
the Lexical Decision Task. The use of speed instructions should force decisions
to rely on visual information and as a result {) decisions should reflect only

a small influence of semantic information; and 2) decisions to repeated

pseudowords relative to novel ps\e_gdn\;vords should exhibit a word bias. The use

of accuracy instructions should induce some form of meaning checK in addition to '

the'use of visual information, and hence 1) decisions for difficult items

should reflect semantic jnfurmatinn; and 2) decisions about repeated
pseudowords should be no less accurate than decisions about novel pseudowords,
although because 6f their greater visual familiar"ity repeated pseudowords may

take longer to reject than novel pseudowords. y -

. »
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The effect of the Levels of Processing manipulation on recognition
memory was not tested in the present experiment for twﬁ reasons. Fizst. ina
pilot experiment reported in Appendix A, a test of recdgnitiun memory showed the
expected effect of the ty-pe of encodin.g, thle there was no sgnificant effect

. - . .
in a Lexical Decision Task. Seclondly, Balota and Neely (1981) demonstrated a-
large levels of processiné effect on r.ecognitii;)n, while finding only a small

effect of type of encoding‘i}f’exical decisions. As the present manipulation of
’ \

encodihg tasks was similar to these previcus manipulations of encoding which

. produced a large effect of encoding task on recognition memary, it was
s - .

. considered unnecessary to test the effect of the encoding task on recognition

L]

u

memory in the present experiment,
Al

*Method o ' , W

Subjects. Sixty four McMaster undergraduates were tested as part

of a course requirement. Each subject was assigned randomly to one of two

-

groups, a speed instruction or an accuracy instruction group. : -
" Materials. A total of 128 stimulus words were selected from
—_——

4

Thorndike-Lorge, of whi;:h 64 were high frequency A words ang 84 ivere low
frequency words (1~13 occurrences per million, with an average frequency of
4.25), These words were selected with the constraint that they be Sor &

. %cters in length, and maximized a division between concrete and abstract
properties. Concrete words were operationally defined ‘to be words with a
reférer;t which can be directly perceived in one-af the sensory systems (i.e,

: KNIFE; BRANCH, ANVIL or SPLEEN); ;»zhile. an abstract word was anything that did

) ~ . =
not fit this classification (i.e., GRAND, CHOICE, BLAND or THANC@I. Of these T

examples, the first two words are frequent words while the latisr

words.). 'I'hus-.- there were 32 waords in each of the four word categonies -2

T
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frequency times 2 referent categories. In addition; 128 pseudowords were
constmc:ted fror_n medium frequency, 5 and & letter monos;;dllabic and bisyllabic
words by replacing one or two lett'ter'\s {i.e., SKILL"-> SKALL : FOURTH ->
POURTH), with the constraint that no pseudowgrd should be directly confusable in

spelling with a word (i.e., SKILL -5 SKELL), nor was an obvious homophgne for an

English word. The words and pseudowords were partitioned into 8 sets, 6 14
wards and 16 pseudowards, for purposes of counterbalancing, with each set of

words containing 4 words from each of thg four word classes. These items were

. .
rotated aver subjects so that each. word appeared in each experimental condition

equally often. o
L.

Design and Procedure. Each subject was randomly aséigned to one

u{"two groups, the speed instruc‘ti-on and acturacy instruction groups, with the

" provision that each group contained 32 members. An experimental session

cnnsisfed of two phases, a Phase I, Levels of Processing manipulation; and a

Phase II, Lexical Decision Task. The subjects in each group were given the same o
Phase I manipulation, but differed in the task instructions they received for - w
the Phase II Lexical Decision Task. The Phase I manipulation required subjects

to perfor‘m two tasks, a v1sua1 letter search (e, Gsr Contams the letter B) and a

semantic jdgment task (e.g., Is a RODENT?) by answermg with a Es_ or No as ' O
Quickly as possible. Each subject was gwen 32 wnrds in each orienting task ﬂJr

a total of 64 words, 48 pseudowords in the visual search task, and {6

pseudowords in the semantic judgment task (there wers no semantic yes questions

for the pseudowords) for a total of 64 pseudowords. Each subject received 3

words for, each of the four word classes, in each orienting task. An equal

number of yes and no responses were required for each task,

Phase II was a Lexical Decision TasK and contained 123 waord stimuli

/
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and 128 pseudoword js'timul-i, of which 44 words and 64 pseudowords had been seen
in Phase I. At the beginning of the Phase II task subjects were given the
aﬁbr‘opr‘iatﬁ; task instructinns for their‘group. followed by 20 practice trials, 1
Speed ins{ruction subje’f:'ts were asked to respond as quickly astpossible in
making a lexical decision, and to basically respond on the basis of their first
impression. Accuracy instruction subjects were asked to respond as, accurately
but as quickly as possible in making a lexu:al dec151on. In addition, sub.sec‘ts <
receiving accuracy instructions were given error feedback in the form of a soft
bu;z whgr\ever they made a.h incorrect response./.

A All aspects of the experiment were éontrolled and sequenced by a
DIGITAL PDP 8A computer, which collected and recorded the responses to the

nearest millisecond. The pres’e%ﬁrtion procedure was identical to that used in
/\/ o
Exp. 1. s 4

-»
Results and Discussion

~ . -

A median latency _gnd mean accuracy ‘score was computed for each
condition and each- stimulu’srtype for each subject. The data were analyzed ’
séparately by ;an analyses of variance wi-th latency and accui‘acy as dependent
measures. L o )

Table 3 displays the main ef-Fec:t-s of the between groups instruction
manipulation. As can be seen, there was a large and significant e‘Hect of
instructions, wiﬂ:l accuracy instlructidns producing longer Ia_tencies (621 vs 532
msec) and fewer errors (6.2’% vs 18.2%) than speéd instl;uctinns. This respbnse
pattern is easily interpreted in terms c;f the predicted speed - accuracy trade

off. As thiLth;:n of results is present across all subsequent comparisons, .

it will riot be mentioned further. The following analysies were computed

L
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TABLE 3

Mean Group Reaction Times (in msec)
and Percent Accuracy for

the Speed and Accuracy Instruction Conditions ,

/ |

in Experiment 2. .

- ' e~
WORDS PSEUDOWORDS
’ RT__AcCC. RT___ACC.
ACCURACY INSTRUCTIONS 621  (93.8) 742 (92.3) \
SPEED INSTRUCTIONS 533 (89.8) 428 (85.4)
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separately for words and pseudowords.

The effect of a prior presentation was analyzed by two Eom_parisnns.
First, lexical decision respaonses to old' i?€m'5 were compared ;cross the twao
orienting tasks, and secondly lexical decision respon_—,es-'tmq‘w items Were
compared to all old items cullapsed across the Phase I orienting tasy.

Responses to Repeated Stimuli

Repeated Words, Table 4 presents the mean~median latency and

.

accuracy for the repeated words, contingent upon the Phase I, Levels of
/

Processing manipulation, visual letter search or semarftic judgment. In the

following results only the dalta for rare words wilTbe reported as the responses

to all frequent words were near their perfofmance ceiling and contained few
difference between the experimental conditions. In all cases ‘thuugh,_the
direction of the differences for frequent words paralleled those for rare words.

The data were analyzed by a (2 X2 X 2) analyses of variance,

comparing instruction groups (speed or accuracylhitype of oriénting task (letter
search or semantic judgment), type of response (yes or no), and type D-F_ ward
referent (concrete or abstract).

The instruction groups differed reliably in overall latency, F
{1,62) = 15.6, p< .801, and accuracy, E (1,62) = 5.6, p< .02, with responses in
the accuracy instruction con&itich being both slower (442 msec) and more
accurate (93.4%) than responses in the speed instruction condition (554 msee and
©8.1%, respectively). More interestingly the Phase I, orienting tasK produced a
significant eﬂec}' for both latency, F (1,42) = 5.45, p< 825 and acruracy, F
{1,62) = 13.63‘. p< .8€1, with words previously seen in the semantic Judgment

task responded to faster (605 vs 591 msec) and more accurately (93.4% vs 83.4%)

than words previously seen in the letter search task, Additionally, there also

\
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s TABLE 4
‘Mean—Median Refction Times (in msec)
angﬁP?F{:nt Accuracy for
Repeated Words, in Experiment 2.
ﬁ\\ulggmﬂwlnmmmnumg
‘ HIGH FREQUENCY WORDS LOW FREQUENCY W 3
< EANING: CONCRETE ABSTRACT CONCRET, ABSTRACT
Phase 1 -

TASK RESP. RT__ACC. RT __ACC. RT__ACC. _ RT__ACC,
LETTER N: 3534 (99.2) 583 (?6.1) 625 (95.4) 783 (84.4)
LETTER Y: 958 (186.) 579 (98.4) ] Eg(l?) 481 (98.8)

£ / .
SEMANTIC N: 544 (99.2) 569 (96.1) (835 (98293 455 (89.8)
SEMANTIC Y: 542 (188.) 578 (99.2) S (93.3) 631 (95.3)
-~ N
SPEED INSTRUCTIONS -
N :
HIGH FREQUENCY WAORDS LOW FREGUENCY WORDS
MEANING : CONCR ABSTRACT CONCRETE  ABSTRACT
) .
Phasgse [

TASK RESP. RT ACC. RT ACC. RT ACC. RT _ACC.
LETTER N: 482 (100.) 48? (94.5) 531 (87.5) 582 (77.3)
LETTER Y: 475 (99.2) 482 (946.9) 539 ?be.él 957 (83.4)
.SEMANTIC N: 4635 (99.2) 487 (95.9) 954 (91.42 546 (87.5)
~ SEMANTIC Y: 472 (1088.) 485 (97.7) 517 (94.1) Sé6 (90.4)

Where N = NO, and Y = YES responses in Phase I.

~
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a main effect of the type af'res‘ﬁonse for both latency, F (1,62) = 7.45, p< W81,
and accuracy, F (1,42) = 198.49, o< 892, where words previously respanded to

with a yes respanse were hoth faster (587 vs 609‘ msec) and more accurate (92.5%

vs 89%) than words previously responded to ‘with a no response. In summary, the .

. b
Phase I manipulations had a significant effect on a subsequent Lexical Decision

TaskK in both decison latency and accuracy. The current effects of the type of
Phase I manipulation and Phase I response contradicts the generalized Knowledge
assumptions of lexical store models.

Meaning. As seen in Exp. 1, meaning was highly significant'fo/r‘-

both latency, F (1,62) = 28.?‘?, e< 021, and accuracy, F (1}62L=,2§.78, p<

001,

Of especial m’cerest there »6: two mteractmns involving meaning in the
regfonse latency, a margmal two way interaction w1th orienting task, F (1,62) =
63 p< 04, and a 'El;wee way interaction with mstruct/:on condition by
orienting task, F (1,42) = .52, B< .8i5. As both factors in the two way
interaction are included in the three way interaction, only the three way
interact.iun will be discussed. ' L\/

The reaction times and the percent accuracy for each cell of the

three way interaction are presented in Table 5. The interpretation of this

.interaction is clear. In the table, it can be seen that the source of the

interaction resides in the responses to abstract words. Specifically, the Phase

I orienting task changed performance with abstract w_ords in the -accuracy
instruction condition more than il‘l'l the speed instruction condition.
Consequently, .i:ldgmen‘ts abod,& abstract words were helped by the‘ prior semantic
context more in the accuracy condition, than in the speed condition. Out of

four pdsible comparisons involving the concrete and abstract words, there was

only ane comparison where the effect of the type of orienting task was

"\
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context and the current task demands. «

significant at p< .05 (hy Schefe’s Test), and this was for the abstract words

in the accuracy instruction condition where the latency for judgments about
abstract words previously seen in the Phase I, semantic udgment task are 49
milliseconds faster than the same words seen in the Phase I, let;ter search task
{693 vs 644 fnsec, respactivelyl. The analyses of the latencies ;Er abstract and
concrete words, {n Table 5, r‘evegléd that all four comparisons were significant

at p< .01, while the latency difference in the accuracy by letter séarch -

comparison '(8: mséc) was significantly different from all other cells with p<

«0@1. In contlusion, there was a small but significant effect of meaning in all

cnmpa;{sons. but the effect of meaning interacted with bath the prior encoding
L ]

Although the reaction time data were easily interpretw\:r;! tpere
wEere n‘o significant interactions in the accuracy of responding, the var‘iability
in af:cur'_acy across the eight cells in Table 5 suggested that there might have
been some trade-off présen't between the accuracy and latency of r‘espond’ing. To
examine this possibility, the marginal probability was CDI'an;tEd for each of the
conditions in Table 5; these marginals were then used to compute an ea_(pec‘ted
score -F;:r‘ each of the eight cells. When the a-xpected and the obtaine-d values
were compared, none of the obtained scores deviated from the e;pected score by
mo.r*e than 1.5%,: and the Chi Squana\siétistic computed for the eight comparizons
wa:s 29y which is not sigﬁifican‘tly different ﬂ;om chance, _Further, the pattern
of thek Computed di-Her'énce scores was in the opposite direction to that required
tc; explain the latency differenca: fo;md in the thgt;e-way interaction in terms of
a speed - accuracy trade off.

In summa'f:y. the experim;ntal manipulation of semantic information

revealed a pnsi'tive ﬁetejit of semantic information in the lexical decision

i’
_)
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TABLE 5

Mean-Median Reaction Times ¢(in msec)
and Percent_Accuracy for
the Instructions * Task * Meaning Interaction

in Experiment 2,

A}

I

MEANING// CONCRETE WORDS BSTRACT WORDS
GRQUP : PHASE I TASK PHASE 1~ TASK
: 2 LS SJ_3 L-S : LS SJ_: L-S
H : H :
ACCURACY iRT 812 628 1 -8 : 493 644 1 49
INSTRUCTIONS :ACC 96 7% : 874 7
- 1 : : ‘ : ‘
SPEED :RT 545 537 1 8- .: %78 566 : 4
INSTRUCTIONS :ACC  89% 94% 3 : 80% 894
H : : :

Where: LS = LETTER SEARCH TASK, IN PHASE I.

SJ = SEMANTIC JUDGEMENT TASK, IN PHASE 1.
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times. However, tﬁs Beneﬁt was seen anly for unfamiliar, abstract words and
only when subjects were trying to be as accurate as possible. These results are
in agreement with the experime’ntal predictions. Access to meaning for concrete
words was assumed to be generally independent of contexts and hence concrete -
words were not expected to show specific benefits based upan the e,ncoding
conftex't. Access to meaning with abstract \xords; on the oth;er‘ hand, was assumed
to be relative to some context of interpretation, since abstract words are
interpreted as specifying a r:ela.tionsh::p. Hence, judgments about abstract words
were expecfed to be helped by a prior preser‘\lta.tion of a specific context. The
resulfs support these predictions. Provision of contexf. the semanti¢ udgment
task in Phase I, speeded lexi\t‘:al decisions for abstract words while judgments

about concrete words appeared to be largely inaependen‘t of ‘fhe type of prior

presentation.

o

Régeated Pseudowords. Table & presen;ts the mean—-median la'te.ncy
and mean accuracy scores for these comparisons. There was no effect of the
Phase I orienting task in either the latency or accuracy of pseudoword
decisions. It would appear that the context in which a pseudoward has been
encountered has little effect on processing. Merely performing a letter search
in a pseudoword string is sufficient processing to r*en&er‘ the pseudoword a
familiar stimulus.

There was 3 main effect of instructions in latency, F (1,62) =
16.08, p< @01, and in accuracy, F (1,62) = 7.48, p< .01, with pseudowards in
the speed instruction condition being faster and less accurate (643 mséc &
82,6%) than pseudowords in the accuracy condition (759 msec & 90.5%) thus
suppur"ti.ng the generally poorer performance in the spéed condition. There was a

main effect of pseudoword length in latency, ¥ (1,42) = 51.88, p< .801, and in

2
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TABLE &
Mean—Median Reaction Times (in msec)

and Percent Accuracy for

Repeated Pseudowords, iﬁbExperimen 2.

ACCURACY INSTRUCTIONS g

MONOSYLLABIC P;}_Uowonos BISYLLABIC/PSEUBGJURD@

S-LETTER 6—=LETTER 3-LETTER &-LETTER
Phase I
TASK RESP. RT ACC. RT __ACC, RT ACC. RT ACC.

LETTER N: 724 (96.1) 795 (93.8) 732 (93.4) 793 (88.3)
LETTER Y: 718 (94.5) 759 (98.4) 765 (93.8) 782 (88.5)

SEMANTIC#N{\TGB (99.3) 791 (88.3) 747 (?1.4> 790 (81.3)

oo \——--\ '
: SPEED_ INSTRUCTIONS
‘ -
P
MONOSYLLABIC PSEUDOWORDS BISYLLAB;C PSEUDOWORDS
- ) - A
S—-LETTER 4=LETTER §:L§II§B 6~L ETTER -
b .
Phase I . - w -
TASK RESP. RI _ACC. RT _ACC. RT ACC. RT __ACC,

o LETTER N: 625 (88.3) 444 (B2.8) 626 (89.8) 472 (72.7
LETTER Y: 624 (89.1) 4469 (85.3 633 (86.7) 641_(?9.?)r\
. ] -
h SEMANTIC N: 428 (87.5) 488 (77.3) 608 (86.7) + 433 (72.4)

Where N = NO, and Y = YES responses in Phase I.

~



and accuracy for the eight pseudoword conditiﬁns.

" length, and two levels of syllable length).
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¥
accuracy, F (1,62) = 90.81, p< .8081, with S-letter pseudowords being responded

_ £
to faster and more accurately (678 msec & 91.1%) than é-letter pseudowords (723

& 81.7%). Also, there w:s a main effect of sylldble length in accuracy, F

(1,62) = 13.26, p< .81, with monqsyli;ble pseudowords being responded to more
accurately than bisyllabic pseudowords (83.1% vs 84_.77’., respectively). In
addition, there was a two way latency interaction which involved syllable length
and accuracy instructions, F (1,62) = 8.76, p< .0@85. This interaction s'howed
that the effect of syllable length was reversed for the two instruction
conditions. Whereas, monosyllabic pseudowords were responded to faster than
bisyllabic pseudowords (749 vs 748 msec, respective}y) in the accuracy
condition, in the speed condition bisyllabic pseudowords were r‘esponde'd to
faster than monosyllabic pseudowords (635 vs 650 msec, redfectively). In light
of the sin_xilar effects of syllabic stru‘cture on response accuracy .‘ it is not
tlear what to make of t?\if._ interaction with instructions. However, a ‘possible
interpretation of this res;.llt js that subjects receiving accuracy instructions

tended to indulge in verbal coding more than subjects receiving speed

instructions.

Comparison of Experimentally New and Repeated Stimuli

The mean-median latency and accuracy for the wnrdiv/euﬁted in

Table 7 for the eight conditions, while Table 2 lists the mean~median latencf
!a .

The word resﬁnnses were analyzed by a {2 X2 X2X2) analy,

vabiai'it_:e (two groups, two preserita‘tions. two levels of ¥requency and

of meygz)‘.\ The_psgudownr‘d responses were an.aléwzed bya(2X2X2X2)

analy e var‘ia.nCE (two éroups. tw'.vo,presentatibns, two le\ﬂls of pseudoword

—
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TABLE 7
Hean—Median Reaction Times (in msec)
and Percent Accuracy for
OLD vs NEW Words, in Experiment 2.

'ACCURACY INSTRUCTIONS

4

HIGH FREGQUENCY WORDS LOW _FREGQUENCY WORDS

MEANII: : CONCRETE ABSTRACT CONCRETE = ABSTRACT
RT__ACC. RT__ACC. RT___ACC. RT _ACC.
S83 (98.4) 686 (95.3) . 475 (90.4) 745 (81.8)
S48 (99.6) iji/ij? .5) 404 (96.7) 643 (99.9)

. ﬁ? N
SPEED INSTRUCTIONS

HIGH FREQUENCY WORDS LOW FREQUENCY WORDS

MEANING: CONCRETE ~ ABSTRACT CONCRETE = ABSTRACT
RT__ACC. RT _ACC. RT___ACC. _ RT_ACC.

NEW ¢ 498 (98.8) 513 (95.7) 982 (84.8) 438 (48.4) \
oLD 467 (99.6) 481 (96.5) 928 (?1.4) S59 (84.8)
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. TABLE 8

Méan—Median Reactipn Times (in msec)
and Percent Accuracy for

OLD vs NEW Pseudowords, in Experiment 2.

’

ACCURACY INSTRUCTIONS > '
' .
MONOSYLLABIC PSEUDOWORDS BISYLLABIC PSEUDOWORDS
S-LETTER  &-LETTER S-LETTER  4-LETTER
RT _ACC. _ RT _acC. RT _ acc.  RT__ACC.
NEW 783 (98.4) 748 (92.4) 706 (94.5) 777 (89.8> ~
OLD 718 (95.1) 773 (98.8) 735 (92.8) 786 (84.6)
SPEED_INSTRUCTION
MONOSYLLABIC PSEUDOWORDS  BISYLLABIC PSEUDGWORDS
\. S-LETTER  4-LETTER 5-LETTER  &—LETTER
__RT__ACC. RT__ACC. _RT _.AcC. RT__ACC. .
NEW 485 (94.3) 627 (85.9) 588 (93.8) &6l (82.6)
OLD 423 (88.3) &44 (78.3) 614 (87.9) 647 (73.2)
-,

e L VRN T
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General Effects of Speed and Accuracy Instructions. As in Exp. 4

the result of a prior presentaﬁo:‘-n\had an opposite effect for Qords and
pseudowgrds. Repeated words were both significantly faster than experimentally
novel words, F (1,62) = 109.84; p< .001, and more accurate than new words, F
{1,62) = 73.04; p< .081, The facilitation in decision times of ra ward
repetition was the same for both instuction groups.

¢ . The opposite pattern was fqund for the responses to pseudowords.
Latencies for repeafed pseudowords were signigicantly slower than latencies for
novel pseudowords, F (1,562)= 14.08; g& 001, while accuracy was decreased by a
prior presentation, F ({,62) = 44.49; p< .281. In addition, the predicted

interaction between pseudoword repetition and instructions was significan'ﬁ%

response accuracy, F (1,62).= 6.80; p< .84. The decrease iRagfcuracy for’

; reg‘eated pseudowords was larger in the speed instruction condition than in the

accuracy instruction condition. The mean percent corrrect for these conditions
are presented in Table 8 and whilvrsthe general effect of a repetition is the
same for the two grpups, the_speed instruction group shows a greater decrease in
accuracy due to a priﬁf presentation. The incr‘ease_ in errors for a\ repea‘ce‘d
pseudoword was significant in cnl;r the speed condition.' It would appear that
sbbje:'ts in the accuracy condition are leks likely to respond on the basis.of
increased visual familiaritf. In either cadp it can be concluded that the
releva;t background for making a lexical dec'isinn_ is at least in part task
dependent. This result makés sense only within a relative Judgrne.n't typé of,
model, and cnntr#dicts‘predicﬁéns made by the lexical store m;:sdels. This will -
be discussed in more de;tail in the following genéral discus&ion. .

Wards, There was interaction involving the instruction ﬁr'i:nu s

»args, . /arnq.e a g \4\ group

in the repeated word data. This was for response accuracy, and involved waord
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frequency, F (1,62) = 13.21; p< .0@1. While, the response acturacy far frequent
words (97.87.&3_‘?_1._5_‘}"._!_ for accuracy and speed instructions) was near a ceiling
level of performance for both groups, the accura‘lcy for rare words was
significantly different for accuracy and speed instructions (89.8% vs £€2.2%,
respectively; p< .85 by Scheffe’s). Thus while the experimental instructions
produced a main effect in decision latency for frequent an'd rare words (decision
l:atancy for both word typeé was decreased by a similar amount in the speed
condition from that seen in the accuracy condition), these instructions produﬁed
dissimilar results in decision accuracy. ‘This is a 5ur'pr'is::.ng result, as
typicany ;decision latency and decision accuracy are expected to vary together.
»

Indeed, for reasons {ﬁat witl be discussed later, this result offers an -

impor:tant clue to the nature of lexical decisions.

‘Other Results for Word Responses. As was expected the effect of

word frequency yielded highly significant results both in response latency, -
(1,82) =0345.8. p< .94, and accuracy, F (1.62\) = 133.01, p< L01. Word
frequency interacted with the number of pre'santations in latency, F (1,62) =
32.40, p< .021, and in accuracy, F i1.62) = 49.69, p< 091, such that rare words
benefited more from a prinr: presentation than did frequent words.

There was also a main aH'ect df word méaning in both latency.r_F_
{1,62) = 104.2, p£ 0801, énd accuracy, F (1,62‘/83.31, p< @el., Further,

\there was an interaction in latency between word meaning and repetition, F
(1,62) = 32.49, p< .091, with the effect.of meaning being larger for new words
(43 msec) than repeated words (24 msec); and an interaction in latency between
word meaning and word frequency, E (1,62} = 23.05, p< .00;, with the effect of

meaning larger for rare (47 msec) than for fr‘equen:c {19 msec) words. %‘n

addition, there were parallel interactions in ahcuracy between word meaning and

e
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repetition, ¥ (1,62) = 3.99, p< .02, and word méaning and ward frequency, F.
(1,62) = 47.28, p< 001, There was also a three way interaction between word
meaning, repetit'inn and word frequency, F (1,62) = 47.28, p< .215, where there
were no differences in accuracy for frequent words between concrete and abstract
words, nor between repeated and new the more extensive processi;'\g include‘ﬁ
verbal processing. A similar explana’cion may expiain the syllabic differences
in Exp. 2 if it is assumed that subjects in the accuracy condition needed to
process the pseudowords more extensively than sub.jecfs in the 'spead‘condition.
This assumption, however, is not supported by the acturacy data, where for both
instruction conditons there were more errors for bisyllabic than for
monosyllabic pseudowards.

In conclusion, Exp. 2 like Exp. { yielded significant effects.of

pseudowerd structure in the Lexical Decision Task, and as in Exp. 1 the latency

measure interacted with other conditions, while there was a consistent main -
-

effect of pseudoword structure in response accuracy for both experiments,

Latency Distributions. Following the 5ugges‘tmn by Ratcliff

(1978) that the shape of the response distribution can also prov:de relevant
response m-Formatmn. the latency distributions for frequent and rare words, and
for new and old qu‘ds. were generated for both instruction conditions. The
minimum and maximum correct response time was found for each subjec‘t in the four

word conditions in each instruction condition. The relative frequency of a

correct response was sorted into ten equal periods of time which covered the

r‘é.nge between the mean minimum and maximum latency in each of the four

tonditions. These data will be discussed maore fully in a following section.

General Discussion

b

The results of Ex P. 2 are in good agreement with the predicted

B RS TS 1 T TR
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results. Lexical decisions about words were helped by a prior exposure to
semantic information. This was true, however, only for certain words and only
when subjects‘were motivated to be as accurate as possible. For frequent words
and concrete words the manipulation of semantic information had no obvious
eftect. Decisions for frequent words are prabably based solely on the
familiarity of the visual grapheme, and typically show little effect of semantic
information (James, 1975; Exp. 1). The failure to find an influence of prior
semantic context with frequent words agrees with these earlier studies. While
it was expected that meaning for concrete words might depend less on retieval of
a particular prior encounter than meaning for abstract words, finding no benefit
of ; prior semantic context far rare, concr:ete words was somewhat surprising.

It is possible that given a greater emphasis on accuracy a benefit of a prior
context would be found.

The evidence for benefits of a prior semantic context in lexical

decisions was seen in decisions for rare, abstract wards. Decisions about ~. .

abstract words were 50 msec faster when there was a prior semantic cpnt\a\xt. if .

.

. ) e
here was no effect of prig_r;/cuntext T

-

subjects were given accuracy i structions.
when subjects were hakiné é:eded decisions. On the basis of this int%raction

it can be concluded that the use of maaning.'m making a lexical decision is an
optional strategy DE, at the very least, that the reiiance on meaning in the
I_.exica.ll DecisinQ‘a Task is modified by task demands. Nonetheless, there was a
significant effect of concrete and abstract words in the speed condition. A;c
lea's;t in part, then, subj‘ects relied on.semantic information when reqﬁired to

make a speeded lexical decis'ion. Hence, whereas it was suggested that processes

would drop out in speeded decisions, the data do not support such a stréng
N *

-
]

bosition. Even though decisions were on average twenty percent faster, in the * !
3

o - ' | : e , . ":i



I~
43

speed condition relative to the accuracy condition, the same qualitative
variables seemed to be mediating lexical deciéions in both groups. The
difference seemed to be a change in the emphasis of information and not a change
ip type of’informa‘tic;n used. -

Subjects receiving speed instructions made more errors tor repeated
pseudowaords. This implies the prese'nce of visually based information. -Yet -
theré waé also a small but significant effect of word meaning for Speed
instructions. Hence, as in Exp.. 1, it can be concluded that at least two types
of information are needed to explain lexical decisions, lexjcal deciiions dra\;a
upon multiple types o:-ijormation.

An we/cta result in Exp. 2 was the overall increase in:accuracy

contingent upon orienting task. It is not clear whether this was an effect of

the type of information encoded about a word or a failure to encode some study
‘ R —_—

items as words. Repeated words when seen in the semantic judgment task were

reéponded to more accurately than repeated words seen in the letter search task,
This increase in accuracy occurred in all test conditions, and tended to be

largér for abstract words than concrete words. The interaction in response
accuracy between nriefwting task and meaning was not significant (p <.045), and

in fact appeared to be largest in the speed instruction éroup. While this

result in the absence of similar reaction time dszerences is difficOlt to
mterpret. pne possible explanation comes to mind. Briefly, it is possible that
some of the words presented during the letter search task were not interpreted
as that word (i.e., 'gaﬂgmight have been struﬁtured in térms of its

.constituents car-qo, etc). There is some ev.ide'nce. that this can happen, i.e«

Aderman and Smith (1971) and Carr, Davidson, and Hawkins (1973). Moreover, it

is likely that this failure of incidental processing would occur more often for

o
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rare words than for frequent words.

The following sections discuss in detail the implications of Exp. 2
for the tﬁeor‘etical isstes dis;cussed in the introciuctiun. It will be argued
that neither the Verification Model nor the Logogen System c-an satisfactorally

account for these results, while the Rela}ive Familiarity Judgment model

S erall pattern of the results. In i following section the
- i ;
arguments used tg explain the ipn‘%; errors to repeated pseudowords will be

the'processes that typically faciliigte the
recognition of repea‘téd waords; and it will be arguéd that the repetition effect
typically cbserved \_vi‘th words in the Lexical Decision Task is a general
structura‘ll change, and is not specific to ';uord knowledge, per se.

Pseudoword errors

There were two main findings for pseudoword accuracy. 'F irst, in

Exp.s i and 2 ﬁepea‘téd pseudowords were shown 1o be more ditficult to r-e.jecf;

/ * .
both in terms /of accuracy and latency than novel pseudowords. Secondly, in Exp.
- o
2 errors for répeated pseudowerds increased significantly when subjects were

asked to respond quickly. Both of.these results contradict the formal

properties of.the Logogen System and the Verification Model and, as will be

-

shown, the results are not easily predicted by these theories even with major

changes in the theﬁretical assumptions. o
%

The pssudoword data replicate the results of Exp. {. Errors for -

repeated pseudowords were more fregquent than errors for novel pseudowards.

Moreover, as predicted, this increase in errors was significant in only the
speed instru.ctinn condition. As in the unbiased condition in Exp. 1, the
e

decisions for repeated pseudowords were delayed relative to decisions for novel

pseudowords. This was true for both instruction conditions, although there was

.. L . ﬁ/_//



no sign of the predicted increase in decision times for repeated pseudoword
the accuracy instruction condition. IngMort, while sub.jec-“cs in the accur‘acy(
instrucation condi’tinn:were more accurate iﬁ f‘e.jecting rep;ea.ted pseudawaords,
they did not achieve this at the expense of longer decision times, ' This pattern
of resuits, ;vhere decreases in errors are not a-ccu.mpanied by- increases in
decision latencies, will be discussed in detail in the final discussion. For

the present purposes, anly the relative incr‘ere in errars for repeated
pseudowords is of critical interest.

The pseu'/t@tvord errors are important in determining how f&miliarity
affects decisions about pseudowor‘d(s. Earlier, ith was-méntiunea that a prior
presénta‘tion of a pseudoword might in e;fect turn..t;l';e pseudov.vord into a very
rare word, The results of Exp. 2 rule out this assumption, for 'thelfollowing
reasons. As can be seen in '.I‘able 71 the effect of speed instructions compar;ed
to accuracy instructions w;s\s to decrease the accuracy for rare words mere than
for frequent words. This is consistent with simple threshold models, sr;ch as
‘jhe Logogen System and the Verification Model which uses threshalds for a
pr:eprncessi.ng stage. These theories assume an array of passive word detectors
which vary in their thresholds. For these detectors the only difference between
frequent and rare words is 'tﬁat detectors for f.requent words _require iess
informaticn to be triggered than do detactors ‘fcr rare. words, This is shown‘
schematically in'Figure 7. As 'tr@ informatqion‘ﬁ;bm the stimulus has a’positive,
ron-zeso normal distributiun.‘tlﬁ;on average the probability that sufficient

N—e

- ' > -
5tim;u1f; evidence is present for a frequent word response Will be rgater than

N
. the cofresponding probability that sufficient evidence is present for a rare

word response. In forcing a subject to respond quickly, as in the speed

instructions in Exp. 2, we in effect decrease “the average amount of stimulus



b5 a

~

Fia. 7
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]

Thresholds
AN { i Normal State
; B
Effect of
b. a STIﬁULUS “
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of logogensz. . . . ’
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the threshold the corresponding word is
available as a responsa. o
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evidence that is available for any response. As can be see‘\n in Figure 7, this
reduction in stimulus evidence, given the grevinus assumpft{ol:s, will result in a
greater loss of accuracy for rare words than for frequent words. The
predic‘cioﬁs are slightly different for very rare words (i.e., repeated

pseudowords), as the criterion is located at the opposite end of the

distribution and detection accuracy should ndt drop as quiciﬂy for low frequency

T

words. Detection accuracy, however, should decrease with decreasing stimulus

information. This is not what was observe%jwi‘th repeated pseudowords. Rather, \\

errors 10 repeated pseudowords, which woul correspond to correct detections of

very rare ward;. actually increased with decreasing stimulus eviaﬂwf.\ As a

—

-

result, the increased errors observed for repeated pseudowords cannyt be
attributed to very rare word detectors formed by the prior presentatian of the
pseudoword within a word detection system.. Moreaver, it can also be concluded
that accuracy in the Lexical Decision Task cannot be explained in terms of word
detectors alone. That i;s., there must also be procegges which are specifically
involved in the r‘e,jecj:ion of distractofs, such as tgat employed in the random

walk madel. ‘

Latency and Accuracy Responses in the Verification Model

"

The increased latency for correct rejection of repeaje/pseudowords
observed inExps { and 2 demands that repeated pseudowords-be included in the
verification set. To explain the increased latency for repaated pseudowurds,

the Verification Model must assume that the size of the verification set used

with repeated pseudowords is larger than the size of the verification set used -

with novel pseudowords. Consider, pseudowords are identified by a failure to
—- s " _ .
:’-iind a match in the verification set, and the time ta verify a nonmatch is

assumed to be a constant. Hence, it must be '}ha\t the verification set size for-

N

\

\
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repeated pseudowords is larger than that for novel pseudowords. Thg only event -

that will explain this increase in set\QEe is tﬁe addition of a repeated
pseudoword to the verification set, along with the assumption that the
verification process fails to detect this po:téntial match. The additional time
for a nbn-match would I;ad to the increased time of pejection for repeated
pseudowords. .

The inclusion of repeated p eu'dowor'ds in the verification set would
also explain the increased false alarms seen for repeated pseudowords. However,

—

if repeated pseudowords are td be included i;l "the verification set, and the
verification process fails to detect this ma_tc-h. then the verification pr‘cicess
must be fallible. Furthermore, it must also be true that the verification
process is less efficient at identifying late searched, members. That is; the
criteria for a match must be hore ;:-.'tr‘ingent' for 'l:ermi-nal members of the
verification set than for initial members of the verification set. # ?
Specifically, since repeated pseudowords would be late, entries they are unlikely |
to be accepted as words., However, repeated pseudowords in both instruction
groups show a similar'20@ msec delay in response latency relative‘-to novel
pseudowords and, yet, there were more ér‘ror‘s for répeated_Pseﬁdownrds in the
speed eondition. As a PEE;JI‘t. latency and accuracy in the Veri:ﬁ‘ca'tion Model
cannot be expla{ned by a comman pl;oéess. they must be du; to.separate processes.
While late \;erifiel; word?fjwill show long latencies gnd high errors, the latency
and accuracy observed mubt be due to a correlation be_tweeﬁ two different

-

mechanisms and not to a common process. The interaction in errors for repeated

pseudowords will also demand an independence between latency and accuracy, but

more about that later.

_The size of the Word Frequency Effect in Exp. 2 was virtuwally

S
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identical for both instruction conditions, 91 msec for accuracy and 39 msec ~For“
speed instructions. Yet the nv'era.llAres;:nonse latency for the two Qroups was
quite different, 621 and 532 msec for the accuracy and speed conditions,
respectively. That is, there was a main effect of word frequency and
instructicns inrthe latency of decisions. However, in response accuracy there
was an interaction between wordlfrequency and. instrucﬁons. Compared to th_é
accuracy condition, errors for rare words in the speed condition increased

relative to errors for frequent words. As the Verification Modél.is a serial

»
stage.model then the effect of word frequency and the effect of task

instructions must be located at di{-Fe'r_'an‘t stages of processing. There are two_ -

b .
stages in the Verification Madel, the preprocessing stage and :the verification

.stage, and the Word Frequency Effect is by definition located in tl"\e

-.Qé'rification stage. Conseguently, the effect of task instructions mt.;st have

‘verification set must also he identical for the 'two i

" been Mocated in the preprocessing stage: That is,verification with speed

. instructions must have begun sooner than verification with accuracy

s

instructions. Moreover, becaUse the average difference in latency between

frequent and rare words was identical for the two groupg} then the size of the

truction, cond:mons. The
only other alternative, which assumes that set 51ze differed and 'the average
verification time for each item changed accordzng?ty. is tuo rnuch of a
coincidence tu'be considered semuusly. ' N

While the veriﬁcation set was the.same for speed and accl.lrac} . ’

instructions, the two groups differed in accuracy. This reflects a difference

in the quality of the sensory information used for decisions. However, while

. the quality of the irformation was different far the two conditions, it is not

clear how the Verification Model would explaip this c}{erence. If a simple
. - E . - .

-



truncation notion were used. to explain the increased er-r-nr‘s to rare words, where
the verification set is smaller in the speed‘condition, then the average
verification time for rare words in the speed condition would be increased
relative to the averagt; time for freguent words. That is, there w:ould be an
interaction between instruction conditions. and the w::rtf_i Frequency E:#Fect; vet
there was no such interaction. The only alternative is to assume that late
verified words in the veri-Fic-atiun set are verified lesé accurately and that
late verified ‘wor'ds are more susceptible to the decreased stimulus information
aécumpanying eau'*ly onset of verification in the speed condition. As a
consequence, the Verification Model must assume that the latency a;nd accuracy of
a response are due to separate pr‘bcesses. .This. of course, is the same
conclusion as was used to explain the incr‘eased rejection latency of repeated
pseudowords. In conclusion, while the Verification Model can account for the
;:r}ge worg latency results-in Exp. 2y the set of assumptions it must make,
such as invariant verification set size across the two different levels.uq
stimu_lus information and independence of latencﬁr' and accuracy, reduces tll'ne
plausibility of spch a t;iecision process.

Another objection to the Verification Model is the necessary
assumption of an iden‘ti;al verification set e\;en though the operation of the
preprocessing stage has been drastically curtailed. This problem will be

explored in more detail in the following section.

Latency Distributions. The distributioms for frequent and rare

wards, and old and new words are shown in Figure 3 for accuracy instructions,
" and in Figure 9 for speed instructions. The mean minimum and mean maximum
response times averaged over subjects are included, as well as the mean and

median response times. The median response time is given in bold print. As can

e e e e ety e e i mdbm g i - Py manmms
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Fig. 8 atency Distributions,
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Fig. 9 Latency Distributions. !
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be seen, all distributions shaow a similar, markedrpositive skew as was reparted
by Ratcliff (1978) for recognition times. j
Of interest) there was a clear eﬁectgl‘-/instrluctions on the
N

variance {(as estimated by the range of latencies) of the latency distributions,
with variance for the freguent words decreasing by 129 and 47 msec for new and
old words (tﬁe variance of accuracy instructions minus the variance of the speed
instructions), and variance for rare words decreasing by 148 and 93 msec, for an
average of 185 msec. Note that the mean minimum respanse time decreased by C
approximately 79/msec in all ‘four :omparisons between the accuracy and speed
instructions, while the mean maximum response time decreased by an average of
175 msec. The speed instructions shifted"the latency distributions as a whole
toward shorter latencies as well as reducéd ‘th-e. variance associated with each
condition. This pattern of decreased variance as a function of the mean
response ia‘tency is not surprising for criterion.bias models of lexica.l
decision, such as 1.:he Logogen System or the Relative Familiarity Judgment model. -
Given the similar eHects‘ in latency found here for the effect of word -~
frequency, the Verification Modeiyéld ‘_nn't initially predict the present
cor*?'el‘ation between the overall mean and variance. However, if it is assumed
that response variance is a sum‘of two normal distributions, from the
prepro:essing and the v.er‘iﬁca.'tion stages, and that the. variance ar‘Ld mean of the
preprocessing stage decreased for the speed conaitian, then the Verification

_ Pt
Model also can explain these distributions.

" There is a cost to this assumptidn, though. As was discussed
above, the Verification Model must assume similar verification set sizes in

order to explain the similar effect of word frequency on decision latency in the

'two instruction conditions. Moreover, while the Verification Model assumes that

-

e
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the preprocessing stage establishes the ;:erificaticin set, it must now claim that
similar verification se¥s are geﬁ:r‘ated across large changes in ti‘;e operating
parameters of the prepricessing stage. This assumption of an invarianée in
output across large changes in the mean and variance is not a very plausible one
give-n the observed changes in response accuracy. Thus, while. the Verification
Model may account for the average res;;nnse latencies and latency distributions
seen in Exp. 2, it can only do S0 by assuming that the output from the
prepocessiné k&a’ge is insensiti.ve to its operating characteristics. Time
dependent models of decisions such as the"random;\:valk process and the Logogen

System can account for these correlated variances and means with fewer

assumptions. ¥

An interesting pattern in Figures & and 9 is that the mean latency

for the fr .---

words in the accuracy condition and the mean la.tenc{r for tht\
rare words in the speed condition were virtually identical, 429 .'-md 4390 msec

with new words, and 578 and 939 msec with old words, for the accuracy and speed
conditions, respectively. This was surely cdincidence! However, this does
proviae an opportunity to directly compare the latency distributions for

-Freque;t and rare words unconfounded by-a difference in average latency. Not

only are the means similar, the distributions are almost identical in all
- %

respects. Indeed on the basis of these distributions, it is tempting to -

conclude that the typical increase in variance observed with rare words is due
solely to the greater average time spent in the system for rare word& and tha\t_
extept for this increased time to decision‘wi‘thin an experiment, rare words and
frequent words are subjected to similar time dependént decision processes.

The Relative Familarity Judgment model. The random walk diffusion

process used by Link and Ratcliff is formally designed to deal wy both n'watch'

‘-
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and non-match processing and, unlike -*the Logogen éYstem, it I_'xas separate
processes %or d_etec’tion and rejection. Briefly, the Random Walk Diffusion
Process models the accumulation of both feature matches and non-matches over
tirp;z. Hence, feafure pracessing mue to ; time dependent similarfity
comparison between the target an\d\memory information. When the stimulus
evidence is decreased, the random walk pl:*ocess like the Logogen Systém predicts
that relative to well known targets this decreased information will have a
larger eff;act on the identification of poorly known targets. . S

Unlike the chmjen System, a similar bl.:l't oppasite result will occur
for the distractors, Decreasing the stimulus evidence will have a larger effect
on the rejection of more familiar distractors than on less familiar distractors.
This result is diagra;med in Figures 1@a and {@b, which use data -Ffom the

.

accuracy and speed conditions., Pseudoword distractors are shown on the lg{t of
the response criterion, while word targets are shown to the right of the
criterion. Old words and new words here correspond to well known and poorly
Known targets, wh'le old and new pseudowords correspond to familiar and o o
unfamiliar distragtors. As there is a single decision criterion for each of the
tasks and as p_e_jzi distributiizns are assumed to reflect the simila:ri'ty
between the targets and memory with similafrity (or relatedness)'increasing from
left to right, then decisions should be most accurate for stimuli; distant from
the criterion (novel pseudowords and old wards) and least accurate for stimuli
cloge to the criterion (old pseudowords and new words) for both the spegd and
the accuracy condition. Ignore ﬁgr‘ now the labeling of the horizontal axis and
- assume that the distance from the cr;t;rion. in either direction:_ reflects

increasing accuracy. Notice that as the stimulus evidence becomes less

available, as in the speed condition, the average separation between pseudowords

.
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and words decreases. As the old pseudowords and nerl words are closer to the
décision criterion, this decrease in stimulus evidence will lead to more errors

for these items rel.ative to new pseudowérds and. old words. That is, decreasing
the stimulus evidence lowers the accuracy for low frequency words but inc'r‘eases
the errors for repeated pseudowords: Noticé also tha‘t_’the distant:‘e between the
novel and the repeated pseudowordé in Figures 18a and 10b are appr‘lcmirna'tely the,
same. This constancy in separation between the Inormalized'accur‘acy
dis{r‘ibutiﬁns for. novel and repeated pséudowor‘ds implies fha‘t there was a
similar increase in confusions for repeated pseudowords in the the speed and

accuracy instruction conditions. Moreover, the relative difference in errors

for repeated pseudowords between the two instruction conditions appears to be

attributable solely to the overall level of performance in the two conditions,

and not to a specific change in the processing of repeated pseudowords in the

two instruction conditions.

The Effect of a Hegﬂ etition

‘ Th‘e discovery that word decisions are {acilita‘ted by a prior 't
;‘:r-esentétion- (Scarborough, Cortese & Scarbarough, 1977; Stanners, J astrzembfki &
westbfook. 1975) has beenda maJjor constraint for theqr‘ies about the Lexical |
Decision TasK. The explanations of thisja_mili’tatiun appeal to one of two
mechanisms. Stanners et al, {1975 and more r‘ecently- BecKker (1974) have
p;roposad that the facilitation is due to an active bias in,the order of search
through memory, while Scarborough et al. (1977wsuggested that the benefit of a
repetition is best in‘terpretec.i as a change in some decision threshold, as in

Morton‘s (1979} logogen theory, where the lowered decision threshold of a

repeated word requires less evidence and hence less processing time. Despite

their differences both theories locate the benefits of a prior presentation in a
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memory system that is specific to words. I .would like to suggest an alternative
explanation that is based upon a gener‘a} characteristic of memory, and more
specifically an explanatior Eased on changes in grapheme 'Fa.rﬁiliarity. In this
des.cription of the repetition effect, a repetition does not influence word
retrieval or lexical access but rather a repetition increases the information in -
memory about the’charac-teristicé of a particular stimulus. This change in
© memory informa‘tion will usually facilitate decisions about ward:-';‘but hinder
decisions about pseudowords.
Befor:e continuing, it will be useful to review the results observed

in Exp. 2 using a rn_cidified ;fersion of Signal Dete::tiun Theory. Table 9 presents
the estimated d’ and Beta for the novel and repeated word,s,r!.:s_ing novel and
repe‘ated pseudowords as distractors. Notice that the effect of a pPil;f
presentation was to change the estimate of decision bias (Beta) and not the
overall estimate of accuracy ur: pr:;eision (d9. In short, the facilitation
of"c;en qiscussed in lexical decision may nof.nécessarily be an improve;d abilty to
locate a word iﬁ memory. Instead, it would appear to be a.change in the
willingness with which subjects accept a familiar (or repeated) word as a word,
and may be independent of any formal lexical membership.

Figures 10a and 10b plot the normalized distributions using the

previous empiric.al estimates of d’ and _B_E_‘tg for old and new items, with word a.ﬁﬁ
pseudo‘word stimuli serving as target and distractor, respectively. These

distributions can be viewed in terms of Signal Detection Theory by labeling

pseudowords as noise and words as signal+noise. I have labeled the abscissa (

the X-axis) as increasing visual familiarity for the purposes of this
discussion. This, however, is a simplification as all factors that influence a

decision contribute to performance on this axis; yvet to the extent that
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TABLE 9

Estimates of d’ jand Beta in a Lexical Decision Task

-]
and Instructions, in Experiment 2.

-

for Presentation

TYPE OF INSTRUCTION

ACCURCY SPEED
N ' d’ Beta d- Beta
NEW 2.92  1.27 2.36 1.18
oLD 3.88 .52 2.42 .52 -
/
-
. _ )
/{ -
K
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responses to pseudowords ar‘eemediated by some form of grapheme familiarity, this
.is a useful simplification.

I would like to draw_“attention to two aspects of Figures 18. '
fir‘s‘t, notice that the effect aof a prior presentgtion was to ;hiff' the curves
for old items to the right of the curves for new items, and that this shift is
identical in direction for both words and pseudqwords. It would appear that a
major portion of the benefit in a repeated wérd 'is independent of that word’s
| abstract lexical status. This implies that repetition can influence graphemic
prncessiné as well as lexical processing. The second aspect of Figures 19, to
which I wish toﬁdr‘aw attention is the effect of a repetition with the speed and
accuracy instructions. The effect of repetition with speed instructir::n':-. appears
to be more similar for words and pseudowords than for accuracy instructions.
This may reflect different information uséd for lexical decisien. That is,
where performance in the speed instruction condition may reflect malnly visual
information, and repetition would in-Fluenc;a word and pseudoword in{orm;tion
equally, per'Formancg in the accuracy instruction condition may reflect

additional constraints in a decision, such as the availability of meaning, and

repetition would would lead to differer:!t benefitg for words and pseudowords. It

~ is neither necessary nor appropriate t& assume that all the benefits of a prior

presentation resiEs at the graphemic level. As was discussed.earlier, other-
properties, such as.semantic or contextual information, may also be changed.
However, the nature of this changer and its benefits for perfarmance will depend
upon the actual task demands;

In summary, the simplest interpretation of the increased errors to
repeated pseudowards and the increased accuracy to répeated words is to assume

that subjects often treat the Lexical Decision TaskK as a general familiarity
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task {e.g.s "Have I ever seen this string of letters before?"). As repeated

pseudowords are likely to b familiar than novel pseudowords, they are more

likely to be incorrectly accepted as ds. The proper question to ask about
repetition, then, is what is the nature of the chjange of informatigh in memory
and not how are words accessed more quickly in som;:.- lexi&a‘l_Ln_e_mury.

In conclusion, i?i‘s proprosed that the responée measured in
lexical decision must, in part, bg ba.sed upon the avallability of a graphemic
representation and that the mekrifor'ies‘mea.sur'ed by the Lexical Decision Task are
composed of nonlexical as well as lexical attributes. An implication of this
perspective is that we cannot conclude with any certainty that a word has bee
processed as a lexical\iy‘meaningful ynit when, and if, it shows a benefit of a
prior visual presentatiup in the Lexical Detisicon 'I‘a.ék. Conventional
explanations of lexical decision ignore pseudoword per#orm.ﬁnce. and hence are

not easily modified to model changes for both words and pseudowords. Orly an
]

analysis of the Lexical Decision TasK based on a common decision gradient for

both words and pseudowards can easily account for the effects of repetition .
found in Exp.s 1 and 2. ' . » : L
Experiment 3 .

A major difference hetween the present account of the effects of
repetition and that of the lexical stor:e models is the ldegr'ee of abstractibn
attributed to memory for words. 'I‘tle notion of a "dictionary-like” memory also ,
assumes that words are represented at the highest level of abstraction, i.e., as
a spelling pai.:'te-m, and that details of a prior presentation such as typography
and visual form are not maintained in this lexical memory. The relative

judgment model does not assume that word knowledge is based upon the rnosté;

general level of abstraction, as it is based upon an instance based structuring

B . [
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of memary (Brooks, 1978, 1982; Jacéby; 1982a, 1932h; McClelland & Rumelhart,

19¢1; Rumelhart & McClelland, 1982). Representations of words are not treated

-as central and summary descriptions of invariant letter relationshiﬁs. but

rather as multiple and distributéd traces of the word. These traces maintain

informaticn about incid.en'tal visual detail associated with the encoding of the
word, as well as information about inter-letter relationships. This memory fdr
instancesﬂh_a-:-'. implicgtions for the current description of the repetition eHect.‘
Memary for a ﬁr‘ior presentation should contain information abnut visual detail
as well as information about the symbolic (letter) interpretation. The relative

importance, however, of these different types of information in_producing &n

 effect of repetition can only be determined empirically and will depend upon

both ’fhe type of information used at the-time ot test, as with semantic
infor‘[na‘tinn in Exp. 2, and. the relative availability of functionally similar
resources. The latter constraint is needed to account for the different
benefits of repetition seen for frequent and rare words, and reflects the fact
that a pricr presentation v;rill be ugeﬂ.ﬂ only to the ex tel:\t that it represents

an operationally significant change ir‘| rﬁemnry information. In summary, the
thange _in pe'rfor"m;n.ce induced by a prior presentation is not necessarily limited
to the repe’titinn of syrnbnlic information (i.e., a spelling pa.'ttern-). reéetitinn

of other features such as vigugl detail lr;ay also be _us_w.:ful. )

The following experiment was designed to investigaﬁ the nature of
chahges in memory ?For 2 graphemic stimulus that support,a repetition effect in
the Lexical Déc:isinn TasK. The procedure involved a sin;pie manipulation of
upper and lower case information across a -E'.‘tudy and test session. If the

benefit of a prior presentation is“specific to the repetition of visual form-

(i.e., the shapj 0t the ward envelope and the type of typoijn;lphy), facili‘tatiu§

- Vi -
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by repetition will be present only when a word is repeated in the same case. On
the other hand, if facilitation by ;epetition is located at the level of

i .
graphemic structure or above, then the facili'tation from a repeti‘t/ion shouid be
independent of case variation, Mixed results are possible, of course, and in
light.of the Ipr‘evicus discusij,on it was expected that there wpu}d be an

interaction between case specificity and the type of stimulus. It was expﬁcted

that repeated pseudowords would show greater specificty in visual form than

-

, repeated words and that repea‘ted rare words would show greater specificity of

visual faorm than repedted -Fr‘equent‘wnrds.

An additional fagtor investigated in this study was the effect 6-F
case information in lexiral decisions. Words in lower case latters,
ffer more oppnrtunit%es for distinctive word shapes (Garner,
19811 \1f words are processed in'ter;ms 6+,holistic v1:5ua1 features, as well as
in terms of letter relationships, thenﬁdecisions about words seen in lower case,
which contain more information, shauld Ee faster and more acturate than
decisions about the same words when seen in upper case. The evidence ﬂ;r
holistic protessing with waords is mixed. While some .s_'.‘tl..ldies report no evidence
6+ holistic processing (Scarborough 'et_al.. {977 others have found some
additional benefit of word shape in word processing (McClelland, 1974; Rayner &
Posnansky, 1978). It would appear that at most holistic relationships only play
an auxillary ;‘ole in word identifica‘tion. However, even an occasional
contribution of holistic bel‘&‘tionships invalidates the abstract word ’ . :
representations typically assumed Aby the lexical store theories. In c;r%:aét.
the auxillary r'ull.e of holistic relationships is compatible with an instance

based theory of word memory. Thus evidence of a difference in the processing of

upper and lower case words in the- following experiméntwas taken as'suppor‘t for
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a multiple trace .nc:tion of word_ memory. Unfortunately, the converse, where
th;r‘e was no difference due to case, would not necessarity role out holistic
encndi;g, if this holistic encoding ocﬁurred at an abstract level.
An additional factor in the discussion of holistic rela‘tiﬁiﬁéhips is

the" overall ease o?'prccessing. In keeping with theprevious discussio‘ns bf
adding information, it might be expected th;it any difference in processing

" between upper and lower case words would be most noticable for rare words and
'leﬁst noticable for frequent \;pr‘ds. and would be more noticable in first
presentations than repetitions of words. Thusy as with repetition, the
additional constr#in‘t provided by additional information is most noticable for.
pnorly Known' wnrds. It is not clear' what predictions should be ma.de for

'_ pseudowords. However, a general prediction is that case effects should be
larger for familiar, that is repeated, pseudownrds than _novel pseudowards. As

for words, variations in information should have a larger effect for difficult ¢

decisions than for easy decisions.

Method

o \ -
Subjects, Thirty-two McMaster undergraduates were recruited from’

an intraductory Psychology cnurse. and received course credit fur- par“tmlpa‘tmg

:m a 45 min sessiocn.

Materials. The stimuli were the same {22 word and 128 pseudoword

stimuli used in Exp. 2. The word stimuli contained four classes - the 2 x 2
factorial combination of High and Low Fregquency Words, and concrete and abstract
words. The pseudowords, also, contained four classes - the 2 X 2 factorial

combination of 5 and § letter pseudowords, and monosyllabic and bisyllabic

pseudowords. While the word stimuli contained the same structgr‘al classes asg
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th'e pseudawords, the analysis for the words ignored these classes. An
additional set of 25 wonrds and éS pseudowords were collected for practice items,
¥
20 items for the letter search task and 30 items for the Lexical Decision Task.
Decign. The stimuli were broken into 8 sets of 32 items,
consisting of 16 words and 16 pseudowords. Each set contained 4 stimuli from
each of the 4 word and 4 pseudoword classes. For any one subject; 4 stimulus
sets were seenlin both thg Phase I a.nd- Phase II tasks, while the other 4 sets
were seen only in the Phase II task. Consequently, for every 8 subjects, each
stimulus was seen equally often as a once presented and a twice presented item.
I;‘urthev. each stimulus was seen in a 2 X 2 factorial combination of upper case
a.nd lower case typography during study and test. A complete couterbalancing of
stimulus class, presentation, and study-test typng;'aphy wasused ~a4X2X4
factorial combinatian, which required all 32 subjects.
The Phase I, incidental learning or study task consisted of a
letter search tasK, with 84 target-present (match), and 64 target—apsent
{non—-match} trials. The match and non-match trials were counterbalanced
appropriately for the 4 word and 4 pseudoword classes. Half the match and half’
the non-match trials were for target «.;t!-ings presented in upper case letters,
while the remainder were for targets in lower case. Words and pseuduwur;is were
presented equally often in the two c:ases. In the mateh condition, each létter
position in the '_E&rget strfing was tested equally often. For all trials, the
case of the tirgetlletter was the same as that for the following letter string.
This consistency of case Eetween the probe and target was used to encourage the
use of a visual match strategy, rather than a name match strategy (see Posner,
Boise, Eichelman & Tai}nr. 1949).

The Phase II test consisted of a Lexical Decision Task with 123
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wards and {28 pseudowords. Half the words and half the pseudowards were
presented in upper case, while the remainder were presented in lower case. For
half the repeated words and pseudowords, the stimuli were presented in the same
typography in both Phase [ and F"hase II, while the remainder were presented in
the alternate typography (i.e., of the stimuli presented in lower case in Phase
I, half were presented in lower case in Phase 1I, while the other half were
presented in upper case). The apprepriate counterbalancing Qas carried out for
the 4 classes of words and 4 classes of pseudowords for each subject, such that
half the stimuli were presented in the same case dﬁring study and test, while
the remainder were presented in the opposite case. Similar cnﬁnterbalancing wasg
carried out for the experimentally novel words and pseudowords.

Procedure. Each subject was tested individu_a.lly on an APPLE-II
plus computer, which controlled stimulus presentation and collected.the type of
response and the response latency to the nearest millisecond.

An experimental session began with 20 practice trials for the
letter search task in which the subjects were allowed to familiarize themselves
with the experimental equipment and procedure.‘ The stimuli were pre‘sented as
white letters on a black TV screen, and viewed at a .distance of i-2 feet. Each
letter in the display subtended approximately .20 degrees horizontally and .25
degrees vertically. A responses required a key press to one of two telegraph
Keys interfaced with the computer. |

-

Each letter search trial consisted of a | sec display of the probe
letter, above and at the center of a following target string. Immediately
preceding the onset of the probe letter, a soft auditory cue served to remind

the subjects that a trial had begun. The target string was presented 75@ msec

-following the removal of the target letter; and remained on the screen for 500



msec following the subject’s E*esponse. This delay in erasing*the target string
allowéd the subjects to monitor their own accuracy. The next trial began with
the presenta-‘tion of the next letter target, {1 sec after the subject’s response
to the previous target string.

Immediately, {ollm;ing the Phase [ task, subjects were givena 5
min rest period, after which they were given instructions for the Phase II task,
Immediately following these instructions, subjects were given 39 practice trials
- for the Lexical Decision Task. Subjects were instructed to, respond as quickly
as possible with a lexical decision, while maintaining accuracy. No feedback
was given about the accuracy or speed of responses. The sub.ieé‘ts were

-

_instructed, though, to monitor their own performance and if théy found
themselves making more than a few ;errcrs, th',ey were instructed to take more time
for a decision. |

A lexical decision trial began with a soft auditory cue immediately
preceding Jc‘t'ure onset of —a visual warning s_itjnal. The visual cue, consisting of
three plus signs, was presented for 756 r:msec and doubled as a fixation stimulus,
The tafget string was presented in the same location as the warning stimulus,
5006 mgsec after the warning signal was removed. 'I‘he. target s_tf"ing remained
tisible until the subject made a response, b'y pressing one of two respanse Keys.
The next trial began { sec following a response. ‘

Results
The mean latency and acu::ur‘acy was computed for each subject, ior

each of the stimulus conditions an.d entered into an analysis of variance., The

effect of a prior repetition was assessed by (a) comparing the repeated stimuli

with each other (yes and no responses were collapse;i to increase the number of

observations per cell); and (b) comparing the 4 word and 4 pseudoword classes
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collapsed across the Phase conditidns, with the appropriate novél stimulus.
The analyses for words and pseudowords, accuracy and latency, were conducted
separately. ) .

Repeated Words. The mean latency and accuracy for the {4
conditions is given,in Table 1@. The latency and accuracy data were analyzed .
=eparately in terms of test case, same or different case as in phase I, word
frequency, and meaning.

The repetition of words in the same or different case was a
significant factor in only one comparison, a three way interaction involving
word frequency and typography, E (1,31) = 6.08, p< .02. However, a subsequent
analysis using study and test case as main effects showed this ta be entirely
due to an interaction of study case and frequency, F (1,31) = .88, There was
no interaction between study and test case for any comparison involving study
and test case, F < 1 for all intgractions. As can be seen in Table 11, the
interaction between study case and word frequency reflects different benefits-of
study case for frequent and rare words. Decisions for repeated and frequent
words were faster when studied in upper case, while decisions for repeiated and
rare words were faster when studied in lower case. Response accuracy was
inversely related to latency, hence there was no speed accuracy trade-otf.

‘ There was a significant effect of test typography in latency,

(1,31) = 15.54, p< ,8003, with words when tested in lower case responde& to
faster than in ubper case (583 .vs 612 msec, respectively). Interestingly, there
were two marginal interactions involving typography in response latency, one -

wifh word frequency, F (1,31) = 4.09, p< .86, and one with meaning, F ({,31) =

€
e

3495, p< @6. In these comparisons, the difference between lower and upper case

typography was largest with rare and abstract words, and smallest with frequent
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TABLE 18

Mean Reaction Times (in msec)

and Percent Accuracy for Repeated Words

/ y in Experiment 3.

HIGH FREQUENCY WORDS LOW FREQUENCY WORDS

MEANING 1 CONCRETE ABSTRACT CONCRETE ABSTRACT
TEST

CASE RT__ACC. RT__ACC. RT__ACC. __RT ACC.
SAME_CASE

*
:UPPER 543 (946.9) 557 (95.3) 647 (82.0) 787 (81.3)

i

: 1 ower 948 (97.7) 3552 (93.9) 817 (88.3) 416 (84.4)

DIFFERENT CASE

L

tUPPER 566 (96.9) 569 (92.2) 424 (B2.8) 487 (78.9)
]

:lower 931 (946.9) 3536 (95.3) 620 (82.8) 458 (78.1)

« ).

%
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TABLE 11

Mean Reaction Times (in msec) and Percent Accuracy
for the two way Latency Interaction involving:
&
Type of Study Case % Word Frequency,

for WORDS in Experiment.3.

o WORD FREGUENCY
: L0 HI : L-H
UPPER CASE :RT 856 541 : 112

IN PHASE I. 1ACC 82/ 964 3
lower case IRT 636 ' 559 : 77
IN PHASE I. :ACC 84% P/ 3 :

H -1._‘ H

\

Where: LO = LOW FREGUENCY, OR RARE WORD.

HI = HIGH FREQUENCY, OR FREQUENT WORD.

e e e e e e e
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and concrete words.

Additional Results. There was a main effects of word 'Frequenc; in
both latency, F (1,31) = 89.3, p< .00801, and in accuracy, F (1,31) ='55.79, p<
0001, where frequent words were responded to@r and more accurately (5’_56/
msec & 95.5%) than were rare words (646 & 82.2%). Fu!‘ther, there was a main
effect of meaning in latency, F (1,31) = 7.41, p< .01, and in accuracy, E (1,31)
= 7.49, p< 81, where concrete words yielded faster and more accurate responses

than abstract words. Fin’ally. there was a two-way latency interaction il'n.arnlvina-r‘~

word frequency and meaning, F (1,31) = 5.96, p< .82, where the effect of meaning

-was significant only for rare words (627 vs 665 msec, p{ .01 by Scheffe’s, for

concrete and abstract words) bu{,nut for freguent words (547 vs 554 msec,
respectively).

Repeated Pseudowords. Table 12 gives the latency and accuracy for
the 16 conditions. The latency and accuracy of responses were analyzed for test a\
case, same or different case as in Phase I, pseudoword length, and syllable
length, ‘ 1

The repetition of pseudowords in the same or different case was a
significant factor in only one comparison, a three way interaction involving
typography and syllable length, F (1,31) = 14,79, p< 001, iﬁ latency. However,
as for words, a subsequent analysis using study and test case as main effects
showed this interaction to be based entirely upon the two w'a.y interaction of -

— ) _

study case and syllable length, ¥ (1,31) = 14,79. No comparison involving both
study and test case approached significance. Table 13 presents the mean latency
-Fof pach of the four conditions of the two way interaction. As can be seen the

effect of syllable length reversed across study case. Bisyllable pseudowords

took longer to reject than monosyllable pseudowords when pseudowords were



TABLE 12

Mean Reaction Times (in msec) and Percent Accuracy for

Repeated Pseudowords,

in Experiment 3.

MONOSYLLABIC PSEUDUAORDQ‘QF BISYLLABIC F;SEUDCI».IORtﬁ

& da,

S-LETTER  &~LETTER 5-LETTER  4—LETTER
TEST
CASE  RT__ACC. RT _ACC. RT _ACC. RT @ACC.
© SAME_CASE N
. :UPPER 718 (83.6) 747 (82.8) 730 ¢82.8) 782 (74.2)
:1ower 747 (76.6) 786 (71.1) 719 (82.8) 753 (66.4)
DIFFERENT CAS |

:UPPER 731 (86.7) 750 (76.6) 688 (87.5) 733 (75.8)
: 1 ower 719 (71.1> 730 <75.8) 723 (83.8) 766 (66.4)

-
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TABLE 13

Mean Reaction Times (in msec) and Percent Accuracy for

. LY
the two way Latency Interaction involving:

F .
Type of Study Case # Syllable Length,
for PSEUDOWORDS in Experiment 3.
SYLLABLE LENGTH
s MS BS : M-B
: . ) v
UPPER CASE :RT 796 758 : -24
IN PHASE 1. sACC 784 77 s
' : ’ :
lower case tRT 733 721 : 32
IN PHASE I. tACC 787 784 @
: H

Where: MS = MONOSYLLABIC PSEUDOWORDS.

. BS = BISYLLABIC PSEUDOWORDS.

¥



studied in upper case, while monosyllabic pseudowords took longer to reject wher;:
pseudowords were studied iq lower case.

The typt:.- of typography had a main effect on pseudoword accuracys
{1,31) = 13.39, p< 801, with decisions al_:mut pseudowords in upper case showing '
greater accuracy than decisions to the same pseudowords when in lower case

(81.1% vs 74.1%, respectively). ’

Additional Results. As found in Exp. 2, there was a main effect of

pseudoword length in both decision latency: F (1,31) = 12,89, p< 892, and in

decision accuracy, F ({,31) =.14.54, p{ .0003, where 5-1€%ter pseudowords were

re'5ppnded to faster and more accurately (728 msec &?1.77.) than 6-letter
pseudowords (756 msec & 72.9%).

Old vs New: Words. Table 14 presents the mean latency and
accuracy for the eight conditions.

There wa; a main effect of test typography in decision latency,
t1,31) = 11.58, p< 002, whe:-e words tested in lower case produced fa.ste.r-
decisions than words tested in upper case (603 vs 428 msec, respectively); and
an ef-Fec_t of test typography in decision accuracy, E {1,31) = 4.36, p< .85,
where words adged in lower case proeduced gre;’ter aceuracy than the same words
when judged in upper case (37.6% vs 85.6%, respéctively). In Qhort. word
decisions appeared {o be fastest and .most accurate when the words were seen in

lower case typography. Additionally, there was a two way latency” i\teractinn

involving test case and meaning, F (1,31)= 5,30, p< .03, were di{-fer‘enfeé due

to meaning were significant only in upper case words, and the difference due to

.

test case was significant only with abstract words (p< 02, by Scheffe’s in hoth
comparisons). Of further interest was a marginal three way interaction

involving test case, word frequenéy, and meaning, F (1,31) = 3.53, p< .07, where
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TABLE 14

- i

Mean Reaction Times (in msec) and Percent Accuracy

o

.

for

OLD .vs NEW Words, in Experiment 3.

HIGH FREQUENCY WORDS _ LOW FREQUENCY WORDS

MEANING : CONCRET ABSTRACT CONCRETE  ABSTRACT

CASE _RT__ACC, RT__ACC. RT __ACC. RT_ACC.
NEW: UPPER 588 (93.8) 602 (92.4) 675 (74.8) 734 (78.7)
NEW: lower 561 (96.9) 576 (92.2) 447 (79.3) 488 (74.6)
OLD: UPPER 552 (96.6) 562 (93.8) 632 ¢(82.4) &9 (88.1)
OLD: 1ower

937 (97.3) 544 (94.1) 418 (85.2) 632 (81.3)

</

2
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the advantage of making decisions to words in lower case was largest in abstract

’

&

e R

and rare words, and smallest in concrete and frequent. w?rds While this was not

a significant interaction, it does suggest that the advantage of seeing a word

h

~ -

in lower case becdbmes more pronounced as Knowledge about a word is decreasing.

il

There was a main effect of repetition on latency, F (1,31) = §2.13,
o< .8ed1, and on accuracy, E (1,31) = 16,89, p< 0005, with repeated words
yielding faster RTs and greated accuracy (595 msec & $3.9%) than experimentally
novel words (635 msec & 84.3%). Thus, the lack of case specificity observed for
repeated words cannot be due simply to a ceiling level of performance; decisions '
torepeated words were facilitated by a prior presentation but this facilitation
was indifferent to the repetition of words in the same or different typngraphy.

Additional Results. As usual there was a main effect of word
’_ﬁg{quency in la;;ncy, E (1,31)'= 1687, p< 0881, and in accuracy, F (1,31 =

10€.39, p< .0@01. In addition, there was a two wiy intefac‘tion between word
frequency and repetition in latency, F (1,31) =4, au, ps 85, and in accuracy. F
(1,31} = 7.49, p< .81}, in which rare words were more difficult to judge, a.nd
benefited more from a prior presentation, than did frequent words.

Meaning yielded a main effect for latency of dec1s1on. F ,31) =
18.77, p< .08@1, and accuracy, F (1,31) = 17,59, p< .0602. and a two way
interaction with word fredqency for latency, E ({,31) = 7.36, p< .81. As usual

-

concrete waords yielded faster and more accurate responses, than abstract vgnr&s.
A ]

There were no differences of meaning in frequent words. .

Old vs New: Pseudowords. The mean latency and mean accuracy for

[

the eight conditions are given in Tgble 15,
There was a main effect of test typography for accuracy, Fd,3n=

11.69, p< .002, with decisions for pseudowords tested in upper case producing



TABLE 15

Mean Reaction Times (in msec) and Percent Accuracy for

OLD vs-NEW Pseudowords, in Experiment 3.

MONOSYLLABIC PSEUDOWORDS alstggeg}c PSEUDOWORDS
S-LETTER  &4-LETTER S-LETTER  &-LETTER
EZEE RT acc. * RT acc. RT___ACC. RT__AaCC.
NEW:UPPER 782 (87.5) 712 (85.2) 788 (87.9) 736 (88.5)
NEW:lower ~ 696 (83.2) 733 (79.7) 721 (84.4) 732 ¢82.8)

: | .
OLD:UPPER(_ 717 (85.2) 74% (79.3> 782 (85.2) 752 (74.6)
OLDilower 727 (73.8) 747 (73.4) - 725 (82.8) 752 (64.4)

, e
/.:

e e

e

R S S
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more accurate responses than the same pseudowords when tested in lower case
(83.3% vs 78.2%, respectively). Note that the affect of test typography was
reversed foar pseudoword and word accuracy. More will he said about this
shortly.

As found previously, there was a main effect of repetition in

~latency, F {1,31) = 6.31, p< .82, and accuracy, F (1,31) = 25.57, p< 0001, with

repeated pseudowords yielding slower and less accurate responses {739 msec &
77.6%; respectively) than novel pseudawaords (717 msec & 33.8%, respectively).
Further, as wiih words, the 'Failur'r:.' to find an effect of repetition contingent
upon the repetition of case infarmation cannot be based upan floor effect as
repeated pseudowords showed large differences in per{ormané:e relative to novel

pseudowords.

Additional Results. There was a main effect of pseudoword length

in latency, F (1,31) = 12.99, p< .291, wi‘th S-letter pseudowcr-ds vielding faster
responses than s-letter pseu}:lowords (716 ve 739 msec, respectively), and
accuracy, F (1,31) = 28.74, p< .09001. In addition, there was a two way
interaction between pseudowerd length and syllable length, E’ (1,31) = 9.94, p¢
095, where, while in the same dipecﬁon. 5-letter pseudowords were

significantly less accurate than S~-letter pseudowords for only bisyllabic

Ppseudowords (75.8% vs 35%), respectively; p< .84 by Scheffe’s), and not for

monosyllabic pseudowords (79.4% vs 82.4%, respectively),

There was a four way accuracy interaction involving typography,

... repetition, syllable length and pseudoword length, F (1,31} = 5.58, p< .825,

- ‘'which was largely uninterpretable. The main effects discussed above were in

general consistent across this interaction but variable, with only one reversal

in 24 comparisons. » . . ‘
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Discussign

The results provide a clear answer to what type of visual
information is facilitated by a repetition, and that is information about
graphémic structure. Although thre was a large effect of a prior presentation
in both decision latency and decision accuracy with both words and pseudowords,
there were no sizable effects of repeating stimuli in the same typography at
study and test'. In summary, the benefits of repetition observed for words, and
the costs of repetition observed for pseudowords were not contingent upon the
repetition o%ual form; rather, these benefits and costs were based upan a
symbolic representation of information, such as graphemic information or
information about letter sequence.

While there were.two ;nteractiuns involving same/different
typography, the interpretation of these interactions does not change the above
conclusions. In both these interactic;ns an analysis in terms of the main effect
of study case shcwe:?the variability to be due tc interactions of study case
with a third factor; there was no variante due to the interaction o-F' study and
test case. It was found that frequent words benefited most from-a prior
pr‘esclan'ta'tion in upper case, while rare words benefited most from a prior
presentation in lower cas#. The size of this reversal was small, about 13 msec
for both frequent and rare words, and‘was-nat sigﬁificant in a post hocg
comparison for either frequent or rare words. While this interaction could be
spu;*ious. & possible cause might lie in proceésing differences between frequent
and rare words, and ‘thgl\ d“x;F-FE‘ren"t)pr'ocessing demands {for upper and low case

stimuli.

Also, there was an interaction of study case with syllabic
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structure in pseudowords. This too was a camplete cross over. A priar |
presentation in upper case inhibited bisyllabic pseudoword rejection more than a
prior presentation in lower case. Conversely, a prior presen{aiun in lower case
inh'ibited monosyllabic Mord rejection more than a prior presentation in
upper case. Described another way, the effect of syllabic structure in repeated
pseudowords is reversed by the type of study case. That isy a prior
presentation of pseudowords in upper case resulted in the typical finding of a

longer rejection time for bisyllabic pseudowords (Interestingly, the previous

studies employed only upper case letters), while a prior presentation in lower

case resulted in the opposite finding of a longer rejection time for
monosyllabic pseudowords. One possible explanation is that the processing of
syllabic structure is responsive to the differences in information between lower
and upper case typography. That is, appearance rather than letter information
might be more important for monasyllabic pseudowords, and ht;nce a prior
presentation in lower case leads to a more integrated memory trace.

In conclusion, while there is no clear explanation of the
interactions of study case in repeated stimuli, the very occurrence of effects
of study-case is suggestive of letter irrelevant informatlion in the memory for
words and pseudowords accessed by the Lexical Decision Task. a

There were several striking effects of test case. In gemeral it
was found that words when in lower case were accepted as words more readily, for
both latency and accuracy, than when they were in upper case. Moreover, this
eHe& of case tended to be larger for experimentally novel, rare and abstract
words. This implies that the two cases did not differ simply in their

legibility, otherwise we would expect a main effect of case on decision latency.

This issue will be discussed more fully in a {ollowing experiment. However, it
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can be shown that a manipulation of visual quality has additive effects on word
frequency. . 2

The above pattern of results is'easily interpreted within the -
relative familiarity model of lexical decision. Consider, a typical encounter
with a word is with a lower case word; consequently, it might be expected that
the memories which support word judgments are more compatible with a lower case
presentations than with upper case presentations. Moreover, the interaction of
case information with the overall difficulty of making a word decisic:n, as
measured by word frequency, would indicate that visual form is an auxillary
souce of familiarity, rather than a primary form. This conclusion is reinforced
by the failure ‘t.o~'+ind consistent and significant benefits of same vs different
typography for repeated words.

Neither, the Logogen System nor the Verification Model can easily
explain differences in the Jatency and accuracy of lexical decisions based upon
typography. In lexical stnrl models, word Knowledge is represented at the
highest level of abstraction, a level which d;:)es not retain information about
the details of the stimulus display. Consequently, to explain the main effect

of ward typography, the basic descriptinn of word knowledge used by these madels
must be changed.

There was also a main effect of typography in pseudowords
decisions, although only in response accuracy. Interestingly; the effect of
typography was opposﬁe in direction to that seen for words. Pseudowords tested
in upper case were rejected more accurately than when tested in lower case! The
latency ditference, while not significant, showed a similar reversal, a
pseudowaord tested in upper“ case yielding slightly -Faé.fter deci;z'.inns than when

tested in lower case.
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The reversed effect of case information with words and pseudowords
is consistent with the relative familiarity explanation of the Lexical Decision
Task. In general, it is claimed that the infarmation gained from lower case
words is similar in lkind to the information gained from a prior presen'gation.
That is, it is a gain in relatedness ar familiarity. This comparison between
repetition and case information is easier seen in Table 14 which presents the
empirical estimates of d’ and Beta for each typographic case, separately.
Figure 11 presents the same data graphically. As can be seen, the general
discriminability of words from pseuchords {as measured by d*) does not differ
for the two typographies. Indeed, where it does differ, upper case
presentations yield slightly. greater discrimination than lower case
presentations.

The majority of the difference between upper and jower case items
is captured in the empirical estimate of Beta. The pattern of d’s and Betas is
identical to the pattern of d and Beta for repetition reported iﬁ Exp.2 and
replicated in the present experiment (éee'Table 14). It would appear that lower
tase stimuli are in some sense special, In the relative -f;miliari‘ty mode],
lower case stimuli are special because our ex perince with waords is typically
with words in lower case script. Hence, memories about words are often memories
about lower case wards. To the extent that lexical decisions are based upon the
familiarity of visual information, decisions should show a bias for lower case
stimuli,

In the relative familiarity model, the different Betas and similar -
d’s are explained by assuming a single decision criterion and mﬁl‘tiple target
distributions located on a single decision continuum. The subject‘s task is not

simply judging whether an item is or is not familiar, but rather he or she must

1
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TABLE 14

Estimates of d’ and Beta in a Lexical Decision Task
for Typography and Presentations, in Experiment 3.

TYPE OF VISUAL PRESENTATION

UPPER CASE lower case
d’  Beta d’ Beta
NEW Za 1.1 2.8 .87
oD 2.1 .73 1.9 .56
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(from Table i8)

Normalized Accuracy Distributions:
for Change in TYPOGRAPHY. in Exp.3
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decide whether an item is more or less familiar than some criterion value of
expected familiarity. The advantage of this analysis is that stimulus biases
observed in performance and l&nuwledge abnut those stimuli are linked. Multiple,
systemahc biases in decisions are expected when the test stimuli vary in how
well they are Wnown and when there is a single, comman criterion for decision. B
As an example, the word bias for lower case items and the word bias for repeated
items, shown in Table {4, is not necessarily due to two different decision
biases, rather it may be attributed to systematic differences in the memory
representations of lower case items, repeated items, upper case items and novel
items relative to a single and common decision criterion ( see Figure 11).

For gereral interest Figure 11 also contains the mean decisiﬁn time
above each distribution. Note that the mean la.tenc;/ decreases as the distance
of the distribution from the decision criter;ion increases_. As in Exp. 2, this
'demanstrates the typical correlation bétween the mean decision latency and the
mean of the normalized accuracy distributicms.

In summary, the results of the present experiment reveal that
lexical decisions are influenced by the physical form of tlhe stimulus
presentati:y&.g.. upper o lower case), this was seen for bn:th .word and
pseudoword’decisions. However, the effect of a prior presentation appears to be
‘largely indep_endent of repeated "pictorial" properties and reflects instead
memory for symbolic information, i.e., the graphemic information. Of interest,
the difference in decisions to upper and lower case stimuli is reversed for
words and pseudowords, This result implies a typogr;phy bias in lex_ical
decisions. A typography bias is compatible with predictions on the basis of the
Relative Familiarity Judgment model of lexical decision, but is incompatible

with predictions from the Logogen System and the Verification Model.

[
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Experiment 4

In Experiments {, 2, and 3 similar patterns of results were found
for waord frequency and meaning. Both frequent words and concrete words were
categorized faster and more accurately ﬁ:uaﬁ' were rare and abstract words. In
add;tion. both the size' of the Word Frequency Effect and the effect of meaning
Qet;r;eased with repeated words, in both decision latency and accuracy. While not
likely, it was possible that the similar effects of word frequency and meaning
were different levels of a single frequency dimension. That is, the effect of
me;aning was but a fine grained division of the WQr"d Frequency Effect. Hence,
within each frequency class concrete words would be more frequent than abstract
words; this even though the concrete and abstr.act worgs were counterbalanced for

word frequency in terms of the Thorndike ~ Lorge Norms (1944) of written word

frequencies. In order to exclude this potential confounding of stimulus

" categories, a task was needed which would produce opposite effects for word

frequency and meaning,'or at t.he very least, a task which would affect one
attribute and not the other. A possible candidate for this manipulation is seen
in the reversal of the Word Frequency Effect typically found ih-episodic
recognition (Glanzer & Bowles, 1976; Shepard, 1967). In episodic recognition,

rare words are recognized more reliably than frequent words. Thus.athe atcuracy

of responses is reversed for word freguency in recognition, as compared to

lexical decisian. This reversal can be put to use to test whether word

frequency and meaning are related measures of word frequency. !f recognition

r
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meaning.

While there is no experimental evidence which deals spetifically
with concrete and abstract words, as operationally defined in the preceeding
- experiments, results from a study by Paivio & O’Neill (1970) on the effects of -
imagery in memory, suggested that cdncr‘ete words should be recognized better
than abstract words. As a consequence, in Exp. 4 ‘i't was hypothesized thatin a
test of episodic recogniticn, recognition for rare words would be better than
recdgniiion \‘or*- frequent words, while recognition for.concrete words would be
better than recognition for abstract wards. 1 these results were faund, then
the results would provide clear evidence of a functional independence between
word frequency and meaning, when contrasted with the Lexical Decision Task.
Method

Sub.,igcts. Thirty-two McMaster undergraduates were recruited from
an introductory psychology course, and received course credit for participating
ina 45—r'nir= session.

_Dgg_i_g_rﬁ. The stimulus materials and desiagn were the same as that
used in Exp, 3, with the excepﬁnn that the Phase II task was changed to a
recognition task. Thus the subjects were given a Phase 11 recognition te.s‘t
contaihing‘ 128 old items and 123 new distractors (64 wbrds and 64 pseudowards),

Procedure. The prodedure used in Exp. 3 was followed with two
exceptiuns.; First the Phase II practice trials were removed, and secondly the
Phase II instructions were changed. Subjects were told to press one response
Key.to indicate that yes they remembered seeing the item in the Phase I, letter
searchfk‘sk. an.d e;nBther Key to indicate no they did not recognize the test
item. |

Results and Discussion
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Because of overall low level of recognition, the recognition scores.
were collapsed across case information. Examination of the means for accuracy
revealed né differences due to case greater than 2%. The word data were
analyzed separately for correct detections, and for false alarms,ina 2 X2
design for word frequency and meaning. The mean percent correct detections and
the mean percent false alarms are given in Table 17. |

Correct Deteétions; Considering the hits for repeated words first,
only word frequer;cy yield.ed a significant eHeét, F {1,31) = 21.e8, p< .0001,
with rare words bein'g recognized better than frequent words (50.8% and 39.5%,
respectively). The effec;c of meanjing was not significant, £ (1,31) = 1.35.

In summary, in episodic recagnition, word frequency and meaning do
not produce parallel 4‘3-F-Fects;‘ Indeed, as can be seen in Table 17, the ordering '
of the mean correct detections for the four conditions ;nntradicts the
assumption that meaning is a subdivision ¢P word frequency. Specifically,
recognition for abstract wards, which to mimic rare wards shguld have yielded
higher recognition than concrete words, was lower than recognition for cohcre'te
words, although not significantly so. These results are all the more striking
when it irs consid‘ered that lexical decisidns abéut rare, concrete wc-)r‘ds wereg
almost intermediate between decisions to frequent, abstract words and decisions
to rare, abstract words, for both reéponse latency and accuracy. Consequently
recognition for rare, concrete words should be intermediate to recognition for

frequent, abstract words and/fecognition for rare, abstract words. Instead

recognition for rare, concrets words was slightly better than recognition for

- _ A
rare, abstract words, while recognitior(for rare words in general was fully 13%

better than recognition for freqUamht, abstritt words. On the basis of this - '

\ : : ‘.

reversed effect for meaning and word frequency in episadic recognition, it is R
A
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TABLE 17

Correct Detections and False Alarms in Recognitian,

for Frequency and Meaning, in Experiment 4.

HIGH FREQUENCY WQRDS LOW FREQUENCY WORDS

MEANING: CONCRETE ~ ABSTRACT CONCRETE ~ ABSTRACT

CORRECT : 41.8 % 37.9 % 51.6 % 50.2 %

FALSE

ALARMS 1 22.7 % 23.2 % 28.1 % 38.8 %
» -

o
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possible to cunl ude that meaning and word frequency represent separate word
attributes.

Félse Alarms. The anai‘ysis ot the false alarms to new words
produced{a main effect of meaning, F (1,31) = {0.83, B< .295, and an interaction
between meaning and word 4Freque"ra1cy, E {1,31) = 6,30, p< .015. As can be seen in
Table 17, while the abstract words yielded more false alarms than thg concrete
words, this increase was signjficant for only the rare, abstract words < 01,
b‘y Schefe’s, |

The false alari results suppart the previous conclusion that

meaning and word frequency represent separate word dimensicnsa' False alarms

were greater for frequent words, when meaning was concrete; while false alarms
were greater for rare words, when meaning was abstract. The interpretation of
the large increase in false alarms for rare, abstract words is uncertain; -
however,.it is possible that rare, abstract words are more often confused in

- .
terms of\their meanings, than are rare, concrete words, or frequent words.

Thus, in a semantically based check of the memory set, when rare, abs-:.‘tr‘act wards

serve as distractors, they are more likely to overlap in meaning with a target
word; hence they lead to more false recognitions. This account of the in_cr‘eas‘etd
false alarms could be ;'s:sted byapireSeﬁting the testl&lems inksgntically rich
environment during"the study trials, rather than in te se A\hnticéliy \
impoverishad environment of a letter &earch task, as was used in the /p;/esen't
experiment. This increase in semantic detail should decrease Mse alarms
to rare, abgtract words relaj:ive to rare, concrete words. .

In summary, the pr‘es"ent results support the previous gxperimental

division of meaning and word frequency, and imply that in Texical decision

meaning and word «Frequency\gq not simply subsets of a comon frequency

4
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dimension, but instead represent different aspects of a subject’s ward

Knowledge.

Pseydoword Responses. For completeness Table 13 presents the

percent hits and false alarms for pseudowords. The responses were analyzed in
terms of hits and false alarms for upper and lower case, for bysyllables anth
monosyllables, and for 5 and & letters. Correct hits at 49.6% were | |
significantly greater than false alarms at 27.2%, E (1,31) = 40.11, p< .0001.

There were no interactions for ei‘t'her hits or false alar'*ms. Thus, while a
recognition for pseudowords was low, recognition of pseudowords was above

thance, as the increased false alarms to repeated pseudowords in lexical

decision would suggest. ' , .
. Experiment 5 . %
' The discovery in Exp. 2 that a change in the decision cri‘teﬁ"ion ..’

prudhces a main effect on respanse latency, and yet does not interact with the
size of the WD;"d Frequency Effect is similar to {he finding that stimulus
quality and word frequency have additive effects on response latency, reparted
by Stalllner-s.. Jastrzembski and Westbrook (1975) and Becker and Killion (1977). A
change in stimulus quality for Stannners et al. (1975) entailed masking test
stimuli with a random dot mask, and resulted in an equal increase in response
laténcey for frequent and rafe words. BecKer e:t al. (1977) found a‘sin’}ila‘r main
effect deg'radation when they decreasad the visual contrast of the target

e -
argued against criterion bias model and for the Verification Model of lexical
decision., Yet a similar additive eHe_c‘t in Exp. 2 was used for the opposite
argument., The major factor in these different interpretations of similar

latency patterns is the error data. While in Exp. 2 errors to high and low

.-"'\
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TABLE 18

Correct Detections and False Alarms in Recognition,
® for Pseudowords, in Experiment 4.

MONQSYLLABIC PSEUDOWORDS BISYLLABIC PSEUDOWORDS

S-LETTER &-LETTER S5-LETTER S6—LETTER
CORRECT : 33 % 43 % a1 ¥ 43 7 -~
FALSE : :
ALARMS  : 22 % 39 ¥ 31 % 26 %
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frequency words were found to interact with the "cask instructions, neither |
Stanners et al. (1975), nor Becker et al. (1977) reported this result for the
maqipulation of stimulus quality. While Becker et al. (1977) found a similar '
trend in one of their experiments, it was not significant. Surprisingly 'there
was very little difference, in their reported ac:uracy,.between freguent and
rare words, and hence a possible interaction may be hidden by ceiling effects.
Stanners et al. {1973) did not report their error data.

In view of the'similarity between the magipulation of stimulus
gquality and of task instructions, and given the impcr‘t;nce Becker et al. (1977}
have attached to th'e additive effects in latency for word frequency and visual
-quality, it would be useful to deterpgine whe‘thgr-there was also an error -
tradénH for word frequency with a manipulationfof stimulus guality. If the
manipulation of stimulus quality and word frequency produce response pat'te_r"QS
similar to those seen'in Exp. 2, thenn much of the forc; of the arguments used t.:y
Becker et al. (1977) against the criterion bias models, and for the Veriﬁc;rtion
Model, would be. removed.

The following experiment was designed (a) to replicate the main
effects of stimglus duality and word ‘FI‘EQUE.I'II:‘/’ 'r*epnrted by Stanners et al,
(1975) and Becker et al. (1977); and (b) to determine if, in contrast 4o the
latency data, the decision accuracy f_nr low fregquency words was disrupted by
d.e'grading the stimulus qua.l‘ity mur;;‘ than decision accuracy for high frequency
words, .. -

| ’An additional factor considered \;was the effect of degradation upon
repeated pseudoivards. On the basis of the arguments used in Exp. 2 to explain
the influence of tasK instructions on pseudoword errors, it would be expected

that 1) repeated pseudowords would produce more errors than novel pseudowords;

s e e
.
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and 2) repeated and degraded pseudowords would vield more false alarms than
repeated non-degraded pseudowords,

Method

Subjects. Twenty—four McMaster undergraduates were recruited from

an introductory psychology course, and received course credit for this '
' ™
participation. Each subject served in one 45 min session. f\

. Mate;"hls.""l:lhe word and pseudoword stimuli w;re the same as those
used in Exp. 1. There were 4@ high freguency a;1d 49 low frequency words, and 2@
pseudowords. The 5tifnu1i were collapsed over the type of meaning and syllable
length, and counterbalanced appropriately for these factors in the fallowing
design.

Stimuli were degraded by presenting words and pseu"t':ibwords ona CRT
behind a pattern mask. The masK consisted of a plastic transpa}'ency,
cross—hatched by black square .wave grids oriented at 45.'.3nd 135 degrees; The
lirje width in the mask was approximatély the same width as the letter stroke
width for the CRT dis)éﬁf. The maskK served (1) t0 lower the stimulus intensity,
and (2) to redute the legibility of the dispéy. While the S'f’i_muli when masKed
were difficult to read quickly, with a little effort they were éasily
identifiable. r‘ .

M' The 29 words and 20 pseudowords were raiﬂdomly divided into
two sets of 40 words and 49 pseudowords. These sets were counterbalanced across
the other factors. Spet_:i:fically + 4 conditions - the 2 X 2 factorial combination
of type of stimulus display (non—dég_raded and degraded), and repeated or novel
presentation during lexical decision. Thus, for evgry.fnur sgbjects each

stimulus was seen once in each of the four conditions.

Procedure. Subjects were run individually on a PDP-8A computer,



/\

A 100

which controlled stimdius presentation and recorded responses 1o the nearest
millisecond.

An experimental session consisted of 30 practice trials, a Phase I
study session and a Phase II test s'ession. The practice, study and test
sessions required subjects to make a lexical decisinn.l Phase I served to
pre—expose 4¢ words and 46 pseudowords, none of which were degraded. The
sequencing of trials during practice and Phase I was identical to that used in

Exp. . The Phase II test session presented half the wards and pseudowords
| behind the mask (the degraded presentation), and the other half of the stimuli
at narmal cnntras:‘t an the CRT (a normal presentation). Thus, for the repeated
items, half were ée'én in Phase I and Phase Il in a nqrj-masked display, while the
other half of the repeated words and pseudowords, were seen masked in Phase II
but had been seen in a non-masked di«\splay in Phase I. The sequencing of the
‘test 5‘timu1i. in Phase II was identic;;tn that gsed in Phase I, with the
exception that every second item was seen behind the mask. This was :
accomplished by presenting the non-masked stimuli above (about 3 degrees) the \
display position of theA masked items.

The subjects were instructed to respond with a lexical decision as
quickly and as accurately as possible, by pressing one of two response buttans.
"The word and the non-word buttons were counterbalanced across sub'.jects.
Results .

The mean latency and number correct were'computed for each word and

pseudoword condition, and used in an analysis of variance. Low frequency words
only were analyzed for accuracy as there were only a few errors to high
frequency words in the non-masked display conditidn. The mean latency and

accuracy for the word stimuli are inen in Table {9, while Table 20 presents
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Mean Reaction Times (in msec) and Pércent Accuracy for.

Degraded and Non—Degraded Words, in Experiment 3.

s

HIGH FREQUENCY WORDS LOW FREQUENCY WORDS

NORMAL, DEGRADED NORMAL DEGRADED

RT__ACC. RT__ACC. _ RT___ACC. RT_ACC.
NEW 553 (98.2) 665 (93.3) 644 (91.7) 737 (78.8)
OLD 512 (99.2) 616 (97.5) S99 (97.1) 498 <88.

Any
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mean latency and accuracy for the*pseudowords.

Words. As expected degraded words tookK significantly longer to be
judged relative to non-degraded words, F (1,23) = 163.87, p< 0001, 677 msec and
576 msec for degraded and non-degraded words, respectively, As well, there was
an effect of degradation on accuracy, ¥ (1,23) = 24.04, p< .801, with degraded

low frequency words being recogn

d less accurately than non-degraded low

frequency wards (81% vs 93.3%, rp€pectively).

As usual there was a main effect of word

latency, F (1,23) = 132,90, p< 0001, w“ith high frequency words (536 msec) being

1
responded to fa.s.’_c_er' than lbw\{\rf‘q_t.@péy W

but frequency did not
interact with degr‘adatinn,'g (1,23) < {.00,

Unfortunately, the small number of erfor frequency words
made the planned comparison of accuracy between waord frequency and visual
Quality impossible. .Yet. looking at Table {9, it can be seen that degradation
decreased the accuracy of detection for low s‘r‘equency wards mare than for high
trequency words. While not 5irictly appropriate, an analysis of variance
suggest?d {hat there was an interaction be{ween word frequency and deg/r/a_d_ation.
F {1,23) = 7.57, p< .81,.using responses collapsed over repetition. Given thej
violated assumptions about variance, the esti;nated probability is likely
incorrect, yet given the obtained significance level it is likely that the
interaction was signi?"i‘é‘éﬁt at a probability of at least less than .o3.

A better measure of the effects of degra&ation on the accuracy of
decisions about fregquent and rare words can be gathere;:l fram the.estimated
distance between the normalized high and low frequency distributions, wh'ich was

.83 for the non-degraded words and .81 Q::égraded words. Hence, the

difference in ?ormalized accuracy between hi nd low frequency words was
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rnormally addi‘tivc_; {using the I scores) across the manipulation of visual
gquality. As would be expected, a.nalysislin terms-of other distributions such as
the Logistic Dis‘tribution revealed a similar main effect of degradation on the
decision accuracy of frequent and rare wortis. As a conseguence, it is clear
that in terms of absolute number correct, decisions for rare wards were hurt
more by degradation than were decisions about frequent words. This response
pattern where decisons about frequent and rare words show a main effect in
response latency and an interaction in number correct is identical to that found
in Exp. 2 with the exception that in Exp. 2 instructions manipulated the
accuracy and speed of decisions while in E;fp. 5 the visual quality of the

stimul was manipulated,

dditional Results. There was a significant main effect of

repetition for latency, F (1,23) = 33.34, p< .9001, and accuracy, F (1,23) =

16.94, p< .8@1, with repeated words being both faster and more accurate than J

experimentally novel words. Repetition did not ir{terac’t with degradation.
Pseudowords. Stimulus degradation slowed decisions for

pseudowords, F (1,23) = 99.53, p< 0001, with degraded pseudoworas being

responded to slower than non-deg?aded pseudowc;rds (319 vs 698 msec,

respectively). There was no significant effects of degradation on pseudoword

accuracy. As usual, there was a significant main effect of repetition fo

pseudoword accuracy, E 1,23) = 8.43, p< .01, with repeated pseudoword
identified less accurately than novel pseudowords {235% vs 1%, respe tiveiy).
There were no other significant effects for either pseudoword latency or
accuracy. The predicted interaction between repetition and degradation fo
pseudoword accuracy failed to reach significance, although as can be seen in

Table 2@ there seems to be a trend in this directon.
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TABLE 20

(Mean Reaction Times (in msec) and Pergent Accuracy for

Degraded and Non-Degraded Pseudowords, in Experiment 5.

TYPE OF VISUAL PRESENTATION

NORMAL DEGRADED . ¢
RT__ACC. RT__ACC.

NEW 498 (91.6) 825 (91.4)

OLD 483 (84.8) 797 (83.7)

4 ‘ K
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Discussion
The results support previc;us experimental observations that word

‘Fr‘equency and visual quality yield- additive effee’cs for the latency of a lexical
decisim"\. As will be remembered, it was this ad'd.i*tivity in response latency
that Becker. and Killion (1977) used 1o argue against criterion bias models of
lexical decision, and for the Verification Mode_l. Becker and Killion (1977)
c.la.imed that as word frequency and visual quality are additive in response

" latency, the_y must act upon separate stages of word processing. Within the

| Verification Model this means that the absclute size of t;e veriﬁéa‘tioh set was
*th_e same for both degraded and non—degraded Q}éds. and’that visual gquality
-affected the time to generate the verification set lnd not the process of
verification. Interesfin%ly, given the pattern of errors in Exp. 5y the '
Verification Model must conclude that the act of verifying a word in the
verification set does not guarantee that it will be detected. The verification
set size for degraded and non-degraded presentations are assumed to be
identical, and yet there were more errors-'For degraded rare words than for
non—-degraded rare words. Hence, as was also concluded in Exp. 2, the

Verification Model must assume that the accuracy of a verification and the

latency of verification are caused by indepen processes.

Criterion Bias Models

While the effect of degradation A Ex was not perfectly

&

~~ additive in latency, there was a 13 msec decredge in the Word Frequency Effect

~2 .
- for decisions about degraded words, this diffes

I3 -

.

nce did not adpr'oach

significance, F (1,31) < 1; more important this dif

Qence was in the opposite
direction to what.Becker and Killion (1977) hypothesized for criterion bias
models. They _su?g’esteq that criterion bias models would predict an increase in

5
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the Word Frequency-Effect as stimulus quality decreased. This prediction is

presented graphically in Figure {2. In this figure, the ordinate indicates the *

“amount of evidence necessary for a response, while the abscissa represents an

increase in decision time. In this figure, the decision criterion for frequent
words, line E8-F1) is lower than the decisen criterion for rare words, line
R®-R1{; a criterion bias model assumes that a frequent word response requires

less evidence than a rare word response. The two diagonal lines coming fram the

"'ZBro i_n‘terce’p't represent the time dependent increase of information for two

conditicns ‘that‘ vary in overall stimulus quality, ve;tur 9-ais for a
non-degraded stimulus presentation, and @-b is fof a degraded stimulus
presentation; As cdn be seen, both \‘rectars cross the decision criterion for
frequent words before crossing the decision criterion for rare words. Moreover,
it can be seen that thegincrease in latency for degraded rare words, Rb - R.a. is
largef than the increase in latency for degraded frequent words, Fb - Fa, ‘On_
the basis of a similar aralogy, Becker and Killion (1977) concluded that a
reduced rate of information extraction in criterion bias models should interact
with word frequency. Furthermore, as éhe latency responses for degraded words
did not éhow an m_\ferac:tibn across word {Fequengy. Becker and Killion (1977}
concluded that a criterion bié.s _mudell cannot account for response laténcy in the
L'exical.Decision Task, and they stressed the Verification Model’s ability to
atcount for the main effects of visual qUali‘cy and word %‘e‘quen:y.

/ In Exp s 5 and 2, however, it was found that while the Vemf:catmn
Model could account for the latency differences of dec1s1ons to frequent and
rare words, it could not account for the differences in accuracy for these

decisions. The differences in accuracy, on the other hand; are in gener-al

compatible with criteribn beYs models. In short, neither the Ver‘ifica‘tion Mod’el
1
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nor the criterion bigs models can claim to be the best description of the

Lexical Decision Task. Each ‘typle of model performs reasonably well on its
chosen response variable, and poorly on ‘th'; other. The following section
discusses a possible mbdification of the time dependent accumulation of
information use& by criterion bias madels, and shows how criteric_{n bias models

~ with this change can describe b‘oth the latency and accuracy of.respending across
manipulations of visual quality, and of accuracy instructions.

In its simplest form, criterion bias models predict a non-additive
effect of stimulus quality and word frequency an resﬁﬁnse latency. However, if
it isc assumed that information is accumulated non-linearly in time, rather than
linearly as {n l;'igure 12, then the criterion bias models can be shown to predict
additive eﬁqgs b‘ei-:ween word frequency and visual quality. Note that this
additivitx‘in reponse latency is based on a similar addifivi{y in réspon-.-‘;é
accuracy. It is proposed that the mean ;‘espnnse latency should re{le.ct the
estimated mean of the normalized accuracy distribution. In order to demonstrate
this relationship, Fiqure 13 po—r‘izrays the normalized accuracy distribptiuns for
frequent words, rare words, and psqudéwurds as observed in the degraded and the
non-degraded presentations. Following the previous convention, pseudowords are
displayed to the left of a decision criterion) while words are shown-to the
right of the cr‘iter;ion. Th.e m‘éan correct response ‘cimff_t:r‘/ﬁch type of
stimulus is given above each distribution. As can betpen, the effect of a
degraded presentation was to shift the mean of the distributions for both
frequent and rare words equally toward a criterion. Hence, there was a simple
~and additive main effect of ‘wor-d frequency and visual quality in the normalized
accuracy data, as well as in the latency data. Ifitis assumed that the

o«

average response latency and average normalized accuracy reflect a common
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' process, then the additive effects observed in response latency are compatible

with criterion bias modt:als. Other non-linear 'transfor;ma.'tions such as the
lonistic distribution alse yield a similar prediction of additivity for response

accur-acy and latency.

The type of changes that need to be made in the random walk

decision process to madel a non~linear accumulation of information aver time

will be discussed in the final discussion. At present consider that if it is

assumed that both decision accuracy and latency are in some manner similar to

processes described by Thurston in his Law of Comparative Judgment (cited in
Kling & Riggs, 1971), fhen it'is possible to view bath the accuracy and the
latency of r-esp_ondi_gg‘ as related measures of a common process of decision,
rather than as -ind-e]::;enden‘t measures as must be claimed in the Verification -
Model, |

While it is difficult to see how the Verification Model, given its

assumptions of serial processing, can be modified to support comparja.tive

: mdgmeﬁt, both the Logogen System and the Relative Familiarity Judgment model

being statistical in nature can with only minor changes in a.i pIipns make this

- S

shift. ~ 13
In summary, the assumptions underlying the Relative &amiliarity

Judgment model of lexical decision can allow a simple description of the

observed correlation between latency and accuracy of responsés.' While thid

descriptive power is not unigque to the current theory, and most criterion bias

models could be similarly modified, the advantage of the present model is that

judgments abaut words and pseudowards can be considered as decisipns based upan

a common discrimination space in memary, the relatedness dimension and a common
.\,/‘--./

decision process, maodeled by a random walk process. Other models of lexical

. : s
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decision, such as the Verification Model or the Logogen System, do not possess

these advantages.

GENERAL DISCUSSION

Results of these experiments support .the hypothesis of multiple
information bases in_the Lexical Decision Tas}k. According to this hypothesis
lex\tamns are based upon a relative weighing of several stimulus

- attributes, in accordance with task demands. The Key predictions derived were
that decisicns would reflect both visual fe;mili.a‘rity and semantic associations.

The role of visual familiarity was confirmed by the presence of

increased errors -tb repeated pskudowords in Exp.s 1, 2, 3, and S, and by the

increased latency of carrect rejections for repeated pseudowords in Exp.s {, 2,

and 3. Furt ore, finding that lexical decisions can be systematically biased

: : i
towards lbwer case stimuli confirms the presence of visually hased information

in a lexifal decision. Importantly, the interaction of the case bias with

“

us class, frequent or rare words, concfete or abstract words and old or
new stimuli, implies that the .case bias was not a simple response bias. That
is, 2 bias in the absence o+ stimulus information,” Rather,.the bias interacted
with the stimulus ca}ﬁgory. H1gh1y famumr‘ stimuli, frequent, concrete words
showed:httle influence of the bias as d1d highly unfamiliar st:lrnuh, novel
pseudowords. It was stimuli of intermediate familiari’ty, rare, abstract words
and repeated pséudov‘ords. that gave the largest evidence of a case Fontingent
n decisinon bias. One explanation of this stimulus dependent bias wcn.fld b‘e to
assume that case information entered into a decision only when is_ubjects were
guessing. As subjects would need to Quess primarily for stimuli of intermediate
familiarity then case information will aéfect mainly these lexical decisi'qns.

While I object to the introduction of a separate guessing stage, the

1e7

oy e

b s Toms
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implications of this perspective ar'e identical to ‘thﬁse proposed previously for >
th.e relative judgement hypothesis; namely that lexical'deciéions are

mulﬁdimensibnal and reflect different sources of information.

) The importance of semantic information for lexical decisioh5 was
sﬂppnr‘ted by the consistent differences found for words which differéd only in
the mea.ning of their referent. The results showed a large and reliable benefit,
in bott;\ decision latency and accuracy, for decisions abﬁut words with a concrete
referent over.words with abstract referents. Furthermore, in Exp. 2 it was
found that a priorj word r;ar'esen‘ta‘tion in a context that maximized semantic

processing facilitated lexical decisions mare than a prior word presentation in

a context that mi;;mized semantic pr‘ocessing, That is, there was facili
from a prior semantic context. However, this facilitation of a prior semantic
context was not an automatic consequence of the prior presentation. Subjects
instructed to respond quickly, showed no facilitation due to prior semantic
context; although decisions for previously seen words were facilitated. It was
only when st:lb,jects were forced to respond accurately that a recent experience
with semantic context facilitated a lexical decision. Presumably; the emphasis
on accuracy emphasized a semantic verification of the visual fa!niliarity

~
information. This semantic check not only explains the increased benefit of a

- -

priot semantic context in word decision, it also ac.coun'ts for the decreased
errors made for repeated and hence familiar pseudowords. Indeed, the reciprocal
benefits of enhanced pseudoword rejection and increased sensitivity to prior
sem;';ntic context when subjects were given accuracy inst.r‘uctio_ns makes a strong
tase for flexible criteria within the Lexical Decision Task. élearly, when
subjects are instructed to respond as gquickly as po%sible with a lexical

decision, the standards they employ leave the subjects vulnerable 1o vocabulary
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irrelevant experience, as is shown by the increased errors to repeated
pseudo.wé'rds. and insensitive to the details of a prior experience, as is shown  °
by the insignificant effect of a prior semantic context. When subjects are

asked to res;pdnd as accurately as possible with a lexicalldecisign, decisions
match vocabulary restrictions maore consistently as is showg/%é reduced false
alrams to repeated pseudowords. However, this ingrease in selectivity is gained
only at the cost of an increase in the attention paid to the ser(nan'tic
consequences of the familiar stimuli.. Potentially, it is only by shifting the
cr‘iteria'fmm ‘Does it lookK like a word?’ using visual familiér‘it);, to ‘Does it
function as a word?’ using li.;eman'tit.: co‘n‘té_x‘t, that sub.}ecfs cah Pp‘cimize

———

vocabulary specific, léxical decisions. However, thi'_:". shift in emﬁ‘hasis is only
relative. When subjects were given_- ;ccuracy.instr‘uctions. it stiu\took longer
to reject repeated pSEl;IdUWDPdS than novel pseudowords. Cuhs.aqﬁently, subjects
must still have been responding to visual familiarity, and it is possible that
many highly familiar words and many highly unfamiliar pseuﬁownrds wére responded
to on the basis of this visual information. 3 7
In conclusion, the Lexical Decision Task does not measure a single
and inforrr;_a‘tionallf restricted structure of memory, i.e., a Lexical Memofy.
Rather decisions are based upon the similarity of the present encoding with som
set of acceptable alternatives in memory. This memory set is not necessarily
restricted to vocabuluary members, or to semantically useful members, rather it
is restricted to features correlated with these general constraints. Howeve’r,
not éurprisingly a visual iexical decision often reflects visual familiarity,
although it is the relative familiarity of the encoded stimulus that is

impbrtant. and not some context free estimate of stimﬁlus familiarity. In

addition, decisions can be expected to reflect the averall distribution o4

L
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ta.r‘get-s and distractors as presented by the,experimenter, and the task demands
for accuracy and speed. The extent to which lexital decisions are based upkon a
semantic access to memories is unclea.r. In genaral, semantic tonstraints can be
expected to increase in importance i) as the tar:get wards decrease in
familiarity, 2) as the pseudoword distractors increase in familiarity, and 3)
as accuracy is emphasized. In conclusion, while the Lexical Decision Task
;measures'word related Knuwlgdge, the type of knowledge it addresses will depend
in part upon the test envir\onr;qlen't and 'tr‘mve task demands. Hence, while the
. Lexical Decision Task may serve as a useful measure of word related Knowledae,
it cannqt guarantee that its experimental measures are directly relevant to

reading skills.

What is Facilitated by a Repetition?

FollnwiTg Exp. 2 it was claimed that thg repetition effect
typically found in the Lexi;al Decision Task was best explained as an increase
in grapheme famili.ﬁ-ity, rather than a change in word av;ailab.i.lify. In large
part this cla..im was based upon the contrasting effects of repetition for words -
and pseudowprds. Repetition faciliated word acceptance but impaired pseudoword
rejection. Obviously this claim rests upory the present characterization of the
l.exical Decision Task, and has very c}ear limitations. A situation is ea“«‘:;.ily
irnagined where -Familiarity would enhance pseudoword decisions. In |:>eu“ticu1a.r,J
consider the case whﬁre the pseuduwcrds are well learned. perhaps a list of
noensense strings le(ﬁrned toa 95% cmtenon in a serial list learning
expemment. In this situation subjects m1ght be ex pected to reJect the learned
pseudowords faster and more accurately than novel pseudowords. Clearly,

familiarity is not necessarily bad for pseudoword rejection, indeed familiarity

here would facilitate decisions by providing contextual information, such as
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‘This was in the memory list and hence it muét be a nonsense word.’. What is

important is the type of information stored about the pseudowords and the type.

" of information used in a lexical decision. When a large praportion of the

pseudowords afe familiar, visual familiarity is no longer a useful dimension for
\

lexical decisions. 1

An interesting example of response facilitation with pseudowords
comes fram experiments reported by Scarborough, Cortese and Scarborough (1977) .

. ] o . ]
and Kirsner and Smith (1974). The procedure in both of these experiments

reguired sub,jects to make lexical‘de;isions about a series of words and
pseudowords in which some words and pseudowords were repeated following a fixed
number of intervening decisions. A repetition could dceur after zero

intervening decisions (i.e., ir;media*tely), or after 143, 7, 15 or 63

intervening decisione;. For hnﬂi\ experimén‘ts a large positive benefit in -

decision 1a'téncy was reported -Fc;\w both pseudowords and words at levels of 8, {

and 3. In contrast, with a larger‘/nurnber of intervening decisions, only word

decisiens showed a significant -Fa}i@tatiqn. Decisions for repeated pseudowords

at larger intervals were not significantly faster than decisions for novel

pseudowords. That is, decisions %o words were facilitat
presentation at all test lév.els, while decisions ta pseudowords were facilitated
most with an immeditate repetition and decreased as tﬁe number of intervening
decisions increased. Indeed, with 43 ihterveﬁmg items, repeated pseudowords
took sligﬁ'tly but riot significanﬂy longer to reject than novel pseudowords.

Increased familiapity Eo}q not necessarily hinder pseudoword

decisions. In the above experiments, immediate repetition of a pseudoword not



pseudowords may provide c-ontextual, or response, information as well as
information about visual -Familiar‘i‘ty,\.\ Not surprisingly the positive benefits
from contesxtual in{-ormation/may offset tﬁE negative effects of increased visual
familiarity. If itis assumed ‘tha_‘t the availability of contextual information
decreases more r‘apidly"‘han theb availability of visual inf-orma‘tion; then the
positive facilitah‘aJn for repeated pseudowords would be expecteq to deErease
over time, and tha.t\é‘i%tually a pﬁ'or presentation would show negative
benefits. In Exp.s 1, 2, 3, and 5, the time between the first and second
presentation of a pseudoword varied from 15-23 minutes;which was from 10-29
mis.‘nuteslonger than the longest ir}terval used by Scarborough et al. (1977) or
Kirsner et.al. (1974). 'Also. given the decrease in facilitation with increasing
intervals reported by Scarborough et al. (1977) and Kirsner et al. (1974), and
given the negative benefits found for repetition of pseudowords in the previous
experiments, it can be conclued that the effective value of pseudoword
information changes across time. In short, whereas Scarboraugh et al. (1977)
—suggest that the a;tivation from a prior pseudoword presentation decayed across
'tirme while the activation from a prior word presentation was maintained, a )
better explanation is to assume mixed costs and benefits for a pseudowaord

presentation, and that the usefulness of this mfurma‘tmn thanges across time, '

N/

whﬂe only benefits octur for words. This serves tn mask any change in &\\_j\/b\

a&&itional ;‘nterest ezause they test the effect of pseudoword and word
repetition across modalities/as well as w;,’thin modalities., Tfaining apé test
‘could be in either a cauditory and/or a visual mbdali:ty. Interestingly, the

facilitation found for & peated pseudowords at short temporal delays was

A2
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restricted to decisions within the same m ality (visual-visual, and
auditory—auditory). Decision latencyfor psevdowords experienced in one
modality and retested in the other modality (auditory-visual, and
visual-auditory) were unaffected by a prior presentation. This {inqind Slippﬂf‘ts
the current argument that a pseudoword encoding is visually based for visual

lexical decisions., On the basis of their data Kirsner and Smith (i974)

)

suggested that the madality specific component in the Lexical Decisian Task may
be attributed to persistence in the non-lexical component of categarization.

Their conclugion is similar to. the present arqument for a graphemic

representatiom However, results from Kirsner and Smith (1974) showed a similar
‘r‘epeti‘tion facilitation for words and pseudowords mainly at short intervals, and
it was subsequently argued by Scarborough et al. (1977) that facilitation
persists for words and deca‘ s for pseudowords., On this basis, Scarborough et

al. (1977 argued for se;ﬁarat\e word and pseudoword méchanisms. Words were tc: be
representi by enduring structures, such' as allogugen. while pseudowords were
only peripky and temporarily represented. However, on the basis of the
present data, it can be seen that pseudowards also leaye enduring traces. The

! present explanation claims that the information :ontribp‘ting to a repetition
effect changes across time, faor both‘wor‘dt's_and pseudowords; whareas for word
deci<ions all informa{iop supports a repetition benefit, for pseudoword

Hecisions only information jvailable at short delay; supports henefits. Hence,

at longer delays only word decisions are facilitated by a prior presentation,

while pseudoword decisions are inhibited. In sSummary, :vhile St):a.’rbnr*ough et al.
(1977) wish to claim an unique status for a \»;ord unit ;::he basis of enduring

effects of repetition for words but not pseudowords, the mnt results do not

supbnrt a spetial status for word representations. Similar changes$ due to a

3
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prior presenta\’d\an can tre seen for words and pseudowards when the type of
information and the criteria used for lexical decision are considered. I%is

the manner in which information influences a lexical decision that separates ~
words from pseudowords, nat the nature of the underlying representation, or the , \
éhange in this representation. - /

In conclusibn, a change in visual familiarity will impair

pseudowords judgements only to the extent that decisions are based upon visual

attributes—When pseudowords become highly familiar, contextual information is

also available Ta";\d will médiate Lexical Decisons. To the extent thatr
pseudowords are defined to be word-like but visually unfamiliar stimuli then
visual char?cteristics can meﬁia’te pseudoword decisions. This explanation is
diﬁerenzférnm previuu-.-j. e>§planations. such as the Logogen sttem‘and the
.
Verification Model, in that pseudowards are actively rejected on is of /

incemplete 5imilaf'i\‘t'y information and are not sim ‘y rejectgd due to a failure
A\

in finding a lexical match,

Models of Lexical Decision

. ~
The next section will summarize the r'e‘lgince aof the present /

o s

Pl

rfe'_sults forAhe three models of the Lexical Decision 2I‘ams.l( presented in the

introduction. Following this there will be a more detailed discussion of haw

H -

latency and accura

e linked within Relative Familiarity Judgement; an
final section wiﬁl discussihow experimenter controlled changes in task demands
1p) tr;e relatedness continuum supporting decisions.

The Verification Model. Several results of the :urrént ex.periments
are not consistent with predictions made from the Verification Model. These
include the effect of semantic information in lexical dec.ision, the increased

latency and errors found for repeated pseudowords and the etfect of case

TT—x
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information in the latency and accuracy of word decisions. Moreover, while the

Verification Model’s explanation of the Word Frequency Effect is consistent with

- the latency results, it musﬁssume that decision latency and decision accuracy

are due to indepehdent processes. This presents a more éerious problem for the
Verification Model as this implies that the size of the verification set wou.ld

ave to be independent of the quality of the stimulus eviden’ce. That is, the
verificaﬁpn set /E'-}ZE would have to be a constant memary set rather than
stimulus defined search set. Thisis a major modification,'

Verification in the Verification Model is assumed to be based on a

.‘ set of alternatives}crea‘ted by a preprocessing system similar to the Logogen

System. The verification set by definition is é subset of lexical memory, and
is generatéd on the basis of stimulus information by the preprocessing stage.
While this initial stage extrfa.c'ts sufficient features to limit the. number of
lexical alternatives that have to be considered, 'processing at this level cannot
select a particular ward. Mareover, this passive preg_gcessing system is
assumed to accumulate featural information over time and is influenced by
stimulus guality (Becker & Killion, 1977,

Iﬁt was fodhd in Exp. 2 that'\f\or the Verification Model to be true,

v e pN . . :
the time at which verification is begun must in some manner be under subject or g

—
e

tagKk control. Latencies in the speed cbnditibn were 29% faster than latency in

the ac'cur'aly condition, but the intensity and quality of the visual information

S. Fhrthermore, as the effect of word frequency

4

on latency was the same in boti\qonditions, the verification pracess would have

was identical for the two

to be virtually identical for the two conditions. Hence the decreased response
times must have been due to an earlier onset of verification when speeded

decisions were required. Itis problematic for the Verification Model that this
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early onset o+ veri.-Ficatiun had no -e'F-Fect on the verification set size, vet T
errorf:‘@eased as latency decreased. Given the different levels of accuracy,
it must i;e 'cuuncluded that the qualit;/ af the stimulus evidence was different for
the two tasks, and vet the verificati_cn set size as determined by the effect of
word frequency on respanse latency did not r‘eﬂe;'t this change in stimulus
evidence.. As a result it appears that the set of alternatives useé in
veri*Fiéa‘tiun must be independent of the quality of j:he s‘timul/us information. A
similgf cbnclusion,rﬁlay be drawn from Exp. 3 where visuall‘y degrading the stimuli
had a large effect on accuracy, but evidently no effect on the verification set
sizey as iri-Férred by the similar Word Frequency Effect Mci;ion latency for
dégraded and non-degraded stimuli. This aobservation that the effect of word
frequency on decision latency is invariant across different.levels of stimulus
information reduces the plausibility of a verification process, in as much as it
suggésts that the verification set is not a stimulus relevant set of t T
alternatil/_g_i. but is a constant memory set. On intuitive grounds a serial
search through all Words in memory makes little sense. 'Inpieed it was the~-
limited number of word alternatives produced in {he preéprocessing of stimuli
that gave the Verification Model plausibility as a psychological model.

In conclusion, the Verification Model explains the effect of word '

frequency on decision latency by assuming a biased serial verification of a

s‘timulus—re-str'i:”éd set of altenatives. Yet it was found in Exp.s 2 Sgd\s that _*

‘the Word Freguency Effect was constant across large changes in stimulus

AN

" information. It is proposed tha‘t'u\péess this ihsensitiyity of the verification

set size to stimulus information ca l\ae explained, then a fundamental assumption
of the Verification Model is in error. There is no evidence for a preproceésing

stage which defines the set of alter}atives used in a subsequent verification

J .



v

L—-—/’

L8

117

-
stage. As a consequence, the Verification Model"rs\not an adeguate model of the

Lexical Decision Task for either accuracy or latency.

The Logogen System. While the Logogen System can account for some
of the present results, such as the effect of semantic information, and the main
effect in normalized accuracy scores of word frequency with degradation- a‘r‘u:l
speed instructions, it is incompatible with other r*'esqlts,. First of all,
decisions cannot be localized as occurring at either visual in:\put logogens or
the Semantic System. The increased errors observed for repeated pseL;dowords
requires that decisions occur at the level of visual input, while semantic
information necessarily involves decisions in the Semantic System. Any attempt
tn.localize lexical decisions at a s.‘peciﬁc and infarmationally limited
represenﬁtiun_al system must be modified to accomodate the multiple constraints
found for lexical &ecisians. Moreover, the pré's;ent data for pseudowords
suggests that the attempt to justify lexical decisions solely by apbeal to
voca{f:sulary Knowledge or meaning is too restrictive. While such vocabulary

~
restriction may occur in elaborately processed stimuli, it is neither necessary

LI

nor, for well Known stimuli, practical. AN - :
— \
The discovery in Exp. 3 that lexical decisio@

\
information about visual form (i.e,, case information) is not \direcﬂ\L ‘
Pt

consistent with the Lofogen Sy’stem. although suitable modifications coult be
made in the visual input lo ns. To do so, however, the logogens must either

A

be increased in complexity to include case information, or two separate input \J__ —
N

systems must be created, one for each case. Regardless, the nature of a logogen
will be changed from a general and abstract word detector to a general but
restricted pattern detector.

The finding that errors to repeated pseudowords increased when o
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speeded decisions were required in Exp. 2 is not anly unpred;cted by the Lugngen

" - System, itis the exact vpposite o-F what the Logogen System would predict.

Indeed any model of lexical decision which aésume_s that pseudowords are rejected
- Teem o

by default (That is, pseudowords are identified b}'!dthe failure to find a word

match}l cannot account for this phenomena. The d1scovery that sen51t1v1ty to

familiar butBoorly Known distractors (i.e., repeated pseudownrds} increases

while the sensitivity to familiar but poorly Kno\a;n,tar\gets (1.e.. rare waords)

decreases must be interprete;i/iinw:cerms of dec;giuns to small differences on a
// '

common gradient. The results cénot be explaiﬁed simply as an increase in the
!

) , .
“rate of quessing, as the normalized distance (i.el, d’) between frequent and

rare words, and novel and repeated pseudowor‘dfs.\wer‘e virtually identical $or the
[ . 7 5
B : { \

accuracy and speed conditions (see Figures {8a and 10b). As a consequence an

attempt to explain the differences in performance between the two conﬂitions by
appeal fo a high;r rate of guessing in the speed condtion must allow +o|; more
guessing with r‘epeated_ E;seudowor"ds and rare words than for novel pseudo@or&s and -
frequent words. In sum, it as no; that i(nfomﬁ'ation was absent in decisions

about rare words and repeated pseudowords in either the speed 3* atcuracy

iné'truction conditions?ﬁa‘ther the information present in the spged condition ™

NS

was simply not sufficient to réli.ably judge the stimuli relativé\to_ a criterion,

whereas in the accuracy condition similar familiarity information w; reliably

. e,
discriminated from true words. It would seem that limiting the information in
an encoding d.oes not ngcessarily decrease the probability &&finding the»*;:em in
me;ncry, it may simply,decrease the pr‘obabilg‘ty of reliably discriminaﬁrbg the ‘
current stimulus with information in memory. The implications of this
observation are‘ im‘pcr‘tant far all psycﬁ('ulogical {heories about memory retrieval,

as well as the Lexial Decision Task. For example, conventional thecries of

"~
>
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recognition memory assume that errors occur in recognition because subjects have
ditficulty finding a match between the test item and a prior episodic trace. An
alternative, suggested by the abdve discussion, is that subjects have difficulty
in discriminating a match, not in finding a match. Interestingly, if a memory

task could make use of ‘stored’ constraints without necessaf‘ily isolating the
source o{.thesé constraints from simila.r',' and hence confusable memories, the

effect of a priar presentation would be more robust than is Qenerally allowed

- for by tests of memory such as recognition and recall, which assess temporal-

contextual associations. A similar contrast of unique and shared information

may operate in the dissociation of memory information across types of memory

 tests discussed by Jacuby and Dallas (1931) and Jacaby and Witherspoon (1982),

while the process model of performance developed by McClelland and Rumelhart
(1981) and Rumelhar't and McClelland (1932), which is based upon memory *
cnnstraints derived from an incomplete acress to individual instances, may
address only the re’trieva.'l of shared information,

In- conclusion, the present data 'canno‘t bg explained by any systém
which cun';;.ists only of a‘set of match detectors varying in threshold, such as
the Logogen System. Decisions are ma.de on the basis of partial or incomplete
information, and opposite effects are abserved for targets and distractors as

the average level of information changes. This implies a difficulty in

. ; ‘
discriminating a target, and not a failure tb.procegs or identify the target.

The Relative Familiarity -'I-lﬁgothesi . Relative Falﬁiliari'ty Judgment
provides a clear descr‘iptionr of the effects of repetition x;;:;r latency and
accuracy with words and pseudowords and predicts opposite effects of a
prior presentation when woras and péeudownrds are used, Ip addition, thé

increased sensitivity of lexical decision to repeated pseudowor"ds when speeded

L4 .
I8 ‘ ¢
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decisions are required was predicted by the relative familiarity hypothesis.
- .
Furthermore, the use of semantic information as a source of additional C\_

constraint in lexical decision was an initial assumption of the relative -

familiarity hypothesis, and hence the observed facilitation of lexical decisicns

by meaning is consistent with this prediction. ;1\/ the opposite effects of )7
' case information 'Found for lexical decisions _with words and pseudowords is

easily interpreted by the relative familiar‘i'ty hypothesis, and without added

assurﬁptions. as a decision bias based upon the subjects greater experience with

some ty;'ographie.s. ' L

A Common Process for Latency and Accuracy

In the discussion following Exp. 5 it was proposed that response
latency and response accuracy could be usefully viewed in ferms of normalized
distributions and that both of these response measures were based upon the same

set of processes. The following discussion presents an argument in support of

. /\f..

this claim.
- Time dependent processing in the Relatiye Familiarity {Jdgmen't
model is modeled by the Random Walk Diffusion Froce*_-;.s. In the simplest form the
random walk predicts that the effect of word frequency and the manipulation of
response accuracy, such as those used in Exp: 2, should result in an interaction
for latency."This prediction is similar in form to the interaction described by
Becker and Killion (1977). This similarity may be seen in Flgur'e 14, In this
ﬁgur‘e. the relative late@equent and Par'e words are determined by the

intercept of the

ﬁio'n slopes, for frequent and fare words with the decision
barrier. In thg alk model, information about similar and discrepant

features for fre words is assumed to be accumulated at a greater rate than |

for rare words. Hence the slope representing this growth of item information in

-
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Fig. 14 A
EXPECTED LATENCIES in the simplest
version of the RANDOM WALK PROCESS.
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Figure 14 is steeper for frequent words. As decisions to frequent and rare
words require the same ratio of similar to dissimilar features, ‘thep the effect
of different accuracy instructions, such as-that used in Exp. 2, wi'll be to
increase or decrease the amount of information required for a positive word
identification equally «Fﬁr‘ rare and'frequent waords by raising or lowering the
positive decision barrier. As jthg.r-;te of approach is different for rare and
frequent words, the change 'Fm:;m li;eral criterion to a consevative criterian
should increase decision latency for rare words more than for frequent words,
and hence the random walk model predicts an interaction between werd frequency
and visual informaticn. (While the labels dngr. the geometry of the argument
is i;;:‘tical to that used in Figure 12.), Hence, in its simplest form the

random walK diffusion process makeg‘the sa.rnr; preditions as those described by
Becker and Killion (1977) for cri‘terio.l; bias models;

The random walk model predicts additive effects of word frequency
and accuracy on decision latency if several standard psy;:hophysical assurﬁptinns )
are made. First, the encoding of relevant information in a .lexical decis'ion has
a variable and normal distribytion of arrival times; and second, the effective
value of encoded infermation is inversely related to the cumulative sum. 'That
is, similarity is some non-linear function of feature matches, such as that
provided by the Weber-Fechner function.

In the typical psychophysics experifnent. such as that-described by
Link (1979), it is often reasnﬁable to assume that the rate of comparison, and
hence. ;he rate of arrival of relevant information will be some linear function
of time.'. In the Lexical Decision Task, however, it may be inapproriate to

assume such a sampling distribution. More appropriate would be a narmal

distribution of arrival times for relevant inforrﬁa‘tion. Hence, the

-



accumuluation of similarity and difference infarmation in the comparison process
would also be distributed nc_;rrnaily in time. Moreover, this distribution of
arrival times would be the same for frequent and rare words.

Frequent and rare wﬁ are assumed to differ in the number of

features that must be.sampled befoke a set ratio of feature matches to feature
non-matches have been accumulated, That is, as frequent words have a higher
probability of detecting a feature match gi\ien an a.ppr*pgriate feature, then
fewer features I"I'!US't be sampled t ain the information required for a
decision.~As a result, the average number of pr%?_itive features required to
accebt a frequent word is legs than that requir;é‘ to accept a rare word.
thilc.e, however, that it is not that frequent wor‘d;s are responded to on the
basis of -Fewér feature matches. Frequent and rare wards require the same amount
of informatiqn about feature matches but differ in the reliability with which a
potential feature match is detected. <

In many respects these assumptions are similar to the assumptions
undérlying_ Morton’s Eogngen System. The difference, however, lies in the
conceptualization of the bias. For Morton, the bias is located in a speci.ﬁc
and specialized word detector and is apparent only in the firing of the logogen,
whereas in the current model the bias lies in the increased compatibility of the
s-.timulus in-Fo;-mation with memories of, ar memor"ies for,. a par‘ticular; grapher\;ne
gndkin effect produces an increased rate of-feature compafisonvfor well Known
items. Hence where for Morton, word frequency is entirely a product of Beta in
the terms of signal dectecton ‘theo;‘y. in the present model Qurd fr-'equency

includes differences in d’, as wéll as in Beta.

s

An additianal assumption for the Random Walk protess concerns the

scaling of similarity information. It is proposed that information in the

*



- cn_mpar"isun pracess follows a Weber-iFechner law of discrimination, rather'tl—;an a
simple additive function. When similarity is scaled in terms of a Weber-Fechner
function, as is usual in psychophysics (i.e., as a lngari‘chmic‘function) then,
within the comparison process, a small change in similarity at liaw levels of

. a
information will be equivalent to larger changes of similarity at

higher levels of ulus information. The effect o? this assumption is to

produce a constant and\addrtwe bias for fr‘equent words over large changes in

AN

e

stimulus m{ormanun. o .
When these assumptions about the temparal distribution of
information and the ratig scaling of the similarity information are 1nc1uded in-

a computer simulation, the time dependent accumulation of 1n+orma‘tmn in the
random walK process is found to be a non-linear function of information density.
The curvés plotted in Figure 15 show a computer simulation of the time dependent
attumulation of information for frequént and rare words when (a) the
availability of feature in-For'mah'-nﬁ is logistically distributed with equal mean
and variance for 'frequent and rare words; and (b) the approach to the decision =~ o
goungaries is a logarithmic function of the arithmetic difference between

feature matches and ndn_—matches. The curves plotted for frequent and rare words

~.
Al
-

ditfer only in the sampling parameter {probability of a feature match or
non-mateh) used to calculate the above difference score. As can be seen, the
slopes associated with frequemt and rare words are parallel, nc;n-linear

v

functions; and a change in accuracy mediated by a higher or lower decision

o
boundary, such as was foumy in Exp. 2, would lead to similar changes in mean
response latency for frequent and rare words. Hence, a change in task é\ccuracy

should have an additive effect on response times for freguent and rare words.

The curves plotted in Figure 14 show a computer simulation of the

—
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Fig. 15 Time Bependent Processing
assuming a MNon-Linear Relationship
betwean TIME and STIMULUS INFORMATION.
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Fiq. 16 Time Dependent Processing
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time dependent accumulation of information for frequent and rare words when, the
stimulus is degr‘eded and when it is nn\r:d,egra.ded. using the two assumptions
discussed pr:eviuusly‘. It was assumed t_h;{ degrading a stimulus reduted the
availabili‘tyy.eg‘t\u:e in{onmatic'an equally for frequent and ;"are words, All
other par‘amgtirjy:?ﬁé ame for the degraded and non-degraded stimuli. As
can be seen, the expected change in latency introduced by degradation i's\similar h
for frequent and rare words; and hence stimulus quality and word frEquenEy
should have additive effects on response lhtency.

The modifications suggested for the random walK process can also be

other criterion bias theories. Hence, the Logogen System can be

easily mbdified to actount for the observed similarity between mean response
imes and the mean normalized accuracy of responses. In addition, the time and
turacy curves discussed by McClelland (1979) for ahalyzing pr'.ocesses in
cascade makKe similar predictions for mean latency and nprmaiized accuracy. In
conc usion, from the foregoing discussion of .ti‘me dependent processing in b4 .‘

N |

criterion

ias modelg. it would appear that the additivity in response latenc.y </
Becker and Killion (1977 argued was anly compatible with the Vér‘ificatinn Model
is expainablehwithin the -Framéwor‘k of a criterion bias models. Moreover,
criterion bias models éan describe additivity in nurmali.zed decision accuracy,
while the Verification Model cannot. !

- Before cbntinuing it will be useful to discu;ss the pseudoword data
in Exp. 2 in light6f the above distinction. Decisions far repeated pseudowords
were delayed yrelative to novel pseudowords, by the same amr:unt for' both the
speed and’ accu}'acy instructions, while the relative number of errors for

repeated pseudowords was larger with speed instructions. However, as for words,

there is an additive effect of instructions on both accuracy and latency when
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accuracy is considered in terms of normalized accuracy scores (see Figures 18a
and {0b), This similarity between latency and normalized accuracy in both word
! a

V,_.’__Ed‘?e_udoword responses reinforces the necessity of examining latency and
“accuracy as related response measures.

An Independence between Encoding and Representation

In the previous section latency and accuracy were attrj d to a common

decision process based on the relatedness dimension dpd the Random i\{alk

.
—

Diffusion Process. Moreover, the random walk process gnd the relatedness

dimension were described as having separable effects on decisions for frequent

and rare words. In the following section, the irﬁplications o@'sjindependence
L] -

-

will b developed. .
- x VA

irst, changes within the Random walk process should have no effect
upan rela ionships maintained by the r hiedness dimension. Thus, the changes
in procés i oduced by atcuracy instructions, such as the spee\d' and accuracy
instructions in Exp. 2, which affec{ only the parameters of the random walk
process, é.hould not affect the average processiﬁg difference dbserved between
frequent and rare words. This independence assumes that the relatedness
dimension and decision criterion are likely to be similar for the tasks which
maintain the same set of targets and distractors,

In order to produce digsimilar freguency effects it would be
nece;sary to increase or decrease the relatedness of the distractors while
keeping the word set constant, This change should result in a different choice
of the det:its.i.c:nni criterion, which in turn would change the relativg distance
between the the criterion and the distributions far frequent and rare words.

Changing the distractors should result in a smaller Word Frequency Effect if

less related distractors are used, and 3 larger Word Frequency Effect if more

\

!
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related distractors are used (see Figures 17a and {7b).7ASuch a manipulation was

used by James (1975) and Baleta and Neely (1980} in a ical Decision Task

using two groups of s__ubjécts. Subjects in both groups were given the same set
df frequent and rare words as ‘tar‘geté'. However, subjects in one gr‘o?p received
pronounceable nonwords as distractors, whilﬁe subjects in the other-group
received unpronounceable nonwords. For the subjects (in Balota af_aci Neely {929)

who received pronounceable nonwords, e average response latency for frequent

and rare words waé 632 and 730 msec, pectively, for a difference of 143 msec;

while the subjects who réceived the non-gignounceable nonwords had response

. oA .
times of 598 and 662 msec, respectively, for a difference of 79/msec. Hence, a

), K/s:et of frequent and rare words do not always lead to similar effects of wor‘d
' T— .

"d frequency. A change in the task demands, in terms of target and distractor
distinctiveness, can produce non-additive effects of word frequency. Furthe’r‘,
as y.vould be expected there were more evrr‘ors to both words and nonwards with the
pronbunceable nonword distractars. Thus, the awm that an easier
discrimination will produce a smaller effect of frequency is supported by the
data reported by Balota and Neely (1989). Remember though, that an easy task is
defined by the nature of the decision space and not, as was seen in Exp. 2, by
whether the subjects must make a quick decision. Sin';ilarly, c'ha.n'ging the v_isual
quality of the display does not change the ease of lexical decisions if the same
set of stimuli are used. While letter recognition hay be more difficult, and
hence lexical decisions delayed, the interpretation of the letter strings still
occurs within the same decision space,

vy In summary, the rélationships described by the relatedness
..dis‘cr‘ihution are assumed to be determined jointly by the type of stimuli

encountered and the differential knowledg-e\ﬂbcnut these stimuli in memory. While
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the nature of the relatedness dimensian may vary between tasks, it, like the
decision criterion (A) in the random walK process, is a constant within a single
eXperiment,

As an example of this last point, consider a comparison of the Word

Frequency Effect abserved in the ug_piased group in Exp. { with that observed in

Exp. 3. Both experiments used the same set of words and pseudowords, yet the
average size of the Word Frequency E:_f-l‘-ect in Exp. {, 43 msec, was almost half

that seen in Exp. 5, 38 msec. It woull_:i appear, then, that the Word Frequency
Effect is n t/‘a constant size for a given set of stimuli. The actual size may

bé rel}X;tn both stimulus and task conditions. A possible cause of the

different effects of word frequency in the two experiments is that half the -
items in Exp. 5 were degraded. Yet despite the differences between experiments
both degraded and non-degraded words ;_r.huwed the same word frequency difference
in Exp. 5. Thus, it waé not a question of whe‘ther: épeciﬁc stimuli were

degraded or not which lec‘i fo the difterent effects of word frequency, but

apparently the general characteristics of the test environment. While the

average response time for the unbiased group was slightly faster than the

-average response time to non-degraded words in Exp. 3 (841 and 572 msec,

respectively), we Know from ‘Exp. 2y with speed and accuracy instructions, that a
speed-accuracy trade—-off is not a sufficient basis for a changé in the Word
Frequency Effect. Inte\restingly, the érr‘or rate in Exp. 1| (for both words and
pseudawords) was larger than the error rate to non-degraded items in Exp. S. - g
This suggesis t'hét the characteristics of the memory set, or ’She relatedness

dimension, used for decisions in the tv\fexperiments were different. That is,

the memory standard used in the comparison process was different for the two

..experiments. This makes intuitive §enrse, of course, as at least half the items -

A\
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in Exp. 5 were visually degraded. Consequently, it.seems reasonable to suppose
that the stimuli would require a more extensive analysis because of this -
degradation. It wedld appear, however, that subjects ance committed to
extensive analysis had to apply the same standard for degraded and non~degraded
words. In short, while the relatedness dimension may vary across experiments
(but not necessarily, given the results of Exp. 2) it should be a cbnstan‘t
within any given experiment. ‘

In summary, while the Word Frequency Effect is often additive
across experimental manipulations (e.g., Exp.s 2 and 5), it is possible,
nonetheless, to find non-—add{cive effects. This noq-additivi’ty may be
accomplished by a) holding the relatedness relations for words constant while |
manipulating the level of distractor relatedness; and b} changing the average,
availability of stimulus information within an experiment, such as by a
manipulation of the average visual quality. Anothar method for changing the
relatedness dimension is semantic context) and will be discussed in the next
section. .

Semantic Information and Lexical Decisions

To this point a relative familiarity judgment has been discussed
mainly in tepms of visual familiarity. This however has been a simplification
for th.e purposes of clarity. Relative judgments are not an isolated property of
visual—-grapher;e processing; they are one aspect of an incomplete similiar:ity
comparison, and hence are likely :.Jr'esent in most nen-reflective decisions, As
seen, semantic in-Ft;r-rnation as well as visual familiarity can determine lexical
decisions, and in Relative ?amiliarity Judgment model this is explained .I;y
assuming that semantic information is included in a relative decision.

Spe;:iﬁcally v it is suggested that as semantic constraints are used in



representing stimuli, they also cun{ri\bute to the relatedness dimension; and
L]
hence semantic information is seen ag a d rfé}gage of information in a
relative judgment.
An aspect of semantic information not discussed td this point is

the effect of semantic context on lexical decisions as introdiced by Mever,

Schvaneveldt and Ruddy (1975). Semantic context in this paradigm entails

pre-sentatioﬁ of a word related to the target contiguous 1o a target word.!
Typically, lexital decisions for the target word are {acﬂitated by this
contiguity (Schvaneveldt, Meyer & Becker, 1976; Fischler, 1977; Becker &
Killion, 1977). For example, lexical dedisions about NURSE would be fas and
mare accurate when preceded by DOCTOR than by LAWYER. At least initially, this
would seem to provide strong support for the present argument of multiple
constraints in the Lexical Decision Task. 'I'h15 is~true, however, only if -
semantic context is prdcessed during the acutal recognition of a target word.
1#, as is suggested by Morton (1949) and Becker and Killion ({[9.'2.7 mantic
context speeds lexical decision by pre-biasing the visual reprssenta‘tmr%of the
target word, then semantic processing does not need 4o he considered as ac‘tlve'-\(
- during lexical decision. That is, the active word decision may be considered as/
_dccurr‘ing exclusively at the level of visual pro;eﬁsing when the effectof ¢ /
véontext is to pre-biases this processor. Because of this potential difficulty
in determining the manner in which semantic context contributes to processing,
| the effectg of semantic context in this form have been ignored to present. The
< following géction presents a potential method for selectiné between an
explanation of :sernantic context in ter'msf:f‘F a concurrent processing of se mantir.'
mfnrma‘hon or a semantic pre-biasing of the visual processmg. .
Seman‘t:c contert in the present perspective can facilitatglexical

J ' i

rd
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decisions in two fashions. Firat, it can facilitate decisions at a semantic
level by emphasizing certain seman?tic features in the dec%sion standard; and
secondly it can influence the expectation of a particular word’s visual
-Fea'tures.‘ |

A temporary change in semantic in{-nr‘metion should affect processing
in much the same way as other changes in memory infarmation. That is, it should
increa:se the probability of a feature match in the comparison process, and .hence
it should increase the speed and reliability of a pasitive decision. Moreover,
it should operate on performance in a fashion similar to the thanges in memory
information discussed earlier, such as frequency and repetition. As'with the
- other memory changes semantic context will have a le::;ger‘ eftect in f-acil_i'tating
similar targets than in inhibiting diséimilar"targets. The jus{ificati_nn for
this claim is that in a large discrimination set, such as the relatednegs

LS.

dimension, the number of features shared in commaon by the memory #iformation and

& given target is far smaﬁer than the number of features not $hared in common,
Hence incrementing the number of similar and dissimilar featurés by a similar
amount will primarily affect positive feature matchgs. As decisions depend wpon
the ratio of feature matches to feature nonmatches then adding information P
generally increases discrimiﬁability. Hence, similar to frequency and
.‘&repeti{ion information, semantic context is primarily #acilitclr'y in operation.

The second possible mode of action for semantic context resembles
the spreadlng actwatmn ex planation of cnntext effects (see Tweedy, Lapinski &
Schvaneveldt, 1977). Not only are semantic c'nn'ét}ainfts changed, the mature of
the visual rep‘res-.entaf;ion is also affected. Ho#vever, as i the pr‘evioue
discussion this ehenl;_;e_- in memory-representation mainly facilitates the primed

‘ . g ‘ ,
target, or stimuli similaf o it, and should leave decisions for dissimilar

C
-

st
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targest largely unattected,

While the benefits of semaptic context, word frequendy and
repetition are attributed to a similar change in me rrior'y represe’n'ta'tion,.‘ther‘e
are important differences between t/l'u?/'three conditions, the primary distinction
being thé potential for strategic manipulation of these conditions. Word
frequency is a diffuse and long term aspect of word experience and because of
this is not open to manipulation by expectatinn; That is, it seems unlikely
t;ut a subjeft could intentionally emphasize frequent or rare words by
manipulating the relatedness dimensidﬁ. Séman‘tic context and repetition, on the
other hand, are easily gubjected to such manipulation. Tweedy et al. (1977)
shT that the facilitation from semantic context increases as the proportion

of related pairs encountered during a Lexical Decision Task increases. This

change 1o facilitation could be dt.\:'e to either of the_two processes discussed
above but ei'l.‘.her' case it reflects a change in the extent to which informa‘tgg_
is used in lexycal decision., / |
~ While  similar manipola ion of strategic information has not been
shown for repetition, there is no reason that it should not show a simile{
flexibility. An\ﬁferesting test of this prediction would be to apply the
Episodic Priming technigque used by McKt;oﬁ and Ratclitf (1979) with the
manipulation of the proportion of primed pairs useq by Tweedy et al. (1977,
McKoon and Ratcliff. (1979) found that newly learned pa—ired associates (e.g.
M%RBLg—HOUSE) yielded as large a facilitation in lexical decisions a.sbdid
Qemantit associates (e.g., BABY-CHILD) when 'te.sted in sequence. ‘If increasing
/,Ihe frequency of learned paired associates in a Lexical Decision Task produced

the same pattern of increasing facilitation r‘epbr‘ted by Tweedy et al. {197

semantic associates, then strategic priming would be shown for repetition.

. -



Evidence of strategic priming has been found in the Ward Identification Task.

“Jacoby (1982a) found that the benefit of a prior presentation in word

identification depended upon the type of words in the test li__st. The relative
benefit of a prior presentation increased when the test list contained more o_ld
waords than new wort;ls, whereas the relative benefit of a prior presentation
decreased when the test list contained more new then old words. It is likely,
then, that information gaine& from a prior presentation can lead to effects of
strategic priming similar to those shown by semantic 'context.

o The present claim is that semantic context can show benehts}f
'1

str‘a‘teglc priming while word frequency will not. This has an important

- implication for any explanation of the Lexical Decision Task. An often quoted

di_-F-Ference ‘between the two effects of word frequency and éeman‘tic context is
that semantic context interacts v?with visual quality (Mever, Schvanevelg},& .
Ruddy, 1974; Becker & Killion, 1977) while word frequency does not (Stanners,
Jastremvske & WES:tbFOka 1975; Becker and Kiﬁ;un, 1977). A possible
explanation for this comes from the preceding argugent of strategic effects.
Within the 'r‘ela'tive familiarity hypothesis, decisions baged upaon a similar
relatedness continuum will result in similar effects of Memary information, when
performance is analyzed in normalized accuracy distributions. This represents
the case when word frequency and visual qi.:ality are tested, and‘w_hen word
_-Fr*equer:ncy i1s tested across different levels of acr.ur'icy instruction. Changing
the relatedness dimension, however, can lead to diHerenf effects of identical

word frequency information, e.g., Balota and Neely (1928). Consider now

" semantic context. Ina manipulation of visual quality, the semantic

facilitation increases as the stimulus is degraded. It might be expected that

as the the visual guality decrease;'; the strategic emphasis-on seman;(: context’
L
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wil] also increaée. In this case, the relatedness continuum should also change,

and hence the ount of facilitation shown for semantic context should also
| ]

char#ge. Aﬂgj

lexical decision also changes the size of the Word Frequency Effect. In short, .

ill remember, changiﬁg the relatedness continuum used ina ‘
it is because semantic context lends itself to strategic effects and ward

. f::equency does not, that the two factors lead to diHeren"t results when visual
quality is degraded.

The present description -leads to testable predictions.

Specifically, if the relatedness continuum is biased by semantic context then

" there should be some evidence of this bias. Theﬂ-%per test for this memory
bias would entail examining decisions far alternate targets which share features
with the changed information. Remember, it is assumed that a change in memory
information will in general result in increases for both d’ and Beta. Thus, the
overall discr‘iminatﬁlity of a primed target relative to a similar distractor
should increase, at the same time the relative proportion of errors made to a

\
similar distractor should incresga.'

While the above predictfon has not been tested directly, a series

”

of experiments reported by Sc.hv eveldt and McDonald (1984) d¥fer a close

dpproximation. In this test semantic context was examinded in two conditions, a
_ , .
conventional Lexical Decision TasK with high accuracy and a Lexical Decision

Task where the stimuli were flashed tachistoscopically and followed by a mask.‘
In the latter test; enly ac:‘ur'aC\/ was gathered. Howevir. as the averall error
rate in this procedure was similar to tha.‘t seen in Exp.{ for the peet-:l
condition, the taék should be a fair assessment of lexical\c@c{hs about a

degraded stimulus. The critical factor in Schvaneveldt and McDonald {1921) was

the use of similar distractors in both the primed and unprimed conditions, as

-
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N .
well as the set of primed and unprimed words. There were four relevant

comparisons, a primed word (e.g., LION-TIGER), a primed distractor (e.g.,

LION-TIGAR), an unprimed word (e.g., RAIN-TIGER), and an unprimed distractor

(e.g., RAIN-TIGAR)., The subjects were to respond nonword fﬁr‘ TIGAR, and word
for. the correct spelling. Figures 18a and 13b show the normalized accuracy
scores for each condition, for the easy and difficult Lexical Decision Tasks.
First, note that the difference be‘tween' the primed word and unprimed word
cnndition_?. increased for a degrad'ed pr:esen‘tatinn. This is opposite to what is
typically found for word frequency :uhen stimuli are degraded (Stanners et al.
1975, Exp. 9 c'tnt:i"\.«li'ae-n)~ speeded judgment is required (Exp. 2). That is, the
normalized accubacy scores shaw an interaction for semantic context but a main
effect for word frequency. This of course is the same pattern of results
typically found with decision 1atenc{es and on the basis of the prgvious
discussion relating accuracy and latency it is suggested that the parallel
effects of degradation on accura-cy and latency is based upon a shared and common
process.

The second point of interest in Figures 18 is the rejection of
mis'.-:.pelled words. Distractors similar to words yielded relatively -mure errors
when preceded by the similar word’s éme. Moreover, as for the words, the
manipulation of con:text had the largest effect when the stimuli were degraded.
This iﬁcrease in normalized errors is opposite to the additivity of normaiized
errors seen for pseuaowords in Exp. 2, for the speed and accuracy instructions.
Within the present mode}, the relative change in accuracy for primed words and
similar nonwords implies a change in the characteristiﬁs of the relatedness
dimension when primes are used with visually degraded stimpli. m*p

restructuring of memory is a feasible strategy for semantic infarmatian but not
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for word fregquency.

There are three important points to & made from the preceding
discussion. First, the effects of strategic pr’iming prabably account for the
in‘ter'a.ction of semantic context with visual quality. Second, as discussed in
the introduction, the effect of a memory bias in a complex test environment
produces a change in both the estimate of d’ and Beta. This point canncrt‘be

5 emphas:zed too strongly, all too often memory changes are considered to be /
erther a d’ shift or a Beta shift. In point of fact a change in memory is
neither. It is the test environment and the type of information tested that
determines how the change_in information can be used, and whether a change in
memory will function primarily as a d’ of a Beta change. The third point is
related to -the second point, the effective change in memory information, and
hence the bias due to semantic context, was different in the two test
environments shown in Figures {3a and 18b.

at semantic context may operate in two
~ ) -

eatures and at the lelel of visual features.

Earlier it was claimed
A}

fa.shions, at the level of sema

Both of these strategies have their fespective advantages and disadvantages.

Priming at the level 0% semantic ha‘éures will generalize icros; semantically
related but visually distinct words. Priming at t.his level, thaugh, is not
'especulli use{ul with reduced vxsua.l information. Priming at the level of
visual 4eatures. on the n‘ther- hand, should facilitate processing of- a degraded
stimulus with a cost of greater sensitivity to visually similar gistr‘actors. If
priming were solely for visual féa‘tures then there should be no generality of
sembhc context. In short, it is proposed that the change in strateqgic pmmxng

observed by Schvaneveldt and HcDonald 197N reflected a change in the type of

information tegted in addition to a change in the emp?sis of semantic context.
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There are several experiments which might test this prediction, but

unfortuhately there is no particular reason that priming should occur

. exclusively at one level or the other. For thig reason the difference between

conditions may be one of emphasis rather than of presence or absence of
information at either level. As a result, without ah explicit formula for
t__:;fne”rating these weightings; the‘ relative familiarity hypothesis can only serve
as a roﬁgh guide for making predictions. -

In conclusion, it is suggested that the \}’?elative Familiaﬁity,
C_Iudgmen't model developed earlier can also describe the function of semantic

s

context in the ?al Decision Task. Furthermore, it is proposed that semantic

contexw

that both these memory based constraints on Judgment share common encoding and

frequency is mediated by difference in word Knowledge, and

decision processes. The 't;vo di-Fier? however, in terms of thé_typé of _
information emphasized and the ease of their strategic manioulation. Finally,
it is proposed th.it the last feature, the eise of strategic manipulation,
accounts for the major expeT*imen‘tal difference found for word frequency and
semantic context. Thus, where other theaories locate 'word frequency and semantic
context at separéf—e stages, or indifferent processes, thé present account J
stresses the similarity of. representation and process, and emphasizes the
factors that manipulate memory based information. )
Conclusians.

In the introduction a contrast was drawn between lexical store

models of the Lexical Decison Task and the relative familiarity model. The

lexical store models make several issumptguns about the nature of the fnemaory

invegtigated by the Lexical Decision Task, such as that enly meaningful words

" are represented in lexical memory, and that the infgfmation used for lexical



access is independent of variations.in visual form. On the basis of the present
results it is clear that bath these assumptions are incorrect. Pseudoword
strings pr‘eviouslf seen ::!uring a visual letter search tas_k are likely to be
Falsgly recognized as real words (Exp. 2 and 3). Moreover, in Exp. 3 it was
found that lexical decisions are systematically biased in terms of the visual
form o:F the graphemic strings. Decision fm: words were facilitated when test
stimuli were in a lower case typography, while decisions for pseudowords were
hurt by a lower cas; presentation. From this pattern of results; it is clear

that some aspects of the "physical" ar visual form of the grapheme match the °

internal word knowledge better than other f’orms. Hence, it can be conciuded

~ that lexical decisions are not a pure measure of visual, graphemic knowledge.

Lexical decisions reflect in varying degrees knowledge'abou‘t all aspects of word
experience, | |

Another: assumption, that the‘ speed or accuracy of lexical access in
indepé.nden't of task demaﬁds is t_:lea:ly not in accord with the results of E:xp_. 2

or of Balota and Neely (1980). Speed instructions in Exp. 2 could be compared

to word recognition while skimming, while accuracy instructions could be

compared-to reading for detail. Lexical decisions do not necessamly measure

access time, r‘ather it would seem 'the‘ measure the time to achewe a task ®
specified level of confidence. This sensitivity of the gpeed of lexical

decisions to task demands has important implications. In a-recent papér‘ Gl

—

and Ehrenreich (1979) report that lexical decisions to frequent words may depend
_ . 2 ‘

upon the stucture of the “internal lexicon". In a series of experiments they

found that the relative advantage in decision latency for frequent words aver

rare words increased when frequent and rare words were presented in blocked

L

hsts. and decreased when they were nresan‘ted in mixed lists. They interpret
i

-



" lexical memory used for mixed trials, and an abridged (frequent wards, only)

the advantage of blocking word frequenty to two "internal lexicons", a complete

lexical memory used. for freguent words in the blocked trials. On the basis uf
Exp. 2, two "internal lexicons" is clearly 1nadequa’te in accounting for speeded )
1ex1ca1 decisions. It seems more likely that subjects shifted their respunse
criterion between blocked and mixed trials mere for frequent words than for rare
words. On the basis of Exp. 2 such a 5tratégy would have a larg’e benefit for
decision latencfy* with frequent words and only a small cost in .decision accuracy.
In conclusion, t\heapeed of lexical accessds not invariant, ra€ber it depends
upon task and stimulus demands.(

Further, the relative increase in false alarms to repeated
pseudowords when decisions are speeded suggests that partiaf inforrna'tipn is
available in lexical decisions. That is,’uhile detection of a word may appear
1o be all or none, it is the decision procdss that produces this ¢ a\racter:shc.
Access to memory would appear to be graded and. decxsmns all or none.

There are several implications of the above conclusions. First,
the initial stage in any use of a word is to mal;(e contact with spécialized
memory information, not a specialized lexical memary. 'Second. the Lexical
Decision Task is an indirect measure of thi§ initial stage. Lexical decisians'
appear to be familiarity judgments about word stimuli out of context, while most |
tasks using ords stress méghi gful in‘terpre;t’ations within a context. Hence,
the Lexical Decision TaskK is not a direct and unbiased measure of the word
processing skills us’gc_i \in reading. Undoubtedly there ar: similarities in the
origin of skills used in reading and in lexical décisions, but the type of
stimuli used as targets and disiractors, the nature of task demands, and

r
variations in‘the visual form of the stimuli may all lead to significant

r
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differences in the Lexical Decision Task that are irrelevant to normal reading.

L
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APPENDIX A

. .

-

- The fonowing f:l.‘tl:ldy_wfas' anjarly attempt to ex-per‘-i.men‘tally"-
manipuiate meaning; in a Lexical Decisiuﬁ TasKk. The Levels of Processing
manipulati.nn- was ex a,rn'ine‘d in both a Lex-ical Decision TasK and in a ’typicai

'__r'ecognition test. The results showed no effect of the jlevels manipulation in B
lexical recognition. Huwever,\there was onl;/ a—minimal effectofa pricr .
presenta‘cmn. As the test snrnuh were mainly, frequent words adupted -From a

’levels D'F Processing task, it was assumed that the small effect of a repetition
which is typxcal fbr frequent words .minimized the chances of finding an eHe.ct
due to the semar:tic manipulation. On the other hand, the levels mafaipula‘tiﬁn )
had ‘the'exp;ct‘ed robust effect’in the test of récnc;niiion r:emt;r'y. On'the basis
of this finding, ?t was felt unnecessary to include a test of recognition memory
in.Experimen‘t 3 | | o .o o §

The nerjal procedure useq in this pilot study involved fhr‘ee types
of Phaée I orjenting "tc;tsks.' and then tested for different levels of tranfer in a

2’

subseque t.Phase II, Lexical Decision Task. ‘A surprise recognition test was
\ ’ " *

given to each sub‘.iect following the Lexical Decision TaskK. o .

Method |

Subjects.. Twenty four McMaster undergraduates received an hour’s

L

-

course credit for participating in the experiment.’
Materials and Procedur‘eJThe word stimuli and Phase ] Dmentxng
T -
questmns, used in E:».uemen‘t 2, were taken from Jacoby a.nd Dallas (1981). The
words, which were not controlled for frequency, were 5-191‘(@. Three

types of questions were asKed for each wor'd, each reguiring a yes or a no '
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answer; the or‘dering of type of q(les‘cinn and ’the'type of answer were randomized. .
The three types of questmn were\(i) letter search queshons (e\g...\ontams
the let‘ter‘ ’B"?’) {2), rhyme ques‘tmnét(e g.» Rhymes-with glass?); (3) semantic S,
questions (e.g.. Is a rodent?. Phase I prasented 90 wppds {20 words i each of
Jchr'-ee orienting .tasks {10 yes and 10 _nﬂc,s_-,. per taskl. 'f'!)fe approp{‘iatg - i
] tountarbalanciné was performed between sub_iecté'. such that each wc;r'd was seen
équally often in each of the six conditions (three tasks times two responses),
‘and‘ as afew word. . ’ ¢ 2
The Phase II, Lex:cxf,D;CJ.smn Task contazme targets, ge words . L
and Sem\eu\dﬁuards, of the 30 words, 59 were repeated and 20 were
expen novel words. The procedure used in the Lexical Decision TasK was

smular to that usaed in Exp. . The word stimuli were caunterbalance aCross

subjects, as old and new words. . < B o N
A't the end osf the Lexical Decision Task, each subject was ngen a

sur'pnse, ep:.sodﬁ recogmtmn test in or‘der- ‘to assess the Leveis of Prnceslsmg

manmulatmn. The r‘ecngnrtmn test consisted of 240 5-letter nouris, 80 of which -

were repe ted words from the Lexical Decision Task. All the words were typed an

|
per, and the subjects were mstructed to circle only the

a single she
words tﬁey-rev(en]bered as having seen in the Phase I tasks.
3 Results and Disq__x. ssibn ‘
The reéults o:F the Phase II, Lexical Decision ;I'ask are preseﬁted in
'I;apl;z A, while Table B presents the results for the test of recognition memory:
As can be seen in Table A, ti;lere_was only a sm:;ll benefit of.a
prior -pr-esentation in ‘the‘Lexical Decision Task; although this d}fference was -~

significant, However, tlher"e were no sighiﬁcan’t differences in either the

response latency or accuracy attributable to the type of the Phase I, drienting
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TABLEA T

Reaction times (in msec) and Percent Accuracy for ﬂords'

-

4

Phase I task:.

" SEMANTIC JUDGEMENT

LETTER SEARCH

RHYME JUDGEMENT

and ;Pseudowords, in Appendix A.

5.
' Phase I RESPONSE
‘YES” . * © ‘NO‘

PHASE Il RESPONSE given:

RT " ACC. RT __ Ace.

658 (98.8) ' 466 (98.1)
663 (99.2) 475 (97.7).

449 (99.4) 673 (97.5)

T.

NEW IN PHASE If:

« +

N AN AL b e e e bmee s s -

. NEW_WORDS

" PSEUDOWORDS

RT___ACC. _RT___aCC. -
. 673 (93.7)  7%0 . (96.6)
9
4
/ ]
/
< \
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tasK. -Huwgéer. the overall distributionof latency and errors are compatiblé

wrth pr‘edlctmns e;.pec:ted from the Levels of Processing persne::’nve I't may be

tha.t the overall low leve] of transfer' hide any difference due to the type of
-

Ph;xse I, orienting task.

-

As was expected, there was a large eftect of the Phase I, drien‘tin'g

task in the r"ecngni‘tiun data, see Téble B. The falsz alarm rate for the 15@ -

- distractors was-3.4%. As predicted, the semantic Judgements, in Phase I, led to

higher ovef':all‘r'ecngni‘tion; althputgh there was not a general benefit of rhyme

,judgémeh‘ts over letter search questions. Also, there was in general higher

- recognition for yes response‘s than no responses, except for the letter search X

guestions where'y-ie reverse is true. The greater memnry retention for yes-

respunses is a typmal <Fmd1ng in a Levels of Processing’experiment {see Craﬁ( &

" Tulving, 19?5), especmlly for semantic gquestipns. K 4

In summary, the recognition test showed the usual effect'of a
.
Levels of Processing mampulatmn, wh119 the Lex:cal Decision Task revealed no
significant differences for thesﬁmmpulatmns. However, given the small

benefits shown for repeated words, and the general similarity of reponses in the

Lexical Decision Task and the recdgnitiun task, it could not be concluded that

K

- contextual information, gained from a prior presentation, has no effect within

lexical decision.

e e e —_——
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. LETTER'SEARCH

» TABLE B e Lt

s
¥

5

h Episodic Recognition scores, for Appendix A,

giuén Percent A\furacy. )

PHASE II RESPONSE given:

Phase I | RESPONSE
~ ' ‘YES~” .I ’

_Acc. ACG,

. P

Phase I tasks

4_.9.8 * é8.0 &

RHYME JUDGEM 98.3 44.3
- - N
SEHANTIC JUDGEMENT 746.3 57.9
J;@. - ) ‘ ‘ o s
*ﬂ WORDS .
FALSE ALARMS
. . . ——
NEW IN PHASE I1: 3.2
CHANCE PERFORMANCE WAS 33.3 %
| o \f’“\\
Where: S = Semantic Judgement in Phase I -

R = rhyme Judgement in Phase I
P = Letter Seach in Phase I

and “‘ Y = a ?YES’ Response in Phase I
N = a ‘NO’ Response in Phase I.

LT = R AU





