‘

THE CONTROL OF A PLASTICATING EXTRUDER WITH

FLIGHT NOISE AND PRESSURE SURGING

£ ’ By .
, @ MARK HENRY COSTIN, B.Eng.

A Thesis
Submit£e&‘to the School of Graduate Studies
In Partjal Fulfilment of the Requirements
_for the Degree

L ' Master of Engineering

McMaster University

June 1981

»e



"y

-




~

MASTER OF ENGINEERING (1981) McMASTER UNIVERSITY -
(Chemical Engineering) Hamilton, Ontario
TITLE : The Control of a Plasticating Extruder

. with Flight Noise and Pressure Surging
AUTHOR “ i Mark Henry Costin, B.Eng. (McGill University)
SUPERVISORS :  Professor P.A. Taylor

Professor J.DP. Wright

7

NUMBER OF PAGES :  x, 193

A



ABSTRACT
Dynamic models f;g a plasticating exgruder melt pressyre are
formed from steady state, step test and'time series analysis data.
The extruder pressure response to steps in screw speed is modelled by
a first order transfer function with a time constant of approximately
0.2 s. The noise associdted with.the extruder pressure consists of a’
pressure surging at 0.125 Hz frequency and a longer term drift
associated with the die temperature comtroller. This'dgifﬁ'hgs,a
' period of appréx;mately 3.0 -min. The pressure also has a signal noise
| at the same frequency as ti}e screv rotat_ipn caused by the s‘crew flight
passing tﬁe tip.of the pressure tramnsducer. .
The digital PI and i@e self-tuning regulator contrgl
algorithms are .used to control the extruéér. These éqntrolle;s are
‘implemented in combination with vgrious filters which remove the‘
flight noise.‘ The most succgégful contgoller/filter combination is a
digital PI’controllgr‘used with a'fi;ter constrﬁcted,froé 2 p;les and

2 zeroes.

)
1=

The dynamic responge of a disturbance c%uéeﬁ by changiﬁg the
inpug polymer quality is also examined. ?he use of Box and Jenkins. - _ .
'~ seasonal timé series models gb bandstop filters is studied and it is
comcluded that they have little bracticality.as filters, ‘Anothegl
topic cove;ed by the tﬁésis is the effect thgt including filters‘in

the forward transfer function part of a process has on the self-tuning

regulator algoritﬁm;'
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CHAPTER ONE / B

=/
Fe:

INTRODUCTION .

-

One of. the most important pieces of equipment ‘used in. the

processing of‘plastics;.is thé plasticating extruder. With.plastics

finding more and varied uses, that réquire exacting standards a

-~

" method of increasing polymer proéduction without degrading the product

quality is need’d. Presently most industrial extruders ate run with

LY

analog PI controllers to regulate wall temperatures and melt pressure.

“ The applicatiOn of more modern\process control techniques to the

-

_extruder has the potential for great savings in the polymer industries.
« ¢ This thesis describes the modelling and control of s small
industriel scale extrude;.' M@ny authors (e.g. Tadmor end Klein(1978))
haye reported pressure surges due to the‘breakup of the tip of the
solid region and a signal noise due to the rotgtion of'the screw,
However, the previous attempts, reported in the literature, of

modelling and controlling the extruder pressure have completely

neglected thesge disturbances. The previous stochastic control studies,

~

" which had great potential to identify and control these disturbances,

stopped at the modelling stage without applying control to the actual

-

<

The objettive of this thesis 1s to experimentally identify the

npise-models and transfer functions for am extruder, using the screw

_speed as’ the manipulated varidble and the pressure as the measured

variable, -Once-the dynamic model for -the -extruder is tdentified,

.
.1‘ » .
s
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~~ __ ° wvarious control schemes are implemented on the extruder in an attempt

- -

X té\;E§Bia£e\§h§*2£35essh

\
This thesis also studies the effect that filters with cutoff

-

frequencieé cloge to the control frequency\have'dn”thefeloseé Lpopf;
c6;trol. Varioﬁs filters are e;amined and implement?d to remove the
flight noise from the piessure signal in an attempt t; improve the
quality of control of the extruder péessure. |

Time geries mode}s based on filtered dafa are éompéred to~the

_———— "one developed fbrﬁfﬁé|hnfiiteféd*case';u1hg'effects of filters on the

® =

-

coitrol achieved.by the self-tuning reguiator algofifhm~is discussed
in detail,
The thesislis outlined as follows:
Chapter Two:'.A,literhtufe survey on the application of process control
to the extruder ig presented. The chapter is divided into three ) '
sectiond discussing classical control gtudies, modern control studies

,—-—\and\éxtruder disturbance studies. ,

Chapter.Three: The extruder equipment and computer facilities are

described.

Chapte£ Four: Thig-chapter .ents steady state runs and stép tests
performed on the ‘extruder. tes for process pafameters'and
disturbances are ﬁédéﬂ . A |
Chapter Five: A time series model for the extrudgr is presented.
Cbépter_Six: The extruder presgure is reguléted by the digital PI
algorithm using éhe screw épted as ménipulated variablé., Experimental

results for unfiltered pressure data and pressure data filtered by

various methods are ﬁresented. Filtering thgdry and Bode diagrams -
+ L] d ‘ * .
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for the individual filters are discussed., —

\
 Chapter Seven: The application of the self-tu;g;g)regulator in

combination with various types of filters for the control of the
pressure is presented. The control of extruder pressure in general

is summarized,

Chapter Eight: The results of this thesis are summarized and

recommendations and conclusions are presented.

e =
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CHAPTER TWO

- LITERATURE SURVEY

L4

2.1 Classical Control Studies-

"Recently, the problems presented by the dynamic behavior of
extruders has attracted the attention of many;research teams in the
field of plastic processing. Most of these workeré have proceeded
Ey using classical techniques for both model identification and
process control applications. Claésical iethods uge dynamic models
of the proceés exgressed in terms of transfe? functions. These models

.\

. |l B .
are generally determined from open loop step response data. Control

.aigorithms are analog or digital versions of the PI or PID-algorithms

which are tuned either off-line from the models or on-line by trié;
and error. This section describes most of this work, all of which has
been published in the last decade.

Dormeier(1979) outlines the use of digital PID algorithms. He

"r.;egulates the melt temperature on a 45 mm screw diameter extruder with

3 heating zones. The barrel heater nearest -the screw tip is used as

'disturbances. The digital'PID controller is tuned off-line using a

simulation -tudy that is developed in amother paper. It.1s found to
be superior to conventignal';nalog control for both disturbances and
set poinq changes, uHowever, set point changes and disturbances each
have a different ;et of tqﬁing parameters and no details are given on
the tuning.éf the analog c;ntroller. This paper sﬁows that the
coyhination of heater power.and the'digital PID algorithm can be quite
effective in regulating 1éng term tempergture disturbances; The

s
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4
controller is tested by set point changes and disturbances caused by
steps in the second zone heaéer power, The'figures presented show that
a disturbance rejection ;r set point change reaches steady state within
10 min. Unfortunately, the systém time congtént, controller sampling
time or any description of typical process disturbances associated with
the melt temperaturé are not presented. Also no consideration is given
to the effect on the process of &isturbanceé other than the ;edond zone
heater siep disturbances.

Fingerle(1978) déscribes'a contrgl system designed .to regulate
the temperature in an extruder. The m:iﬁ temperatyre is‘controlled by
heat generated by viscous dissipation f;om the polymer. This is called
autogenic ;ontrol. In this systém the temperature is“cqntiolled by
manipulating a plunger which variés the le;gth of an annular sgc?ion
at the'end of the screw. By varying this length, moré or less heat
. will be generated by'viscous dissipation. The extruder used in the
experiments has a screw diameter of 60 mm an& 25:1 length to diameter
ratio, The responses of melt temﬁerature and pressure for step |
changes in both annulai length and screw.épeed are reported. The
steps'in screw speed were large, AOr/min,‘and fingerle samples too
slowly, at 15 s, to see any high frequency disturbances. However, the
steps are performed for many different operating cohditidns, showing
that the éxtruder gain is linear for the range 40-120 r/min gnd 12-43 mm
annular length. The pressure responds almost immediately to a change in
screw speea, fising to a maximum:after 15 s (one sampling period5. The

pressure then falls to a new gteady state level as the temperature rises.,

The pressure response shows an overshoot of over 40% in comparison to

N I

e we oas am .
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the final level. The melt temperature has a first order response,
with a small period of delay (0.25 min), to changes in screw speed and
annular‘lquth with Eimé constants of 2.5 min and 1.5 min respectively.
The transfer functions relating annular length to pressure are
Presented for various screw speed operating conditions., The transfer
functions presented have higher'order nnmeraéor (lead) terms than
- denominator (lag) terms. This is physically unrealizable as it implies
that the output predicts the input. However, Fingerle also reports
that the gain for the transfer functions relating annular length to die
pﬁgssure is so small that these models are neglected. The pressure and
annular lengtﬁ are then considered to be uncorrelated variables. The
controller implemented appears to be a variation of Dahlip's algqrithm
(Smith(1972)) using annula; lengfh to control the melt temperature.
Ragtogi(l978) and Frederickson(l978) of Measurex Corporatioh
describé a general industrial system used to control extrudate °
thickness and throughput for extruders with flat dies., This system
uses ‘a microcomputer which can be programmed to h;ndle many different
control function; and sénsors in a'simple and, flexible manner, ihesé
include an_ option pf'retuning'control variables based on.a process
model and the current operating level. The control algorithm most
generally used appears to be Dahlin's algorithm (émiph(lQ?Z)).
The system only controls thickness and throughpuﬁ. No mention
is made of any other variables such as temperature or pr%ssure. v
Experimenéal data Bhowing the effectiveness of the'systﬁg in controlling

. . /
thickness and throughput are presented. .Rastogi shows ﬁ two-thirds
‘ /
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reduction in thickness variance. The controller takes apbroximately
2,5 min to éomplete a setpoint change, sampling approximately'ev;ry'
10 s. Frederickson's data shows that the control is very effective in
eliminating any offset or long term drift in thickness. \ However, the
thickness shows considerable‘high'frequency thickness variationms, too
fast for the take up mechanism to handle. It appears that this
controller would have trouble reguiating high frequency ( greater than
approximatelya0.0I.Hz) thickﬁesé variations. |

Tadmor et-al( 1974) develop a dymamic simulation of an extfuder,
based on theoretical models. This simulation uses instanta?eous‘mass

and energy balances to identify the pressure, temperature, throughput

and width of the solid unmelted polymer bed, as a function of time and -

distance "down the extruder barrel. The simulation is used to model

a'63.5 mm diameter extruder. The length of the barrel is not given.

?he results for large changes in screw speed level (from 60 i/min

to 100 r/min) are presented. The pressure response is described by a
gain with no dynamics, followed by a slow decay to a new steady state
level, as the: temperature rises. The temperature rise overshoots its

final value by approximately 30% and slowly oscillates as it decreases

to the steady state level, The temperature response time constant is

of the order of 10 s.

Brauner et al(1978) use the same model as Tadmor et al(1974) to- .

" model the dynamic behavior of the extruder when the rheologicﬁl

properties of the feed polymer are varied. They study two cases, -a
minor change in apparent viscosity corresponding to minor vafiations

in feed material and a major change in apparent viscogity corresponding

o



to an entirely different feed material.
Brauner et al'é simulation shows that a smaii step changé.in
feed polymer apparent viscosity forms a pregsure wave in the‘melting
éone. The die does not sense the increase in pressure until the
pressure wave arrives. Both the‘temperatdre and pressure rise ;ntil
the wave reaches the die, one full residence time in the extruder.
With the arrival of thé‘wave at the-die, all the variables have a
dramatic change in‘th;ir dynamic behavior. The die pressure and
throughput perform very fast dynamicésteps.(the steps appear to be .
almost instantaneous with the.a¥riva1 of the new polymer) to new
steady state values. At'this point the temperature also levels out
to its steady state value, |
The case of the major change in apparent viscosity has the
same fesponse ag the previous case with one important addition. When
the new poly&er,reacheé the die,‘thg flow rate is greatly changed.
This- causes a shift in the position of the start of the melting region.
This in turn causes an oscillation in solid bed width which is sustained
as late as one residence gime after Ehe new material has reached the die.
Brauner et al -propose simplifying changes to tﬁe modél, mainly
in the form of linearizations of some of the simulation's partial

derivatives., No results for the approximate model are pregented.

Brauner et al's results are not verified by éxperiments(and
-

4

Tadmor et al's.are verified only qualitatively on an extruder different

from the one modelled. Both their resu;ts deviafe.from those obtained

. experimentally in this theeié. An especially. surprising result for

the disturbance in feed quality, is that the die’ pressure does not
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change until the new polymer reaches the die. ,A preséure spike in a
fluid carrying pipe would travel much\faster than the fluid velocity.
A similar result would be expected ig the extruder s&stem. A éompariéon
Sf the simulation results of Tadmor et al and Brauner’gt al withféhe
experimental results presented in this thesis appears in Chapter 4.
Schott(1971) studies extruder dynamics by performing step tests
in screw speed and in polymer quality on a 44.4'mﬁ diameter extruder
with a 24:1 L/D ratio. His screw speed steps a%e relatively large, .
20 r/min (from 46 to 60 r/min), and he observes a highly underdgm?é& .
second order respoﬁse in melt pressure. Impulse tests in screW'éféed
lead him to §elieve that the extrude;'behaves like a differentiator.

Hé,postﬁlates a transfer function model, equation (2.1) relating

N

pressure to screw speed.

P(s) _  ___(1+as)*
U(s) 12 82 4+ 21 £s+ 1

(2.1)
vhere a = 0.42, £ = 0:08 and T'= 0.85 s are fitgeg frém éxperimental
data. However, this transfer function has a higher order numerator
(lead) terms than denol.nin'at:or (lag) ~t:t-zrms which implies ‘t' the output
predicts the input.w\This system is phyéipally unrealizabie.

| Schott's steps in polymer quality are performed by suddenly
switching from ome pglymer to another.- The fressure response to these
steés is modelled as a second order plus .dead fiﬁe trangfer function.
'This model has a dead time corresponding ;orthe'syétem residence tiﬁe,
aPproximateiy 5.3 min, a time constant équal-to 8.44 min and a 0.%06

damping coefficient. In this thesis, Schott does not describe any

[ R
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inherent disturbances in the extruder. Pressure surges, such as. those
describedliﬁ section 2.3, 'are not observed., Schott samples at 1 Hz W,
which would.be fast enough to see any surging if it is present. Schott
makes no recommendations for the application of any of his models for
process control.

Fontaine(lé?STﬂses step tests to develop relativ.ely complex
transfer function modéls relating throughput, adapter pressure and exit
temperature to back pressure yalve setting, barrel heater powef and
screw speed, He ;ses a 63.5 mm diameter extruder with a 24:1 L/D
ratio which produces polystyréne sheets. His steps in screw speed’are
a more reasonable magnitiude of +8.15 r/min, from an 85. r/min initial
level, as compa?ed to the s;eps of Schott. His data show a rapid
pressure rise (timé constant less than 5 s) followed by a slow decline
as the temperature increases. The melt temperature has a time constant
of the order of minutes. He actually pre;ents two modelé, one for the
long term, and the other'fér short term rgspanses, in order to take the’
gizable difference in the time constants into account. Fontaine also
reports the presence of cyclic fluctuations in préséure‘anq temperature

with a period of 11 s andnpressure variationé as large as 200 kPa.

These fluctuations are found to be inherent to the extruder in that

configuration. These cycles are determined to be actual process
information and are not found to be correlated to the screw speed. These
fluctuations are therefore not due to any effects caused by the rotation

of the scré&. No m#ntion is made of controlling or modelling the 11 s

surging even though the pressure deviations due to these fluctuations

are almost one-half the magnitude of the pressure response to a change

.
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in screw speed of +é.15 r/min. Fontaine almost completely ignores

these disturbanqes evén though ,fhey are qui.te l'argeAanclt would therefore

affect product quality. They are'only briefly discussed and are

' isﬁiltered from all but one figure. In mﬁst parts of the’daté analysis,

the cycling 1s removed by digitally fiitering the data. A filter used -
to remove-a noise with an 11 s period would have affected a process
with a 5 s time constant, Fontaine does not consider this filtering
p;oblem ;nd no detail as to the nature of the %ilter is presented.
Foﬁtaine recommends a control strategy using the PI algorithm for the
contrql of the die»and adapter wall temperatures andua’flow resistance
vglve to regulate the long term condifion of the throughput. |

| Dormeier(1980) gives an overview of extrusion control.‘ He gives

examples of classical control strétegies for the control of screw Qpeed,
screw temperature, barrel wall temperature including melt temperature
regulation via cascade terms to the barrel temperéture‘controllers,
melt'pressure and viscost}. ﬁowevef, there is ﬂo clear presentation

of the control problems épcountered in the plastics industries. Neither

{ .

b .
does he make stategegt§~déscribing the effectiveness of the control

schemes or discuss areas that réqu§re more research.

'Wrigﬂt(l978) uses a microprocessor interfaced to an extruder to
control screw speed and barrel temperature profiles., The system handles
upsets to the barrel temperature caused by screw speed changes or changes
in Eeed'material quality. He conceatrates mainly on the computer system
as the objective of the thesis.is to design a low cost computer control
systen for ; éénergl extruder. His experimental results are very

similar to Foptgina's (they used the same extruder). Unlike Fontaine,

|

Ty




all of Wright's figures do show the sizable préssure surging with an
unspecified period. wright does not try to control the pressure. The
surging is attributed to solid bed breakup and is not discussed- further.

The feed material quality changes are caused by switching from pellets

“~to flaked feed material and by changiﬁg types of polystyrene.. The

resulting re§ponses are very similar to those observed by Schott. No
models for tﬁé‘distﬁrbaﬁces or transfer functions are presented.

In summary, all these researchers justify gsudying‘the extruder
in én attempt to eliminate disturbances in the melt temperature and
pressure, it is h(;ped that the other propei‘t;,ieg of; the final product
(i.e. viscosity) will be maintained constant, ;iﬁiﬁizingweff—specification
materiai. However, all of the researchers cqnéentrated on the control. of
the relatively loﬁg term drifés‘and &istﬁrbances, with time constants in

the order of minutes. There is no comprehensive appreciation of the -

disturbances encountered in extruders in general or even the particular

extruders examined. This is probably why there have been so many

experimental dynamic modelling studies published and so little work

presented on actual process control implementation.

2.2 Time Series Modelling Studies

In addition to the studies presented in the previous sectionm,
there have been some attempts to'use‘ﬁore médern:éqntrol techniques to
model the extru@er dynamics. Most of this work concentrates on using

Box and Jenkins(1976). time series analysis techniques to develop these

-modeis. : 4 Co '

In this method, a sequence (usually a pseudo-random binary

. sequence (PRBS)) is used to determine.the setting of the manipulated

3
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variable. The sequence usually has an implementation period smaller
than the process response time. By studying the auto and cross

‘correlatioms of the input series and the corresponding output data, a

N

model of the following form can be constructed:

-1 "f"&
Y, o0@7) 2z X +N, 2.2)

8(z~%)

where f is the number of sampling period of delay, §(Z~') is a
polynomial representing the system dynamic terms, w(Z™') is a

polyﬁomial with terms to compensate for past inputs and Z~*' is the

13

backwards shift operator 2~! X = kt -1+ .N. is a noise model which

t
can in turn be specified by equation (2.3):

-1 .
Nt = ._e.gz_)__._ aﬁ ! (2.3)

v gz

where a, is a white noise sequence and V = 1 - Z™* is the differenpe
operator with d having an integer value to compensate for non-stationary
‘disturbances. Most models use‘d = 1 which allows the noise model to
follow step disturBéncés. This wil;rforce the inclusion of integral
action in the discrete controller desiénéd to control this process for
minimum variaice. The V term will eliminate an offset due to step
chénges in the process. e(i-‘) and 4(2-') are polyﬁomials in Z=*

's and the input and output sequences.

relating the a, to* past a,

The parametérs of the combined mode1.(2.2) and (2.3) can be

determineﬁ by using a least squares analysis on the a,_ sequence.

t

-

Coe Beé;usg this technique can involve many more parémetérs than simﬁle

. first order plus dead time models, the process and its related noise
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can bé modelled more accurately. The noise is not modelled and
therefore not considered by classical techniques. Once one knows the
type of disturbances associated with a process, one can determine
their probable cause and the most effective means of eliminating them.
The time series method also contains the means for determining the
goodness of the model fit, by‘%xamining the cross and auto correlations
between the residual at's and the input sequence,

From Box and Jenkins models one can easily determine é minimum.
variancé control strategy which impiies that the controlled variable

has the smallest possible variation. Tuning procedures are therefore

simplified. In addition the structure and the initial parameters for

" self~tuning regulators can be determined from the minimum variance

controller. More detail on time series analysis can be obtained from '
Box and Jenkins(1976). |
Parnaby and his co-workers are Lhe first to use time series
analysis and other stochastic idenFification techniques for modelling
the extruder. They experiment on a 38 mm.diameter-laboratory
extruder, (17:1 L/D ratio) extru&ing low deqsity polyethylene at an
average screw speed of 18 r/ min. Except for the much lower screw
speed used by Parnaby, the conditions are simila; to those‘used in the

experiments described in this thesis. Pérnaby et al(1975) determine

a time series model relating melt temperature at the die to screw speed

'1n§utf Kochhar and Parnaby(1977) preseats the same model ( 2.4) and

one relatir\ig pressure at the die to dgcrew speed (2.5).

<
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) A -l ) -2
T = (0.3248 + 0.1078Z - 0.093Z2—%) Ut-l +

(L. + 0.43982"* - 0.215527%)

(L. + 0.33432~* = 0,294927%) "a
(1. - 0.554027% + 0,44992~%)

(]

(2.4)

0.1072 - 0.0093z-%) U
( ) Uk, 4

(L - 0.52862~* + 0.51982-3)..

“« -l *
(1 +0.287627%) a_ (2.5)

(1 - 0.587927%)

-

0<K <1
P

Unfortunately, in both papers the authors fail to explain the

significance of the models. ~There is no discussion explaining why

the models are second order or what type'og disturbances are the
n&ige terms modelling. S ' . o

The ‘process sampling time is 12.5 s. The smallest system
time constants a;e givep as 5.’s’for pressure and 100. s for t;mpera-ﬁ
ture. . ‘

Qﬁe é;n anagyze the structure of the models to determine what
éach Sf the model. terms represents., ~Factoring)Parnaby and Kochhér{s
'tfénsfer'fnﬁction model (2.4) éives roots ZT‘ =J2.52'énd 2= ='-1,38
‘for the”hnmeyefor’an& Z=' = 3.4 and Zf‘,z‘-}%36 for the dénominator:. ‘

The numerator?&eﬁominator pair of roots, ;1.3§,aud -1.36, are very .- :

-
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‘close indicating that' the transfer function was over-modelled.

Removing these roots reduced (2.4) to (2.6).

-1 ’
(1 - 0.402"7) . Ut—l +
(1 - 0.292™%)

(1L + 0.33432=% - 0,29492%)
(1 < 0.55402=% + 0.449927%)

a, (2.6)

This transfer'funetion models a system with an overshoot of.lSZ.

at the first sampling interval after a screw Speed change, foliowed
'by a gradual decline to the steady state &alue. A response that is
more indicative of .the melt pressure not the melt temperature. The
AR part of the noise medel (L = 0.5540Z~* + 0.44992~%)

. (roots Z~''= 0.6% & 1.361) can ye shown to represent a daeped sin%
wave with a frequency of 0.015 Hz (a period of approximatel§ 60
seconds) One can see minor oscillations of this frequency in the

. steady state data for screw speed die melt temperature and die melt

pressure presented in Parnaby et al(1975). .

The pressure transfer function in equation (2.5) has a second

order dynamic term (L - 0.52862~% 0.5198Z%%). : This has' roots

-! = 0.51 + 1,294, very close to thé noise model for the
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éemperature. This also identifies a damped sine wave of 0.015 Hz
freq;ency. The pressure data Parnaby and Kochhar(1977) show for
the response to the PRBS test shows an almost instantaneéus
pressure response to screw speed changes. This particular sine
wave starts at its maximum amplitude and then slowly decays as it’
oscillates. One can see a rapid response .to a step with a slow

" sinusoid pehavior in Parnaby and Kochhar's déta. This second or&er
term could probably be fit as part of the noise model. Parnaby and
Kochhar use very short PRBS sequences. Sequences 15, 31 and 63
values long are mentioned but the authors-do nog specify the
length of the series used to develop'tﬁe models (2.4)Jand (2.5).
However, all three possibilities:'are short series. Using short
sequences of time series data can lead té models which satisfy

all the diagﬂostic tests but which do not have the best overall

structure:

'Anothér problém with the pressure model (2.5§-1§.that the
. parameter Kp is specified by Parnaby and Kochhar as beiig between

zexro and one (0<Kp<1). Kp representsuthe gsampling periods of delay

and must be an integer value greater than'or equal to one. At least one

-
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period 15 needed to represent the sample and hold used in all digital
transfer function models. No explanation is given for this unusual
‘value of Kp. ’ .

Both (2.4) and (2.5) should have been modelled with a (1 - Z~%)
term in the noise model denominator. This would allow the model to
erack any non-stationary disturbances and force integral action into
the centroller.designed for this model. This (1 - Z™%) term is often
not necessary for the modelling stage as rhere may not be any non-
stationary disturbances present. Howevér, for practicel reasons,
integral action is generally needed by mdet contrellers to.el}minate
any system offsets or long term drifte.

In a third paper, Kochhar and Parndby(1§78) compare various
forms of stochastic identification techniques, including‘time series
analysis, using the extruder melt temperature as-the output variable.’
The same model (2.4) is presented in addition to models developed by
using ‘the same data with other identification techniques. Because of
the short. sequence of data used to develop the models, there are
significant discrepancies between the various models.

In these papers Parnab; and his co-workers show ehe nbility of
the time series model}ing technique to model the extrudes. JUnfortunately
they ?id'not uge their nndeis to gain a netter understanding of the
process and its noise. Without thie understanding they could not
.gpérepigfe wne%‘each individual term in the model represents or how to
improve the structure of the model. No attempt was made to apply control

schemes to the extruden, however, they do propose the use of screw speed



19

to control melt temperature and a die reétrictor valve to compensate
for changes in. melt pressure and flow rate.

Patteigon and his co-workers at Ecole Poiytgchnique'discuss
the use of éRBS tests and time series analysis for a 25 mm diameter
extruder (120:1 L/D ratio), e#truding low density polyethylene. This
extruder is configured in a similar manner to the one used in this
thesis. In their first paper, Patterson and de Kerf(1978) use screw
speed as the manipulated variable. Later work (Patterson et al(1979))
makes use of a die constricting v;lve as manipulated variable. Melt
temperature, melt pressure and the extrudate thickness are Fhe
measured vari;bles. ‘They report that tﬂg pressure responds almos£
instantaneougly to screw speed changes. Thickness has a similar
response, but with a 2 s transport delay due to the distance between
the extruder and the photocell which is measuriag the thickness.
-Teméerature respénds with a delay of 25 s and a time constant of 120 s.
Step changes in valve position yield.similaf‘rgsponses except the die
melt temperature is unaffected by the change and.the valve melt
'te;perature shows an unexpected nop—minimum phase response. This valve
melt temperature response is postulated to be due to a regarrangement of
tiia teﬁperature profile caused by the change in flovfr rate. In both
papers, time series modéls are not presented and control of the extruder
is not at;empfed; |

Chin(1979) performs some preliminary time series modelling of
the same extruder pséd in this thesis. He models melt temperature as a

function of screw speed and implements the corresponding minimum variance

>
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controller. However, he samples too slowly to determine a model
relating pressure to screw speed or to identify any significant

temperature disturbances. l

2.3 Extruder Disturbance Studies

Tadmor and Klein(1978), in éheir comprehensive book on plasticating
extrusion classify extruder die pressure fluctuations according to
frequéncy. The highegt frequency fluctuations are those that occur at
the same frequency as the screw rotations. This can be caused by the
periodic changes in the feed rate due to the passage.ofaqhe flight at
the hopper Opehiﬁg. Disturbances of tﬁis type are rare and usually
occur only when extruding at very low back-pressure. This can be caﬁhed
by excessively'cooléh screws or screws with inadequ;Ee compression
ratios.

Fluctuations at the frequency of the screw rotations can also be
picked up by'mispositioning of the pressure transducer. A transducer
placed close to the tip of the s?rew will measure a fluctuation caused
by the passing of the screw flight. However, this is a measurement
problem and ;s not an actual chénge in the extruder pfessure. These
fluctuations would not be recorded by a transducer placed in the die.

The next clags of disturbances is at intermediate freqﬁencges,‘
from 1 to 15 cycles ger minute, Fluctuations in this frequency range
are the main cause of poor product quality. They are caused by:the
perfddic breaking up.éf’the melt region, leaving large blocks of solid
polymer which melt very slo%ly while they‘are‘immersed ;n the polymer

melt. This variation in the length of the melt region causes a surging



effect in the'extruder: Tadmor and Klein(1978) report that the .
breaking of the solid bed usually occurs at approximately the same
point in the extruder each time; This is an inherent instability in
the melting process having a fairlf,consistent frequency. This break
up process is dependent on the polymer, éellet size and screw geometry
and only to a small extent on the extruder steady state operating
conditions. This means that the extruder will have surging of
relatively constant frequency through its whole range of operation.
However, the size of surges will depend on the operating level.

Maddock(1964) reports that thtse surges can be considerably
reduced by cooling the screw. This stabilized the bed byicreatiﬁg a
solid layer on the screw. A neg;tive effect, however, is that the
throughput is reducéd (Fenner et al(1978)5. Presently many extruders
operate with. their screws cooled in order.to avoid these disturbances,
thereby sacrificing throughput rate. Eliminating these fluctuations‘
without cooling the screw wi;l allow these extruders to achieve a
highér level of productivity.

The last class of disturbanceg are very low f%equéncy variations.
These are ;sualIy caused by conditions‘externgl to the égfruaer.
Pogsible examples include cycling in the heater power controllers, plant
voltage fluctuatiéns, water pressure variations‘or 1qng term va:iaciong
in feed polymer qﬁality. As will be seen in Chapter 4, the extruder
'used in the experiments for this thésis,experiences.éll three types of
disturbances.

Maddock (1964) published a comprehensive analysis of ext%uder

stability, coﬁcentratigg on the effect of pressure on throughput. .

-
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To study the possible effect of variations in pressure on

throughput, Maddock derived equation (2.7).

qQ = ppt/+m ’ @

where Q = volumetric flow rate, P = pressure and B = constant depending
on the die resistance and on the polymer viscosity. For low density
polyethylene, in high shear rate ranges, a typical value of m would be

about 2/3. For this value (2.7) reduces to:

Q = BpP?

A 17 variation in pressure'would yield a 3% variation in throughput
and assuming a constant take up rate, a 3% increase in dismeter. A
5% variation wouid yield a 16% increase in throughput and a 15%
increase in diameter. Minor variations in pressure can cause consider—
ably larger variations in thickness. The value of the pressure
exponent can vary from 1.5 to 4.0 depending on the polymer and the
shear rate used

- Any application where the extrudate is to be produced 'to close
diameter tolerances must have pressure variations kept‘to a‘ninimum.
Maddock gives an example where a heavy wall cable is to be produced with
a tight tolerance specified for the thickness. In tbis case, pressure
surges of 48. kPa, in an average operating level of 7.1 M.P.a, produce
borderline product. £ 21, kPa is established as an operating limit.

These'surges-have a period of 20. to 30, s, an example of an inter~

mediate frequency pressure fluctuation.

For this same example, Maddock observes high frequency, variations of

from 34 to 69 kPa, at the same frequency as the screw rotation, 39 r/min.
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However, these fluctuetions are too quick to have a noticeable effect
on the finished product, and are otherwise ignored by Maddock for the
rest of the discussion.

The high frequency type of pressure fluctuations weuld be’
expected to have little effect on the final product as these fluctuatiénsA
would be too fast to appreciably change the thickness of the extrudate -
(Vléchnpoulos(l981)). .Unfortunately, except for the observations of
Maddock, research on the dynimic effect of extruder pressure changes
‘on die swell and thickness have'yet to be undertaken especially in a
) prnptic&l system which includes a take-up mechanism.‘

Fluctuations in pressure can also be taused by a change in melt
temperature. The temperature affects the viscosity, which in turn
affects the pressure. haddock presents data for various polfmers
giving the percent change in pressure for a 1°C change in temperature.
For example,. low density polyethylene will experience a change in
pressure at the die of between 1. 257 and 1.677% for each 1°C change in
melt temperature. ' ‘

Griffith and Tsai(1980) study the shape changes experienced by
_non-circular extrudate during its cooling and take up. They give
typieal current industrial tolerances forptofile angles as 5°, for wall
thicknees;'lOZ and for cross-section dimensions of profile extrnsibn
+ 0,25 mn or * 1%, whichever is larger. Common causes of deviation
from desired‘:spape are listed' as fluctuations in the quality and quantity
of the melt delivered by the extruder, non-ideal flow and drawing
conditi;;s, uneven cooling in the water bath and stretching and contact

with sizing dies, guides or other drag points along the drawing pnth.

-

i
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In the experimental section, they compare various ratios of the profile

.dimensions and found a high correlation between these values. Therefore,

one measurement can in general be useg to size the entire extrudate

profile. Another important conclusion is éhat the common industrial
practice involving the use of metal guides or local cooling by small
water streams, along the drawing path, have negligible effect on the
thickness. ‘

Unfortunately all the experimental data presented is for steady
state conditions. There is'no information on the size por frequency of
the disturbances or the responses of the extrudate to changes in screw
speed or take up mechanism rate. Griffith and Tsai conclude that
feedback control for correct size is possible based on measuring one

dimension.



ICHAPTER THREE - .
EQUIPMENT AND INSTRUMENTATION
3.1 Minicomputer Facilities .

The extruder is interfaced to the minicomputers of the Department

of Chemical Engineering Control Laboratory. These computers were used

for all data logging programs and control algorithms that were implemented

on the‘eﬁtruders.' A schematic of the system is presented im Figure 3.1.

This laboratory consists of twin Data General NOVA 1200 mini~-
computers. They share an inte;-pfocessor bus, a 1/2 M-byte fixed head
disk and a Data Acquisition and Control Subsystem (DGDAC). The DGDAC
consists of 48 A/D and 12 D/A channels, 32 TTL‘inputs and 32 TTL
outputs, 32 cén;act‘sensejyines and 16 relay outputs. These parts can
be accessedrﬁy FORTRAN callable subrputines in library file AIO.LB
(Hérris(l979)5.

One of the NOVA 1200's has a 10 M-byte méving head disk, a
magnetic tape drive, an ADM-3A CRT, a Centronics line printer and a real
time clock. This machine is configured for p¥ogram development.’

The.other NOVA 'has a high speed paper tébe puﬁch aﬁ& reader,
hardware floaﬁ}ng point'processor, hardware multiple and divide,‘real
fimg clock, a Dgta General dasher termimal and a teletype. It is used
for the prodixction runs and communicat:es‘; with the teletype which is
"situated in the same room és the extruder. This allows the experimenter
to be with the equipmeﬁt at all times. Because they reduce computation
t%me, the hardware floating point and multiple/divi@e allowed a ﬁuch

higher qampling rate to be used in the control experiments.

25
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Figure 3.1 Schematic of the Computers and Peripherals
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The computers use the RDOS operating system, revision 6.62.

"

All process control programming is written using Real-Time Fortran. i
Appendix B provides the program listing used for the extruder data T

logging, PRBS testing and process control routines.

3.2 Extruder

The experiments were performed on a single-screw Killian 38
mm extruder having a length to diameter ratio of 24:1. This extruder
ié equivalent in size to many of the smaller gcele extrudefs that are
used in industry. Figure 3.2 gives the schematic of the extruder and
its associated equipment. *

The extruder barrel is made from Xalog—306xand is lined
externally with gsbestos. The extruder i§ fed through a hopper that
is ;quipped with a shut-off slide and a drain chute fo; emptying.

The screw is machined from 4140 flame hardened\gteel and has \
12 flights‘in the feed secti;n and 6 flights each in the compression
" and ﬁetering sections. . The extruder motor is a 10 horsepower
DC Baldor motor. It is linked to the screw by a parallel type
Dodge reducer, model no. TDT-415.

There are four heating zones along the barrel and one at the
die. Each is controlled by Barbara-Colman PI conﬁroller. The four
zones controllers’are time proportional controllers.with an on-off
auxiliary output controlliné a cooling air fan. The temperature is
measured by J type thermocouples that are implanted in the baréel walll

The heat is supplied by means of electrical heating bands. The die

“controller is similar but it has no on-off auxiliary output or fan;
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Each controller.contains an amplifier and procesgs signal conditioner
that provides a linean value between O to.S v corresponding to the
process temperature. Tnis signal is then buffered end amplified by a
factor of two and sent to the computer. Table 3.1 details the
controller setpoints. These were left unchanged during experiments
unless otherwise notedl’

Thefe is also.an;additional J thermocouple that is used to measure
the melt temperature. This thermocouple is immersed in the melt just
'p:ior to'the die and its signal is sent to a Barbara Colnan series DB 11
digital temperature indicator. The indicator has been modified to allow
a temperature signal to be sent to the computer, This slénal is first -
filtered ann then amplified before_lt is sent to'the DGDAC';. l' |
'schematic of the filter-amplifiet circuit is given in Figure 3.3.

| The melt preseure“is measured by means of a Dynisco PT 4024,
strain gauge type pressure transducer.that is situated in the melt
pumplng region of the screw, upstream from the breaker plete and the
adgpter.‘ This transducer is connected to a Dynisco PC 201 pressure

14

controller. The pressure controller is not used to control the extruder

and is only used as a signal amplifier and comditionmer, fhis controller ‘

N

, algo has a linear process signal output which is then amplified and\sent

to the computer. The output of the controller is disconnected from the ‘\\

~

motor control unit, In"its place a eignal fngm the computer is used‘to
rnn thé extruder. A switeh aliows the operotof'to chooee.between manual
and computer control._ Tﬂeicomputeﬁ ontput is clamped using-a hardware
_circ@lt finlng the upper and.lower llnitsvoﬁ thevexttuder'epeed as

approximately 90. r/min and l&vtr/mincrespectively. Figure 3.4 shows

!

oy ——
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TABLE 3.1

NORMAL. EXTRUDER OPERATING LEVELS

Wall Temperature Controllers Settings

el 162.8°C
Zone 2 : 162.8°C
Zone 3 : 168.3°C
Zone 4 " 168.3°C
Die : 168.3°C
Extruder Screw Speéd Operating Range 0 - 100 r/min
Lower Clamp Setting | ‘ 16 r/min
Upper Clamp Setting - 90 r/min

Normal Extruder Operating Point - 50 r/min

<y
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the schematic of the clamp circuit.

A measure of the extru&er screw speed is also available ' to the
co?putef; Calibration curves and procedu;es for all the measurements
are preéented in Appendix A. Oberation rangeé and normal operating
levéls are given in Table 3.1.

The computer is also able to control die heater power. When a
relay is thrown, the die heater control switches from thg PY controlier
to a Barﬁara Colman CB 41 single phase time proportioning controller
whose input gignal is from the computer.

The die produces cylindrical extrudate which drops into a
cooling wate¥ bath. It is then drieé in an air stream and then passed
through the rollers of a take-up ﬁechanism. The take-up mechanism is
manufactured by Killiﬁn and uses a SECO 8564 motor control. At the
tiﬁe of this writing, the téke-up mechanism and a thickness measurement
device Tel;g being interfaced to the computer systc;m. At the present

¢
. moment, the take-up mechanism is run manually with no on-line indication

)
of the thickness.
. ' . |
The polymers used in the experiments were donated by Union Carbide
Co. of Canada. They are DNDY-25B0, DFDY-6600 and DFDQ-4400 low denmsity
. v . , .
polyethylene. Table 3.2 lists their melt indices and densities.

" Appendix C provides the ‘startup and shutdown procedures for the

extruder system.
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Polymer

DFDQ 4400

DFDY 6600

DNDY 2530

34

TABLE 3.2

POLYETHYLENE POLYMER PROPERTIES

Melt Index

¢ 2 g/min
.03 g/min

.17 g/min

Density
917.5 kg/m®

920.0 kg/m®

920.0 kg/m®



CHAPTER FOUR'
STEADY STATE BEHAVIOR AND STéP TESTS,
4.1 Steady State Behavior

figure 4.1 (a) and (b) shows the steady state pressure behavior
of the extruder for polymer DNDY extruded at approximately 50 r/min.
This data was recorded in order to determine what type of disturbances
are normally associated wi&h the extruder. The extruder was preheated
for over two hoprs and then run for almost a£ hour at the same operating
point of 50 r/min to ensure steady state operation and to eliminate any
effect; of the startup. The disturbances in Figure 4.1 consist of
oscillations at three different frequencies which are described in the
following pagag;aphs.

Figure 4.2 presents the data ;f Figure 4.1 on an expanded time
scale. This graph shows that the highest frequency oscillation has a
period.of approximately 1.2 s. The extruder operating screw speed of
50 r/min correlates with this‘frequeﬁcy of noisé[

As discussed in section 2.3, Tadmor and Klein(1978) indicate that
a pressure transducer located at the tip of‘the screw would pick up a
signal that is causéd by the passing of the screw flight and is not part
of the actual préssure measurement, The transducer is 16cate& at the
screw tip (as described in section 3.2) aﬁd is therefore picking up a )
fluctuation due to the flight rotation. Tﬁis fluctuation would not be

measured by a transducer located in the die, Unfortunately, in the

present extruder configuration, it is impossible to place the pressure
. . . {

35
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transducer ia the adapter or. the die, for this to be demﬁnstrated.
Chapter 5 and 6 will discuss various attempts to model and remove.this
signal.

Figure 4.3 shows the daéa of Figure 4.1 after it has been
digitally filtered by a fourth order Butterworth low—pass filter with
a cutoff ;‘.requency of 0.5 Hz. The filter removes the flight. noise
from the data and leaves a fluctuation in pressure with a period of
approximately 8 s. These 8 s fluctuatigns are examples of the
intermediate frequency pressure surges discussed in section 2.3. As
was also mentioned in section 2.3, the period of the surging was found
to be unaffected by the extruder screw speéd or thé type of polyethylené
used. However, the amplitude of the disturbance was observed to depend
on the operating region. This can be seen by comparing the data for
step tests at different operating points (Figures 4.6 and 418) presented
in the next section. 7 -

Finally there is a much longe} term oscillation with a period
of approximately 3.0 min. This is due to the cyéling of the die
temperature controller. Figure 4.4 shows the melt and the die
temperatures for the same expe;iment as Figure 4.1. Originally itlwas
thought that the problem was attributable to excessive tuning RV
parameters on the analog PI controller. However, the die temperature
cyéleé even with a detuned controller. Schott(1971) also reports
” probléms with a cycliqg temperature controller. Figure 4.5 sh;ws an
experimen; fér polymer D at 50. r/min with the die controller turned

off. There is still a small amount of cycling in.both the melt

temperature and the pressure. This is'probably due to the cycling of
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~

the barrel temperature controllers. Thgfe is a drift in the data due
to the pressure and temperagure not achieving steady state values.
Without the die heatef, the temperature decreases, and the pressure
increases, as heat is ;emoved from the die. These data were recorded
after the die heater was off for approximately 20. min.

The melt temperatures shown in both Figures 4.4 and 4.5 show
small deviatioés that appear to be at the same frequency as the 8 s
pressure surging. This would be expedted‘as thevtempera;ure and
pressure are strongiy interacting variablés. The highe£ frequency

- N

-, temperature variations are due to quantization error in the temperature

data read by the computer.

. 4.2 . Step Tests . ‘ .

In'order to estimate the process time constant and to determine .
the system rinear;ty,‘numerous step teéts were performed on the ext?uderA
The 'step tests involve changes in the extruder screw speeq. quever,‘
the actual manipulated variable is the signal from the cqmputef sent to
rgéulaieAghg extruder poto; power. The computer output signal is scaled
between 0 and iOQ to correspond to the extrudgr operating range of 0 to
' iOO'r}min‘,wihis computer output is referred to as motor power (M.P.)
throughout the }est of this thesis. ‘

Figu?és 4.6 and 4.7 show a step chaqgé of 8. mofo; phwer.(M.P:)
(52 to 60 M:Pr) for DNDY polymér. The screw speed change wds approximately
‘9, r/min (49 to 58 r/min). Therg'is‘ag:aé;aféfeégafe résponsﬁ (Figure 4.6)

. . ’ g 0.
but no significant decay in pressure is segen as the temperature settles

(Figure 4.7). Thé pressure redponse appears to be comfieted ;n"one .

* - - - - —_— - - A&
v - .- - . - - " - .
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Figure 4,6 Pressure Respdnsei Séep in Motor Power
52 to 60 M.P., 49 to 58 r/min
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sampling interval. The time constant can be estimated as 0.2 s for
pressure and 20 s for temperature, witﬁ gains, estimated by averaging
the steady state values, of 110 kPa/M.P. and 0.28°C/M.P. The transfer

functions are presented by equations (4.1)and (4.2):

P(s) = A KRALP. 4 4.1)
1(s) = GZECME. g, C 4.2

~ The data of Figures 4.6 and 4.7 are also presented‘in Appendix D over a
much longer time period. I * .

Figure 4.8 ehows a similar step of 74 to 80 in motor pcwef. Here
the gaing a:e‘feduced to 76. kPa/M.P. and 0.l9°q7M,P. for pressure and
temperature respectively. fhe screw speed changed approximately
6.5 r/min. The trehsfer functions for this case are preeented in

equations (4.3) and (4.4): .

' 0.19°C/M.P. . .
T a3 lo el ;
(6) = 2222 g(e) (4.4)
Another step test was taken from 80 to 86 motor power. This has
a gain .of 32, kPa/M.P. and 0.09°C/M.P." for pressure and temperature
respectively. However the screw speed change was only 4.5 r/min. This
" region of operation is close to the point where the upper clamp was

gset. This probably restricted the size of the btep. Eowever, correcting

t
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" upper levels of operation. As discussed previously, a step from 74. to

48

the gain for the red;ced step (multiple by 6/4.5) still yields redﬁéed
gains when compared to transfer functions (4.3) and (4.4).

Observing the response of the temperature to screw speed steps,
in Figures 4.7 and 4.8 and in Appendix D, shows that the mean
kemperature has moved to a newhlevel. The die temperature controller
is unable to maintain the melt temperature at a mean level in the face
of screw speed disturbances. This phenomenon will be discussed further
when the effect of closed loop control on the melt temperature is
examined in Chapter 6.

Figures 4.9 and 4.10 show the linearity of pressure and melt
temperature for motor power steps of *2, *4, +6 and *8 for ﬁolymer
DFDQ at a mean operating level of approximately 50. r/min. These _
values were determined by averaging the results obtained after the
regponses reached.steady state. Botg figures indicate that the gains,
98. kPa/M.P. fér pressure and 0.2°C/M.P. for temperature, aspflinear

within this region. This is consistent with similar figures presented

" by Kochhar and Parnaﬁy(l977).

-

w

The midpoint of the extruder screw speed operation is quite

¥ -

linear, however, this linear }:egion becomes reduced as one reaches the
80. M.P. has gains of 76. kPa/M.P. and 019°C/M.P. whereas a step from
80. to 86>\M.P, has a gain of 32. kPa/M.P. and 0.09°C/M.P. The change
is quite significant fof‘this short range of operation. Therefore, not
only would aﬁy controller parameters determined for midrange operation

have to be modified for operation at -upper levels but this nonlinearity

. s !

[
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in this upper level of operation, will necessitate detuned controllers
iﬁ order to maintain system stability. Changing th; polymer quality
might also necessitate retuning the controllers.

Because commercial polymers may have varying characteristics
from batch to batch, or even within different bégs of the same batch,
it was decided to study the effect of polymer quality on the extruder
performance. As a gross approximation to this phenomenon of varying
quality, a step change in polymer feed type was introduced to the
extruder. Figure 4.11 shows the results of a change from DFDQ to DFDY
polymefs. As can be seen in Table 3.1, the melt indices of the‘two
polymers are very different, resulting in a very large disturbance.
The pressure increased from 10.1 MPa to 15.7 MPa with ; corresponding
temperature‘increase of 5°C. By contrast a typical change qf 8. in
motor power with DFDQ will yield 1.0 MPa and 1.6°C changes. The éhape
of the disturbance response appears to be second order, as was also
observed by Schott(1971) in similar experiments already described in
section 2.1, ‘
| Peffonming the step in polymer type with two polymers with
smaller property differences, will yield a similar shaped re5ponée.
ﬁowever, the magpitude of the changes in temperatﬁre and pressure Qill
be reduced. lDisturbachs of this type can be seen under closed loop
control in Cha;ters 6 a§d 7.

-The eﬁﬁerimental results presented in this Chapter match the
previous experimental results, reviewed in section 2.1, in a‘qdantitative
gense. The only exdeption is the response éf the pressuie as the |

temperature increased during a step in screw speed. Fingerle(1978) and
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Fontaine(1975) reported that the pressure drifted downward as the
température increased. This drift was not observed in the steps
presented here, howevéraait is possible that a small downward drift
was masked by the large pressure surges. In general,variatgons in
the mean level of the pressure were observed as the melt teméerature
changed, especially during startup conditions.

The step test experiments match the simulation results of Tadmor
et al(1974), discussed in section 2.3; except that the simulation
temperature response has an overshoot and the experimental presgsure
response does not drift downward as the temperature increases. The
simulation results of Brauner et al(1976) do not resemble the
experimental change in polymer quality. The simulation shows a sharp
change infpressufe at the die when the new polymer reaches that section
of the extruder, as opposed to the second order response observed here.
It seems that the simulation does not account for any mixing of the
polymers in the hopper or as they melt in the extruder. This possibly
can account for the discrepancy between the model‘énd'the experiments.

In summary, this chapter shows step tests and steady state
experiments performed on the extruder. The disturbances of the melt
pressure were.found to comsist of long term oscillations of 3.0 min periods
and a pressure surging of 0.125 Hz frequency. A signal noise at the
same frequency as the screw speed was also observed. The dynamic model
relating pressure to éteps in extruder motor power was found to be first
order with a time const;nt of approximately 0.2 s.: The dynamic model
relafing melt temperatu;e go steps in motor power was also found to be

first order but with.a time constant of approximately 20. s.



CHAPTER 5

TIME SERIES MODELLING

In the previous chapter it was shown that the transfer function
for screw speed to pressure can be modelled adequately by a first order
model with a very small time constant. Looking at a response such as
Figure 4.7 one can see that the disturbances caused by the pressure
surging can be almost as large as those caused by a step of 6 M.P. in-
th; motor power. The data of Figures 4.1 and 4.6 also show significant
p;essure variations. When the process disturbances are such a large
part of the overall process behavior, it is very important, that they
be modelled. One can then determine the most effective control strategy
that can eliminate these disturbances.

A serious defect in classical modelliﬂg techniques is that the
noise is deglécted. Both Fontaine(1975) and Wright(1978), as discussed
in section 2.1, observed large pressure fluctuations, however, both
chose to ignore this information. Fontaine modelled only the long
term pressure level and Wright performed setpoint changes in desired
screw speed without attempting to regulate the pressurel’

The time series modelling approach, already introduced in section
2.2, models both a transfer function and a noise model. The noise model
can then be used to predict the next value of the disturbance allowing
for imp;oved controi. However, when ‘one berforms time serieé modelling,
one must remember to use the knoﬁledge obgained about the system from
the steady state runs and séep tests, This ensures that one arrives at

a practical model of the process. Sometimes, it is possible to obtain

54
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many models of the process with comparable fits (espeéially if one fits
with a small amouﬁt of data). Selecting the best form of the model
will depend on one's knowledge of the system; This was the major
difficulty with the models presented by Kochhar and Parnaby (1977).

A PRBS (pseudo—randomubinary sequence described in secti;n 2.2)
was 1nput to the extruder at 0.5 s intervals.’ The extruder produced
DNDY polymer at a mean level of approximately 49. r/min with the motor
power altermating by 1 about the mean value. The impleméntation rate
of 0.5 s was selected so that a reasonable extruder dynamic model could
be determined without unduly straining the extruder motor. The PRBS
test rate should also be the same as the pl#nned control frequency.
This eliminates the,n;ed to convert the modgl to a different sampling
frequency when_calculating the controller (see MacGregor(1976) for the

conversion method). The system was sampled at 4.0 Hz so that the flight

noise could be identified moxe accurately.

The data were modelled by equation (5.1)

-8 -g-1 -1 -2
o (L 2w2 mw 27T (1 - 6,271 = 8,27)
VSPt 0 s ¥y st2 . Ut-1+ a, (5.1)
1 - 827t ‘ (1 - .27 = ¢227%) -
where the parameters and their 95% confidence bands are’
g = 70,7 3.4 kPa/motor power
w, =  0.711 £ 0.064 7 z

w = 0.521 £ 0.065 : Cf

©§ = 0.281 % 0.039

S .

8y = 1.134 % 0.154

]

82 -0.295 + 0.163 ‘

- B
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g4 = 1.722 + 0.079
g2 = -0.869 £ 0.079
= -z
v, 1-2
s = 60./TACHt/TS
T = sampling time = 0.5 seconds.

The block diagram of (5.1) is given by Figure 5.1.

This model can be examined term by term to determine the physical
significance of the equation. The flight noise has a period solely
dependent on the screw speed. This period would be calculated as
(60./TACHt) seconds. This noise can be modelled as a seasonal non-
stationarity denoted by a (1 -~ Z-s) term in the denominator of the noise
model where s is ehe number of lags corresponding to the period of the
noise. Becaude in this case, s is a non-integer value, this term was
physically implemented by linearl§ interpolating between the sampled

data which are’available 0.25 seconds apart. The operator (1 - “s;—s -

ws+xz—871) was used to approximate the V. operator acting on the input

series, The term (wSZ-S + ws+xz—s-1) weights the input signals between

values at s lags and s+: lags, acting like a lipear interpolation. A

.

surprising result was -that the sum (ws + w = 1.232, a value

S-H)
significantly higher than the expected value of 1.0 (1.0 is not included

in the 957 confidence limits caleulated”by the maximum likelihood para-

meter fixing program). The replacement of w by (1 - ws) caused a

-3 21
significant degradation in the fit of the model This is probably due

to dome small inaccuracies in the noise model which are partially

o

com?ensated by w and L
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Box and Jenkins(1976) give equatioms relating the tramsfer
function model to the continuous system. The system time constant is
given by:

c/Ts = =1/1né

For the values in equation (5.1), £ = 0.39 seconds. The process gain
is given by replacing z-} by one in the transfer function giving

g = 121. kPa/M.P. The terms (1 - wsZ"1 -w -‘) are neglected in

8+1z
this calculation because they are cancelling the Vé term, part of the

—

noise.

The noise model is on ARMA(Z;Z) (secoﬁd order in both denominator

‘and numerator of the noise model). An AR(2) (second order in the

denominator) will model damped sinusoidal behavior when its roots are

imag:_!.nary‘(éx2 + 4¢z < 0) as is the case for equation (5.}). Box and

.Jenkins give the frequency and damping factors as:

d = ¥ -4
fo = 2n 'Ifs}:os-x -Jil-l—-

2/ ¢,

. For (5.1) the damping factor is 0.93 and the frequehcy is 0.125 cycles/

eec (period of 8.0 sec).

‘The time series modelling matches well with the parameters for

(‘ N .

.the gain (121. kPa/M.P. versus 110. kPa/M.P.), time constant (0.39 s

versus 0.2 s) and burging period (8. s for both) approximated from the
steady state and step test analysis given 1n Chapter 4, This is -

convincing evidence of the good fit for the data determined by this
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Figure 5.2 shows the actual data used (0.5 s apart) versus the
one step ahead prediction values. Model (5.1) was developed using only
the first 250 data points of Figure 5.2. For the last 250 values, the
model is predicting values that were not used to fit the model. Besides
the first 25 or so points, while the routine is initialized, the model
predicts the data well.

In summary, this chapter presents a time series model relating
the extruder pressure to the motor power., The model identifies the
system time constant and the frequencies of the major system disturbances
very accurately., The extruder model is an improvement over the previous

models presented in the literature.
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CHAPTER 6
PROCESS COﬁTROL USING A DIGITAL PI ALGORITHM i

/
6.0 Introduction

As discussed’in Chapter Two, there have been many attempts to
cohétruct dynamic models between melt pressure outbut and screw speed
manipulations input. However, none of the aughors test their models-
or control schemes by attempting to regulate an actual extruder.
Dormeier(1980) does briefly describe an analog control system similar
to the analog pressure controller on the extruder used in the
experiments for this thesis. However, all other authors stoppe& at
the modelling stage and did not implement their r?commended.contro}
schemes. |

The previous\two chapters discussed the modelling of the
extrusion procesé. In particul;r, the most significant noise’was
divided into two categofies. The first category consisted of a
pressure surging with an 8 s period due to the breakup of the extrﬁdeé
. solid zone. .The second category was' a signal noise caused Sy the,
screw flight passing tﬁe tip of the press;re transducer., This chapter
describes the first attempt to control an extruder f‘or'pressur"e .

'surginé while the pressure signél is affected by flight noise.

The first expériment in this chapter implements a digital PI

controller on the extruder. This is compared to later experiments which

use the PI algorithm in combination with §arioua digital filters. Iﬁe

digital filters are.used in an attempt to iﬁpfove the contr61 by removing

the signal noise.
B 61
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' The tuning parameters Kc and T

controller was then started with initial tuniﬁg parameters,

62

The various filters considered are: the low-pass filter, filters _

derived from seasonal time series models, the bandstop filter and a ’
. . .

filter formed from a transfer function that combines two poles and two
a .

zeroes to make a simble bandstop filter.

6.1 PI Controller and Unfiltered Pressure‘Dath

The first control algorithm applied on the extruder was the
digital fi algorithm. This was used as a base case for comparison to
the other control schemes tésted in this thesis, It was originally
intended to use the analog pressure controller go provide this base case.
Unfortunately, the analog pressure controller could nog»ye used for

.

control purposes due to a malfunction. However,.digital and analog
controllers often give comparable results making the digital PI a

reasonable second choice for the base case. . The algorithm implemented

was. the velocity form of the digital PI‘algorithm, equation (6.1)

(Smith(1972)).
- VUt = Kc((en - en_‘) + TS/TI en)
where e = Rset - P, ) (6.1)
and V = The difference operator (1-Z )

1 vere tuned on~line by trial and error.

_ Figufe 6.1 (a) and (b) shows a typical‘éxamplé of'the.QOntrol

3

.

. . \
.action and pressuxe response of a digital PI controller applied on the

.

extruder. No.control was taken durihg the first five minutes. The PI

Kh = 5, 8 % 10°° M.P./kPa and T_ = 1. 8*’"The control and sampling rates

1
were kept constant at 2 throu out the e eriment. The controller
P Xp

was then tuned for elimination of the 8 second surging with the final
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contfol parameters selected aé KC = 8,7 x 10~ M.P./gPa and TI = 1., s,
The tuning in other similar runs varied. The parameter values varied
as much as +100% about those selected for this experiment, showing some
drift in the process;

The algorithm is then tested for its effectiveness in the face of
bth the pressuré surges and a disturbance in product quality. The
product quality disturbance consists of a pulse change in polymer from
DNDY to DFDQ. As can be seen in Figure 6.1 (b), the controller
completely eliminates any offsets or long term drifts. The second order
response to the change in polyher has been eliminated by a corresponding
action of the manipulated variable. Looking at the control actions, ome
can see that any drifts or cycles in pressure have, under closed loop
conditions, become drifts or cycles in the cqntrol action level.

The control objective is to reguiate the‘pressure'for both the
pressure surging and for a disturbance in product quality. It is also
desired that the controller take as littie action as possible in respomse
to the signal noise caused by thé?flight. However, E;cause the flight
noise is a large percentage of the surging and is at a higher frequency,
no control setting was found that eliminated the 8 s surges without
taking control action based on the signal noise. In most cases the
flight noise was amplified by the controller.

The coptrollei Qas very effective in eliminatipg any long term
drifts and the-chahging polymei.aistu?bance. However, the algor;thm.
was much lesg sgccessful in eliminaéing the 8 s gurging. The high
frquency'contéol actions concéptrate almost exclusively on the ﬁl;ght

noise.
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~This can be observed more clearly in Figure 6.2 (a) and (b).
This figure shows the pressure data given in Figure 6.1 digitally
filtered off-line by an eighth order Butterworth low-pass filter with
a cut-off frequency of 1/3 Hz. The high frequency pressure response
was too rapid to significantly affect the extrudate (see seétion 2.3).
It is therefore more important to examine only the lower frequencies
of the pressure data in order to see what the true effect the controller
will have on the product. In Figurg 6.2 (a) and (b), the PI controller
has removed the offset and the longer term cycling however, the 8 second
surging has only been partially removed. The amplitude appears te be
approximately half that of the open loop value. The control deteriorated
dﬁring the polymer disturbance. The variance of the pressure increased
by 207 as compared to the controlled data Bgfore the disturbance. These
variances are calculated for a number of sequenceslof data, each 150
samples long. The increased variance was-due to the process changing
as the extruder moves to a new operating level. The new polymer can
also have a different noise model and transfer function. At this point,
the PI controller would require new tuning éeﬁtings. Because it was
desired to find a controller that needs a minimum of attention by plant
persomnel, the controllers, in this and subsequent experiments, were not
retuned during a polymer quality disturbance. This tests how robust the
controllers were for variéus'raﬁges of extruder oberation and for various
polymer qualities, -

Aﬁother expeiiment with control and sampling frequencies of 4 Hz

"yielded comparable results. In this case, the effect of the flight

noise vas even more. pronounced. This is.due to the ability of the



67

U.EHA.IM..HO Pax33TYEIL T°9 UH:MH.& jo ®leq IINSSVAd A.Nv 7°9 N.Hﬁwﬂ.m

(utw) dun)
71 4} ol 8 3 Y

-7 T T ¥ L] 1

. P

N— O

(0dW) 24nssauy

hmmvm—

1.9




68

9UTI~330 P2I33TTd T°'9 9in3}g JO BIBQ IINEBIXJ

e

(Q) z°9 @2an3tg

. ,
- (uw) Ayl
8¢ 9¢ 42 Z 07 gl 9l i
P o - ! gw.
o ; .
Co :
L w_n. . 104
! t ~ v i
, | _ Ly ¥
WL m..fg bl b Ee ; !
Tt wcu A 1 U] “
4 c 3 : - Szl
gy e NN
acupqunysiq  JawAjod >
16

(0dW) aunssaig




69

2

controller to identify more of the flight noise and take more rapid

control actions based on this information.

6.2 PI Controller and Low-Pass Filteriné

In the previéus section, it was observed that the digital PI
controlle; wasunable to effectively regulate the 8 s surging disturbance
beéause the pressure signal was corrupted’by the flight noise., The
controller concentrated its efforts in attempting to control the flight
noise without controlling effectifely the pressure surging.

In an éttempt to remove the flight noise,'it was decided to test
various filters. The first filter studied was a low-pass Butterworth
filter. Butterworth filters are characterized by a flat bandpass
region, with unity gain and a constant rolloff which has slope determined
by the order of the filter.

The equations for the Butterworth polynomial are given by
Franklin and Powell(1980). .For even orders:

1

B2 (9%/u * + 2(cos &) sfu_ + 1)
kel

H(s) = '

6 =120 2k - 1) (6.2)

o, = cutoff frequency (i.e. when the amplitude = .707) in rad/s.
A fourth order filter was selected because of its reasonable number of
parameters and its rapidly decreasing amplitude in the bandstop region.
The cutoff fieﬁuency was selected as w, = 0.5 Hz, to be far from the
surging frequency of 0.125 Hz and to give adequate attenuation for
values near 1. Hz, thenflight nolse frequency. For these values (6.2)

becomes:

. .
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1 (6.3)
'(szlwb’ + 1.84776 s/w°+ 1) (s’/mo’ + 0.76536 s/m°.+ 1)

H(s) =

To discretize (6.3) one uses the bilinear transformation (6.4)(Franklin
and Powell(1980)):

o s L=27D (6.4)
S @+zh

Tg, the sampling interval was selected as 50 ms. This is approximately
the highest sampling rate attainable using the multiple/divide and
floating point hardware on the NOVA 1200 computer system.

The digital version of (6.3) becomes (6.5):

(6.5)
1+ 227 4 272,

(533.8 - 1016.62"* + 486.827%) (520.0 - 1016.62=* + 500.62%)

H(Z™?) =

(Note that H(Z")'denotes the digital version of H(s) and not that z-*
Freplaces 5). 'This filter was implemented as two cascaded second order .
equations, in order to minimize quantization problems. A sketch of the
Bode diagram for this filter is shown in Figure 6.3.

Figures 6.4 and 6.5 shows the pressure response and control actioms
rggpéétivgly for a PI controller using ;ata filtered by (6.5). The initial
section consists. of open loop data Qith the flight noise removed. As soon
as the control commenced, the system became unstable. The initial
parameters useﬁ are tﬁe same ;s in Figure 6.1, the unfiltered'PI,

K, = 5.8 ; 15§° M.P./kPa and T,I = 1.8, ,Varioué_tuning settings were
. aéiempted but.gains above 4.4 x.107? M.P./kPa'resu}ted in process
* ingtability.‘ The best tuning was selected as K, = 2.9 x 10~° M.P. /kPa

;and~$i = 4.8, These values 'were so detuned that there was practically

na control of éhe.pgessure surging.
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.The instability is caused by the addition qf the filter to the
loop. The same settings of control parameters were stable ﬁor the
unfiltered case. The system instab?lity at ﬁigh tuning was due to the
filter reducing the system phase and gain margins. As can be seen in
Figure 6.3, the fllter can still introduce near .-180° phase lag in the
pass band.

In normal practice, a 1ow~paSSfiltef is implemented when one
wishes to £empve a noise that has a frequency much Higﬂer thgn the

. natural frequéncy‘of the plant and the control rate. These two
frequencies would then be well within the flat unity gaiq region of the
filter. The filter would then p;ve no noticeable effecé on thé process
transfer function and'wou14 ﬁoﬁ reduce the systeﬁ phasg and ggig
margins as described ‘above.

In thé case shown.in‘Figurg§\6.4 and 6.5 both the plant and -
control frequencies ;re.significantky higher than the filter cutoff
point, The filter would then certainly affect the process transfer

, fuhction because it would filter frequencies normally present in thef’/

process. -

/
3

.Equation (6.6) giveé a time series model for the extruder .
' extruding poljmer DNDY-6600 at 50 r/min. The datawere filtered 'by a

fourth order -Butterworth filter. The PRBS'te§t was'impleMented at 1. Hz.
) . 't ' LI ) ' D

el _ . pudy . o o _ ag=1 '
p, - (wo T mf%- -lmzZi'J U ¥ 1 Q? ) &, (6.6)
(=627 L (L=Z7(L= 427 - 42T,
’, twheré , . : - o " . | :
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wy = —1lé. ) + 4.6 kPa/M.P.
wa = =-59.2  * 6.7 kPa/M.P.
§ = -0.4268 + 0.0812

b = 0.8648 + . 0.0501+

$. = 1.387 + 0.048

g2 = ~0,8731 *

0.0584

The term (1 - ¢;Z;’ - $22™%) models a d@ed sinusoid, damping factor
.6,93_and frequency 0.117 Hz_(per{od of 8.6 s{. The noise is similar to
‘that found in equation (5.1). The system gain ié 128.6 kfa/M.P., close -
to the.one faund in (5.15. However, the tranéfer function has become

R non-minimum phase;*vith,only a smal; dependence on the value of Uf-x at

4

removing the dgpen&ence of values 1. s apart, édding phase lag in the

. lag one, W, is small inicomparison to wy indicating that the filter is

form of dead time,
A similar résult was found for polymer ﬁNDY‘ZSBO at 40 r/min in
equation (6.7); _
T (wy = waZ™ = w27 U,

P = +
L 1 - 6z-Y g

.8 _

(1 -z7h)(1 - ¢;Zf{;w$;2;’ - ¢s?ﬁf - ¢“Z-a)-

(6.7)

where o ST
w, =, 13,8 1+ 1.3  kPa/M.B. _
wy = -107. - & 1.8 ° keafit.p.’ 7
C Wy = 46,7 % 4.6  kPa/M.P.

§ x -0.2976.% 0.0544 N
.. #1 = 0.,1732°% 0.0817 - K
d2 = 201599 + 0.0238




6.3 ory of Seasonal Models as Filters

. . . \
-diagrams of the. extruder process.:

—

EY

¢s = -0.339 * 0.0716

-4

¢, = =0.347  0.0806

The term (1 - ¢:2=" = ¢227% - 432~ - 4,2™*) has roots at 0.83 + 0.801i.
These réots correspond to a damped sinusoid, damping factbr 0.87, and
frequency 0.122 Hz (period of 8.2 s). The system gain is 129.1 kPa/M.P.
Agéin_the noise model and system gain compared very reasonably with

those obtained from équation (5.1).. Thé transfer function, like equation

(6.6) is non-minimum phase with a small value of W when compared to w;. .

-

The filter has caused the replacement of the firsﬁ order plant
mode; of equation (5.1) with the transfer functioh% given in models (6.6)'
and (6.7) which are determined by the dynamics of the filter. This

creates a non-minimum phase, system which is mich harder to control than

e ¥

a normal first ofder plant. .,

S ¥
This section shows that the low-pass filter reduces the system

phase and gain margins, This destabilizes the system under closed loop '

control.\<The'filter also considerably changes the system,fime series model.

3
)

-

7

In the previous section, the low-pass £ilter wag shown to.cause

poor closed 1oop'behavior. .Iﬁ order to improve the system control it was
decided to reexamine the systém block diagram and model, in an'attempt to
more oﬁtimaliy remove the signal noise. This section prggenté various '

-

models and seasonal time series fi;teis designed to remove the flight

noise. ' This approach is introduced by examining some geteralized block

A ‘A" . ’ ’
Figure 6.6 (4) shows -the block diagram of the individual model .

: ) . 4 : " ‘1., .

~

7 . Ilb‘

nta ‘ i o the =~ tha —
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Figure 6.6 Simplified System Block Diagrams
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drifts, the 8 s surgingand the flight noise.‘ This figure assumes that
.these processes are additive and do not interact. This is expected
because the sources of /the noise, as discussed in section 2.3, are
independent. { T :

One would like:te use the fé of Figure 6.6 (a) as the controlled
‘variable. This is the p;ZEEure before the addition of the flight noise.
The only way to aetue]_.ly obtain Pé would -be through the manipulations
used in either Figure 6.6 (b) or (c).

In Figure 6.6 (b), the flight noise is cancelled by a deterministic
model of the noise subtracted from the pressure data.~ The flight noise
can be considered as a deterministic disturbance modelled by a constant
ampldtude sawtooth wave, with frequency determined by the screw speed.
’The ampiitude and startdng values are selected as tne model parameters.
Unfortunately, it is imprlactic_‘al to usée this method on-line for control
as the'model parameters may vary with different operating levels. More
importantly, the value of the model is very dependent on accurate screw
speed information. Since the offset in the sawtooth ig dependent on all
i \past qcren speeds, errors could build up. On-line initialization of the
paraneters could~also prove difficult,

| Models, using this deterministic saptootn moder of the flight
noise, to feplace“the seasonalfdifference;openetof.of equetion_§5.1)l
' yielded a poor fit. .Attempts to use modele of this form were gbandoned.
"Figore 6.6 (c) shows the’mote ethndard “approach of constfucting
a filter H(Z“) to remove the noise. In the previoua section it was ;

shown that a standard low-pass filter perfdrmed poorly, causing

instability The next approach after using the low~pase filter was to
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reexamine the Box and Jenkins noiee model of equation (5.1) and the
block diagram Figure 5.1, concentrating on the flight noise terms.

The noise model developed by time series modelling can be
considered as a filter which selects éertein frequencies of the white
noise sequence, 2., and produces a coloured noise series, Nt‘ This
property of time series models can be used to modify the measured
signal instead of modelling a noise sequence.

The Box and Jenkins noise models can be separeted, as in

equation (6.8), into terms due to the periodic signal noise and terms

due to other process disturbances

-1 . -3 '9 (.Z"")\ . |
P, L aE) v, *—SE) £ T 8, (6.8).
8@ T Vg 4.2 .
027 :
where § represents the periodic behavior, This term can then
B (2™ ‘

1

be used to modify equation (6.8) to remove this noise from the process

measurement. Equation (6.8) becomes.

n -iyo d .
o P' ~= m(z_’.) ¢f (Z - )vs
t

o . 6(2-12 : \
G(Z-") : ef(z-l) Ut-b ‘+ Vd‘é('z-") at ) (6'9)

whepeaP; is the filtéred meaeured variable:

' . . . ' - .

éf('z:'*)v C U S
t ' : . .
‘Pt —-—q-ﬁn;-———— ?t . . B
Coy f(z— ) * ’ » . .}

In equation (6. 9) the filter has modified the process transfer

— i . | ¢f(Z-‘)V .o B | o P :

function, -In effect the =~ ~—— tern has been removed fxom the
. * s . ‘ 6 z- ) . - .
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noise model and become the H(Z=') of Figure 6.6 (c). The filter
becomes part of the loop transfer function relating Pé to Ut'
: ¢f<2“‘>v
However, because the ——————— filter is calculated by time series
8 (z-1
analysis, it is an optimal.filter. This means that it attenuates the
noise as much as possible, with the least possible effect on other  ‘~

(P

frequencies present in the noise model,
\ ‘M b ’ :
In the most common modelling method, 6 (Z"‘l\and ¢ €Z=*) hdve
terms only in orders of integer powers of s, where s is grea7 ‘than

one. TFor example ef(Z"‘) might be:

. p=1 =1 - ,=S - ‘ -zs‘. . . /
ef(Z ) =1 Gle szz REIENE

The other method (discussed in more detail later in th§/s; section)

/
_ involves modelling the periodic disturbance as a singx/soid. For example,

‘both equations (6:10) and (6.11) will remove a sinusoidal disturbance

with a period equal to 12 times the, sampling period.
‘. ‘ “ //

- 327 w27 U (6.10)

-2 0 =a X - (6.11)

o

where U is the input series and a is the white noise output. Figure

6 7 shows the location of the zeroes for these twp processee. Both have

.,(i 211/12)

zeroes' at e which will remove a sinusoid with a period equal ’

to 12 times the sampling period o o /ﬁ :

s

(6.11)"is a comb filter and (6.10) 4s the inverse of a digital

resonator (Rader and Gold(1972)). The frequency response of thése



81

PN

- -

a). Zeroes of (1 - ¥3 2-* + Z"), = ei(inn/12)
Equation (6.10) ‘

>

b) Zeroes of (1 - z-'?), = I@TEMAY p oI L .
Equation (6.11) _

Figure 6.7 . Plot of_Zeroes for Equations (6.10) and (6.11)
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filters can be studied by examining the Bode plots for these systems.
For the seasonal difference filter (1 - z-SY, F%gures 6.8 and 6.9 give
the amplitude an& phase ratios plotted exée;imentally for 1 - Z—G.
These plots were developed by filtering digital sine waves of various
frequencies and then compariﬁg the inputs and outputs.

The plots run from 0 to mSIZ frequency where o is the sampling
frequency. This is because responses for frequencies higher than ms/Z‘
will be transformed to lower frequencies by the effect of aliasing
(Franklin and Powell(19805)u Figure 6.8 shows the amplitude—raéio Bode
plot which has s/2 lobes with zero amplitude ratio at the frequencies
Qﬁiéh correspond to the zeroges of 1 - z-8, Tﬁese are located at ws/n
na=1,2...,8/2 for s even and n = 1,2,....,(s-1)/2 for s odd. The
midpoint between the zeroes has Qn amplitude ratio of 2. These are
intuitiveiy sound results. From'the zeroes one can see.that the
;eaéanal difference operator would eliminate all ;inusbids of frequency
;s/é and their harmonics. However, for frequencies of ws/(Zn + 1) s/2,
one wéu}d be spbtraéting values with 180° of phase shift. These values
would reinforce instead of-eliminate, leading to an amflitude of 2 at
thése locations. | |

ﬂany control texts on sampled data systeﬁs (Ju;y(1958), Tou(1959),
'Lindorff(1965)‘and Kou(i9%7)) recommend transforming digital equﬁtions
fromtthe Z-domain to the W-domain in order fo study the system frequency

— .

response. This can be accomplished by using the bilinear transformation

-~ ) g . '
(6.12) when mapping thﬂBgde diagram. This .involves setting:
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TABLE 6.1
W - TRANSFORM FOR SEASONAL FILTERS
Filter Order - s Filter W - Transform
I 1 -2 W a ™
. . I+Y .
2 1 -2 A%
1 +wy?
3 . 1 - 278 6W (L +1/3 W?)
' _ : . @+w? -
4 1-2-% . W (1 + W2) -
) : : _ (1 +W"
"5 ’ o 1-7z- 10W (1 + 1/0,513 W) (1 + 1/19.49 W?)
: L+ wW)?
6 1'-2-¢ v 1260 (L + W2/3) (1 + 3w?) -
’ a+we
» )

NG
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and plotting the Bode plot in the W-plane. Frequencies in the W-domain
can be matched to the real Erequencieé by |
| wT '
a, = j tan ijg
Frequencies in the W domain go‘from 0 to infinity, whereas the actual
frequencies m_take valu?s from 0 to wS/Z. Table 6.1 shows the resulting
transforms for different éeasonal filters. By drawing the Bode plot‘for
the cases listed, one can see that only the first and ;econd order filters
mchh an actual Bode plot like Figure 6.8. Other authors analyze the
frequency response directly by setting 2 = eijs (Oppenheim and
Schafef(196é) and Harris(1980)). Saucedo and,Schiving(l968) shows that
. these two m;thods are equivalent in the W-domain. ﬁéwever; Bode plots
in the w—domaip,do not actually coﬁform to- the sysﬁem performance for
the real frequéncies.’ .This is probably due to the bilinear transformation
being an approximation for Z = eSTS (the true de%inition of a Z=-transform)
causing soﬁe warping at high frequencies. |
The frequency response fo£ 1 - 2°° can be calculated as follows:
\ .Z = 'ejst

1-27¢ = 1-e-o39Ts

= 1 - cos 6wTS + j sin 6w'l‘8

AR = /(1 -'cos 6w_TS)2 + sin® 6uT

VY1-2cos 6st + cos® Gst + sin? 6wT8

¥ .

Py

Y 2 - 2 ¢cos 6m'1‘S

N m e et s
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The amplitude calculated above matches the ré9po£se shown in Figure 6.8.
| The seaéonai filters are very effeétive at removing one frequeﬁcy;
however they have many features that are unacceptagle for control‘
purposes. The DC value, along with all the harmonics are lostvand all
other frequencies experilence amplitude and/or phase changes. By losing
" the DC value, th;'controller will not be able to account for long term
drifts or offsets meaning that the process may move to a new lévelA
without the controller seeing the ég;hge. In addition, Figure 6.10
shows the poor impulse reséonse of the filter., An impulse introduced
to the filter will never die away but.will create a respo;se with the
frt.equency that the filter is designed to remove. Figure 6.11 shows the

filter step response, an impulse of s sampling periods duratiom.

R Another possible filter is (1 + Z'?/z) which needs values of the

signal noise s/2 lags apart to be equal and opposite in sign. Replacing

v, i (5.1) by (1 + 27%/2

) gavé a significantly poorer result. Most
periodic disturbances, such as a sawtooth wave, will not have opposite
signs 8/2 periods apart and will not be removed effectively.

The other filter discussed are filters of the form:

(1 - 2 cos® Z™* + 2°2) ' (6.13)

where 9 is'the frequency of the noise to be removed. Again replacing

Z with'ejmTS gives an amplitude ratio described by equation.(6.14).

AR = /(1 -2 cése cosmTS + cosZwTS)’{(Z cosf sianS - gin mes)a (6.14)

This gives values of AR = 2 - 2c088 for uT = 0, AR = O fof 4T, = § and
AR = 2 + 2cos6 for mTB'- 1. These values match the Bode plot developed

by simulation in Figure 6.12.
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Filters of this type amplify.frequencies which lie above
. wTS = 6. This amplification can be removed by selecting compensating
poles. Filters of this type will be discussed further in the next
section. These are actually a form of the bandstop filtérs that can
bi transformed from low-pass filters,

In summary, in this sectio;, various models andlblock diagram
manipylations are studied in an attempt &o remove the signal noise.
Mogg importantly, Box and Jenkins seasonal noise models are examined

‘fdr their applicability as filters. Two main models are studied;
the seasonal dif}erence operator, for example equétion (6.11) and the
sinusoidal operator éresented in equation (6.13). ' The seasonal filter
was fouﬁd to be 5 poor filter.\ The DC value of the data was lost and
all other frequencies experienced amplitudeiand/or phase changes, The
sinusoidal type filter is much better with a flat response for low
Ifrequgncies. - However, the .high frequegcieg are amplified.
| The seasgnal:differen;e oper;tor and the sinusoidal operator
are compared in the next section to the more standard digital signal

-

processing approach of bandstop filtering.

-

6.4 PI Control With a Bandstop Filter

The previoﬁs section shows aétempts to use ﬁox and Jenkins
seasénal modelg ;s filters to remoVe ohe particular frequency of noise.
This corresponds to the more standard signal processiﬁg teghnique of
bandstop filtering. This invplves'constructing A filter that, in its

ideal form, removes all frequencies in a spécifiéd stop baﬁﬂ and does

not affect any other frequencies outside the stop band. Both Figures

-

- *
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6.8, the Bode plot of the seasonal difference filter, and 6,12, the Bode
plot of ghe siﬂﬁsoidal filter, show a narrow stop band region about
wIg /27 =L However, thése'Box and Jenkins filters do not meét the B;nd-
stop criteria of not affecting the amplitude'df frequencies outside thel
stop band. The seasonal difference operator has a éomb éhape ;nd the
sinusoidal filter amplifies the high frequencies,

Signal procgsging'text books (for example Rabiner and Gold(1975))
construct bandstop filters from low?a;s filters‘by using tpe

a

transformation given by (6.15).

s S (Q, = %) . R _ (@.15)

s34+ *.0
. u e 'f

where QQ = upper cutoff freauency (.707 amplitude ratio) rad/s and
Qe = lower cutoff ffequency k:707 amplitude ratio) rad/s. To use the
transformation (6.15),fthe low-pass filter must be normalized to have a’
cutoff frequency of w, = l_rad/s. .

A bandstop filter can.now be constructed by taking the fourth
order ﬁutterworth lowpass filter already develope& in section 6.2
(equation (6.3)) and setting 0 = 1l rad/s and d = Qu*ﬂe and ¢ = Qu—aﬂé.
Filter (6.3) is transformed to (6.16): .

E - o (6.16)

H(s) .= .(82 +d)2 . . (82 +d)2

(s%c? + «, ca(s? + d)+(s* +d)?) (s%c®+«, cs(s’t%d);(sz-+d)’)

where =y = 1,84776 and <, = 0,76536
Filter (6.16) has twin ze:oes<at't¢ﬁ-i. These zeroes will °
eliminate’a‘sinusoidar behavior of frequency Yd. "By using pole-zero

papping (Franklin and Powell(1980)) a zero at +V d i in the s-plane

[ T

[ R VR R

»
o5 s et e+
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tivd T

will correspond to a zero at e 8 - on the unit circle in the Z

plane. This corresponds ta the digital model (6.17)
(1 -2cos va T 27 +27%) (6.17)

Equation (6.17) ig the same eq;ation as the sinusoldal filter
(6.13) discussed in the previous seétion (whgre'/ra—lg=e). (6.16) has
a fourth order zero that removes tﬁe offending frequgncies.

The filte£ is discretized using the bilinear transférmation
(6.4). A sambli;g time of 50 ms, same as for ‘the low—bgss filter, was
chosen, The c;toff ffequencies were_chqsen as Qe = (1/3)'2n r;d/s (20
r/min) and Qu = (1.5) 27 rad/s (90 r/mip). These frequencies correspond
to the operating region of the extruder. At th;se values, no prewarping

was required (Kaiser(1972)), The digital version of (6.16) is:

H(Z™') = (2.623 555 1 x 10% - 1,023 844 1 x 1072~* + 1,523 600 7 x 10727 .
-1.023 844 1 x 107277 + 2,623 555 1 x 10°27%)°? (6.18)

(3.587 063 x 10° - 1.195 073 x 1072~ + 1,506 405 6 x 107z~2

-8.526 153 2 x 10°Z~ + 1.831 997 8 x 10°2~%) _
(3.073 024 5 x 10° - 1.094 771 1 x 107Z2~* + 1.506 405 6 x 1072~2
| ~9.529 172 1 x 102 +°2.346 036 1 x 10°2*) '

fhe large number. of signifigant figures used in tbe filter are required
to maintain the accuracy and the stabili;y of the.filter.

This filter has twin zeroes at' both (0.9743 # 0.21911) and
(0.9?70 + 0,21971i) and poles at (1.100 % 0.11451), (1.227 ¢ 0.30841?,
(1.009 = 0,47204) éﬁd“(l.OZl * 0,10711). Thévq;gnitude of the zeroes

are very close to unity, with the error due to roundoff, These zeroes

*
>
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remove a sinusoidal disturbance with a frequency of‘0.72 Hz, which is
very_c&ose :5 vd /21 = 0.71 Hz, the frequency removed by the continuohs‘
verslon of the filter (6.16). Figure 6.13 gives the Bode plot of the
certinuous filter (6.16). Note that the figure shows considerabie |
phase lead at certain frequencies due to the zeroes of the filter.

The amplitude response of Figure 6. 13 closely matches that of
the sinusoidal filter given in Figure 6.10. However, the bandstop
. filter has a flat amplitude in the high frequency range, whereas the
sinqsofﬁal filtEr amplifies the high frequency. The_poles of the
bandstog filter, not ﬁresent in the sinusoidal filter, are fléttenlné
this reéion..

Figures,é.14 and 6.15 show the pressure response and control
actions'resﬁectively lqr control using the bandstop fllter, equatieﬁ
.(6.18). The initial eedtiqn'shows filtered opeﬁ loop eata. The flight
noise has.been elimlhated. Ehe initial control ie poor. However,
attempts to increase the gain and tee inregral action resulged in
lsystem instability. Gains above R, = 5.8 x 107 MiP./kPe quéea;;
inprability. Tﬁls is very similar to the settings that caused ‘
instability in the case ﬁsing‘tﬁe low pass“filter. ¢

~ The instability must be cedéed by a&diné the filter to the loop.

-

.As shown in Figure 6.13, the filter will add 180° phase lead in the
regions of the passband. In addition, the filter will modify the system
transfer function similar to the effect of the low~pass filter has on’

. equation (6.6) and (6 . Especially serious would be the 180° phasa

lead at the corners ‘of the filter where the amplitude is still near

unity. A lSOf phase lead in a closed loop. system could caqge instapility

because, in a similar case to a 180° phase lag, the control actibg'aill'

reinforce the oscillations instead of cancelling them out. The _ . /)‘

tuning parameters must therefére be reduced to increase !

4 ey . o o
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the system gain afd phase margins., This increases the sta?ility of
_the system but lessens the ability of the controller to regulaie the
process. |

Other order bandsﬁop:filters were also impleﬁented in_the
extrﬁdet control loop. A second order Butterworth bandstop filter also
has _18(5° phase lead in the bandpass regiérﬂx\ and was unstable, A first ;
ofder Butterworth filter wag also implemented., This filter did not @
iﬁt;oduce 180° phase into the é#stem? however,'it was found to be of g

too low order to remove ‘much of the noise. Thée control achieved with

_ this filter was little improvement over the unfiltered case.

7,

6.5 PI Control and 2 Pole/2 Zero Filter
The previous section discusses the standard method for

constructing bandstop filters.. It was shown that these filters added

- -
2

too much bhase lead to the system for effective control. However, a

*+

éimpler bandstop filter, with a frequency response as given in Figure
6.16 (a), can be constructed by a transfer function consisting of 2 s

. poles and 2 zéroeg given by equation (6.19):

,,,,,

6+ 7aB)

H(s) = .(6.19)

(s+§(s+m

The émplitude in decibles at ¥ ab will be approximately log(2 ) -

172 log ((f al> )2+ 1) b and 3 are the upper and lower cutoff

. frequencies in rad/s. - Figure 6.16'(b) shows the ponstruction of the
phase response for. this filter. It has a possible maximum and minimum
phase shift of +90° and -90° respectively. If one doés not worry about

a non—uﬂify*amplitude in the high frequency section, one can construct
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narrower filters such as those shqwn in Figure 6.16 (c) and (d) by
replacing the Y ab term in equation (6.19) with c. c¢ is the center
frequency of the filter allowiﬁg another degree of freedom in
specifying the filter. These types of filters, are similar to lead-
lag compemsators commonly used by electrical engineers (see for
example DiStefano et al(l967)).

For the extruder system, a narrow stop band is desired, betweee
0.3 He and 1.5 Hz (corresponding to 20 r/min and 90 r/pin, the operating
regiqp'of the extruder). A shape like 6.16 (c) was selected with
' i: (27) rad/s. The amplitude at 2, Hz, the control-frequency, is
0.45, The filter was digitallized using the bilinear transformation,,
equation (6.4), The amplitude at 1. Hz was still large, 0.48, so the
filter was cascaded with itself to give a filter: H(s) = (s + c)* /
((s + a)?(s + b)?). This gives an amplitude.of 0.23 at 1. Hz. Because
of the narrowness of the filter, the amplirude at 2. Hz is only 0,20,

Figure 6,17 (a) and (b) shows the control results for the PI
algorithm in combination with the cascaéed 2 pole/2 zero filter. The
pressure data has been filtered by the 2 pole/2 zero fiiter. This
filtered pressure‘shows.a much smeller deviatioh from setpoint, due. to
either the flight noise or the 8 8 pressure surging, as compared to
Figure 6.1, the PI controller o6n unfiltered presSure data. However,
the important pressure data tp examine is thé actual pressure that has
had the high frequencies removed. Figure 6.18 (a) and (b) shows the
‘actual pressure data after it has been filtered off-line using the

same low-pess filter as used for the-'data of Figure 6.2. Figure'6L18

(b) also includes the actual unfilteree pressure data for comparison.
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The unfiltered pressure shows considerable high frequency fluctuations
that the 2 pole/2 zero fi}ter and the off-line filter removed.

- domparing tﬂe off-line filtered pressure of Fiéure 6.18 to that
of Figure 6.2, shows that the inclusioff of the 2 pole/2 zero filter in
the control loop, reduces the variance of this filtered pressure’by
between 33 and 50%. The control parémeters selected for best tuniné

in the 2 pole/2 zero case are K, =1.885 x 102 M.P./kPa and T. = 0.7 s,

I
These are much higher values than those allowed in the unfiltered
pressure experiment. For both cases, however, the control deteriorates
during the polymer digtufbanqes. ‘

Because of the narrowne;s of the filter and the resulting 80%
éﬁﬁenuation at higﬁ frequeng;es, anothier filter was constructed for
a = ,3(2n) rad/s, b = 3(21) rad/s and ¢ = 1(?w) rad/s. This filter was
implementéd with a control frequency of 4 Hz; a.frequency outside tpe
* bandwidth of the filter. The amplitude at 4 Hz is 0.86, 0.74 when'the‘
filter‘is.cascaded with itself. The results for this filter cascaded
with itself and PI controi are shown in Figure 6.19 (a) and (b). The
pressure ddta presented is the off-line filtered data. The variance . :
of this case was .further reduced by‘26 to 4bZ over the previous 2 pole/
‘ 2 zero filter. The final tﬁning parameters are 2.03 x 10"5‘M;P./kPa
and 0.8 s, very cloée to those used in the previous case. Again the
cont%él deteriorated during the polymef quality disturbance. The
,variances during this'diéturbance ﬁre abbut equal for bogh Figures 6.18
ana 6.i§.

0f all the filters used in.c;mbiﬁation with the PI algorithm,

the data of Figﬁre 6.19 shows the most success in the regulation of the

'
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8 s préssure surging, It is successful because the filter used’
attenuates the flight noise without an excessive amount of phase
change introduced into the system. The controller can then concen-
.trate more on controlling the é 8 surging and less on the flight
noise, without too much danger of destabilizing the sygtem.
However, tﬁe filter does considerably affect the process

\

model, This was examined by developing a time series model for the

2 pole/2 zero filter used in Figute 6.17. This model is given in

quation (6.20).

-l -2 -3
. . (mo + w1270 4 w227 + wsl™Y) Ut-l N
(l-" ze—l -—.632"2 - 632-3 - 61.2—‘.) ‘

. L . s (6.20)
. (1 - G;Z' - 632“ - 93Z“ )
. " a -

: S V(L = $127F = $227% - ¢4273)

w, = 1L.4 + 2.4 kPa/M.P.
wi = 43.2 + 5.0 . kPa/M.P.
, ‘wa = 6L.9 + 5.8 = kPa/M.P.
| ' s = 27 322 kPa/M.P.
- §: = -0.818 =+  0.072
§2 = 0,279 %  0.095
§s = 0.314 t  0.082
8§, = -0.318 & - 0.07 .
6, = 0,548 *  0.176 . .
‘ e = 0.397 +  0.129
.85 = 0,569 x  0.067
g = 0.679 + 0.159
. .$2 = -0.258 't 0,165
. ds = 0.075 * " 0.158

" This is quite a complex model in which the transfer function has a

considerably increased mumber of parameters (8 versus 2 in the unfiltered
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i

. case, equation {5.11) or 4 in the low-pass filter case, equations
(6.6) and (6.7). Even with the large numbér of parameters in
equation (6.20) there are still a fed significant lags in the auto
and partial correlations of the residuals, indicating that even more
paremeters wouléﬁoe needed, in the noise model, to reduce the fitting
residuals to pure white noise. "However, (6.20) should represent the
systeo fairly accurately (the trensfer function portion is a very good
fit) and is sufficieot to study the effect of the filter on the system.

Table 6.2 shows the roots for all the terms of equation (6. 20)
and their corresponding natural frequencies. Unf Y, because
of the large number of parameters and the unexpected fr encies they
identify, ohe cannot match up individual sections of the model to
either the'fiiﬁer.or the parameters identified in equation (5.1). The
expected rrequencies woulo be close to the values used in che filter,
a=0,3 gz; b =1,5Hz, ¢ = 1, Hz and the pressure -surging at 0.125 Hz.
Frequency 0.3 Hz appears in 8(Z~!) and 1.5 Hz appears”;h\ggg“), both
part of thergoise model. Part of the fflter is affec;ing”coe noise
model. wa of the roots of w(Z™!) lie .inside the unit circle in'the z-t
8

plane. ' This models a nonrminimum phase system similar to the models

’

for the 1oWbRass filtered data. This is due to the filter attenuating
high frequencies.

' A comparison of. equations 6. 20) and (5. 1) shows the vast

“

- qifference‘between the process alone and the process including the

-

Lfilter. - The first order system of equation (5. 1) considered without -

the flight noise, would be much eagier to control than the non-minimnm

phase system of model (6.20). This,is why the P1 controller cannot

1 . . * »
. .
e

( ., ‘
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TABLE 6.2

EVALUATION OF THE ROOTS  OF EQUATION (6.20)

Roots’

-0.489
-1.255

-01893
. 1.387

-0.234

+

W

OOZW

~

0.4851
1.0591

-1.2061

2.4151

LY

Frequency

Non-minimum phase

N ¥
-

.0.16 Hz
1,30 He

0.36 Hz
0.3 Bz,

1.50 Hz

v

-

' 0.39 Hz -

> - .
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totally eléminate the 8 s surging even in the off-line filtereé data
of Figures 6:18 and 6.15 .

Figure 6.20 shows the melt temperature response for the ciata
ofyFigure 6.17. The die wall temperature is al&ays under regulation
by the die ;nalog PI temperature controller. However, as showa in
Figure 4.4, this controller is poorly tuned and is not regulating
thg'melt temperature properly, causing a cycling with a 1.5 min
period. When the new polymer-im;ulse enters th; system, the melt
temperature follows the control action to a new operating level., It
returns to a'point slightly above its former level with the return of
thelolﬁ polymer. The die temperature controilgr is completely unable
to maintain the melt témperature‘at a constant operating level. Future
research should leok at regulating the melt temperat;re. The die heater
power should be.used to reéhléCe the melt temperature instead of the
die wall tempera:ire currently regulatéd. ~
6.6 Summary

| This\chapter discusses the process control of tﬁe'ex@ruder using
2h6“oombinatioq of the digital PI algorithm and various filters. The
filters studied are the low-pass filter, filters defived from Box and
Jenkins time ;ggies models, bandstop filters and filters formed from a
transfer function consisting of.i poles and 2 zeroes.

The noise that is to be removed éz the filter (approximately 1. Hz)
lies in between the process disturbance frequency (0.125 Hz)'and,the :
control‘frequency (2. Hz or 4. Hz). The low-pass filter, filtered fhe
co;trol actions ;s weil as the noise and introduced considerable phase

lag in the loop, destahilizing*the.ﬁroéess at high-tuning parameﬁers.
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The inclusion of the low-pass filter’in the open loop considerably
changed the process transfer function as was demonstrated by two -
time series models. |

| The filters derived frgm Box and Jenkins seasonal models were |
found to be either inadequate for closed loop filtering or were a form

of the bandstop filter. The bandstop filter also destabilized the

—— e . e

loop at high tuning giving poor control.

The best control was achieved by using a 2 pole/2 zero filter

PRtV TN

which removed much of the system signal noise without'Qescabilizing
the system at higher control settings. However, this filter also
affects the system transfer function and the control does not succeed
in completely eliminating all the deviations due to the 0.125 Hz

pressure surging.

L et e T TSPy N
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CHAPTER SEVEN
SELF-TUNING AND MINIMUM VARIANCE CONTROL
7.1 Self-Tuning and Minimum Variance Control Theory

After using the PI,algor?thm (discu;sed in Chapter 6) to control
the extruder pressure, the self-tuning regulator (STR) algorithm was
implementei to control the same process. The PI algorithm was only
able to partially compenmsate for the 8 s surging and the control -,
deteriorétkd as a polymer disturbance entered' the system. It was
expected that the STR would give improveé.contf;l due to its structure
and its ability to compensate for changing process conditions. The STR
structure, as Shown below, is selécted based on knoviedge of the
process and its disturbances. It is therefore better érepared to
control both the procesg and its related distpfbances.' The STR tunes
its parameters based on the discounted recursive least sduares algorithm
givén below., The STR is also easy to implement, idVolving the addition
of a 30 line FORTRAN computer subroutine to the control program
kprogram listings are given in Appendix B):

The self-tuning algorithm has been presented by'ﬁany authors
(i.e. Borrison_an&-Sydiﬁg(l976) and Harris et al(1980)). The épng;ol

is calculated by equation (7.1):

.—1 i -
(aO '}" “;Z + . LI ] o+ cmz ) Yt

U =

(7.1),
t .

-3 -9
(B°+ B:Z7 . . . "*'_B.o,z )

whose parametexs (mo. c e Bo. . . .Bz) are determined by the

discounted recursive least squares algorithm, equation (7.2).
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' , T
Sear = Gt D B W ey FEUpg - Yipa &
i T T -1 '
Ke = Bedoopg ¥ Yo ey B ¥epa): (7.2)
P =[P -, [r+Y p v 1K)
=t+l =t -t -t-f-1 =t -t-f-1° -t
where 8 = [x = BaB B ]T‘
—t 0 . o o m 1P2e o o 2
= [, ¥ Y, WU w, 1T
-t t "t-1" ° " “t-m t-1" 7 " TTe-g
zt is the normalized covariance matrix of the parameter
estimates
K, is a vector weighing the error at time t
and gt is the vector.of calculated parameters. o

The tuning parameter A is a forgettiné factor for past data.
The ;symptotic window'length or. the effecti&e number of observations
used in the estimation routine is (1 - A)~', The range of 0.95 g A ¢ 1
is usually chésen which givég effective window lengths of 20. to
infinit; (there is no discounting of past values for i = 1),

The £ in equation (7.2) is a constraining factor weighing the
‘past control actions. 'A value of £ = 0 will tune controller (7.1) to
the minimum variance control eduation, provided the structure (the
values of m and %) are correct. The constraining factor is generally
very effective in reducing the variance of the manipulated variable
without significantly increasing the variance of the controller -

variable. It is especially useful foi ﬁonﬂminimum‘phase systems, -

" These systems have unstable minimum variance controllers byt can be -

-

*
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stabilizéd by constrained STR or M.V. controllers.

Generally, the values of m and { are chosen from the minimum
variance control structure, This can be most easily demonstrated
through an example. Taking fheitime series model developed in
Chapter 5, equation (5.1):

wo(l wSZ - ws+lZ' K Ut-l (1 - 6;Z27% - 083Z"%) a
VP =

st a - SZ_1> \Lv//jLTT\r $127 - $.27%)

(5.1) can be rewritten to include the Vs term in the-poise model (along

t (5.1)

with the (1 - msz‘s -w 278

- .
o+l ) term which cancels the V8 factor).

(5.1) becomes (7.3):

‘ L - -1 _ -2
o Ut-l (1 -06.2 8327%) a,
+

t- 1 - 682"

P (7.3)

(1L - 4,277 - ¢327%) Vs .

The V8 tefm models the flight noise.- Nbrmally thié non~
stationary term would be compensated by a non-stationary control action.
The controllér would try to match the cycling due to the flight noise
by a corresponding cycling in the control action. However, it is
'desired that the coﬁtrgller not take action based on the flight noise.
Additionally, in most cases thg flight noise will be removed by a
filter eliminating the need for the. Ve #térm: in the model. Therefore the
E V8 term. was replaced in the model by one of its rooﬁs, 1 -‘Z"’), the’
difference operator. The V ‘term forces the minimug variancé (M.V.) |
éongroller to include integral action, which eliminaqés any offsets or
leyel chzliges in the process. Equation (7.3) becomes (7.4);

w U AL - 8,2"% = 8227%) a, _
: o — . (7.4)
1 - 6z (1 - ¢,27" ~"¢a27%) V. '

s
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The general minimum variance cortroller has the following form:
§(z7*) T(Z=) P
¢ (7.5)

w(Z™Y) v (2= 4@27Y

-

All the factors of equation (7.5) are determined from the process
transfer function plus noise time series model. ;(Z"*) is a
polynomial in Z~', of order f (where f is the number of whole periods

of delay in the transfer function paft of the noise model), which

predicts Pt in terms of past a _'s. For equation (7.4), £ = 0, y,(2%) =1,

t
T(2™') is determined from equation (7.6).

8(z=Y = 4.z $(z-Hv¢ + 1z 27 (7.6)

For model (7.4), equation (7.6) ‘becomes 7.7).

(1=0.27" = 0,27%) = (1-27) (L=4aZ"* - a2 + 122" (7.7)

Uéing the values listed in Chapter 5 for equation (5.1) in equation

(7.7) yields

T(z=1) = 1.588 - 2.2962=% + 0.8692~>
Finally the mipnimum variance controller calculated’by (7.5)

becomes:

. -(1.588 - 2.7422%% + 1.5142% - 0.24427%) P,

VUt

(7.8)
70.7 (1 - 1.72227* + 0.86927%) \ .

The V term forces the controller to include integral action., The
1 - 1,722Z"* + 0.869Z2™%) which models the 8 s surging in model (7.4),

forces the controller to take control action matching this 8 s surging.

e o

= s s A vt S M AR A % e
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The denominator of equation (7.8) includes terms for tﬁe inverse of the
plant dynamics and for the .prediction for the noise model. This
controller will compensate for any disturbances, to a system of model
'(7.4), in one sampling period.

Normally, the orders for m and £ would be selected from
controller (7.8) as m = 3 and £ = 2, Howevér, because of the
relatively small value of the term «3 = ~0,244, the order of m was
Seiected as m = 2, to simplify the calculations. Initial guesses for
the STR parameters can also be selected from (7.8).

In much of the literature on the STR algorithm, there is some
controversy as to Qhether the B, parameter of equation’(f,l) sho;ld'be
constagtﬂ Poor guesses of ; fixed B, can cause pfoblems of system
stabiiity and poor convergence. However, if B, is being esfimated,
poor behavior in the algorithp can occur when the parameters converge
(such as momentary "bursféh in the parameter values). Usual practice
is to estimate Bo until the ﬁarameﬁers converge anq then to set it to
this etnstant value. For the STIR used in this thesis, Bo.was fixed,
mainly to simplify the calculations by feducing the @atrix sizes and
. the compytation time. The value.of B8, was taken'as Wy Thié'ié a good

estimate that would avoid any problems of stability or convergence.

N

7.2 Self-Tuning Regulator Experiments

The self-tuner theory presented in fhe previous'sectiqn was
impiemente& on the extrude; to compare-it to the digital'PI éléorithm.
‘It was hoped that the larger strﬁcthre and the parameter following
éharacteristicg.of the STR would yieldlimproved control over the PI

cases, "
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Figﬁre 7.1 shows'the results for the STR with a 0.5 s control
interval, acting on the unfiltered pressure data. A short period of
tuning the STR constraining factor follows 5 min of open lodp data.
Note the small amount of offset from the setpoint during the open loop

(period and its immediate correction when the loop is closed. £ = 6.9
kPa/M.P. is chosen as tﬁe "best" tuning for the STR constraining
factor. As in ‘the PI control experiments, the STR was tested for its
ability to regulate a disturbance in polymer quality. The STR was
very successful in eliminating any long term drifts or offsets caused
by the po}ymer disturbance. This ability was due to the inclusion of
integral ;ctioﬁ in tﬁe controller. The pressure dat; looks very
similar to the unfiltered PI control presented in Figure 6.1. However,
by comparing the gfaphs of the control actions taken, presented in
Figures 6;1 and 7.1, one can see that the STR takes cong}derably more
control action than the PI algorithm, especially during the polymer
disturbance, ‘

Figurg 7.2 shows the pressure data of Figure 7.1 f;ltéred'off-
line by a low-pass filtér. This removed the high frequency pre;sure
components that would not be affect;ng the product, leaving the 8 s
pressure surging. The 8 s surging.is'quité noticeable.with a variance
comparable to that of Figure 6.2 but considerably higher than the PI
algoriéhm in combination with the 2 pole/ 2 zero filters. fhé
unfiltered STR achi_e)w(ed comparable results to the unfiltered PL but
takes considerably larger, comtrol actions. This means that the
Struder ﬁotor:is doing more %ork, with<greater.electricaL usage and

more wear on the moving ‘parts, for the ‘same level of control.
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As in the case for the unfiltered PI contfoller, the SIR 1s
taking control action on the flight noise, thereby not effectively ) . |
" regulating the 8 s‘surging. In the STR case, it can tune itself to‘
tryxand more optimally (for its present structure) eliminate the
signal noise, which is seen as the most significant disturbance.
Therefore, it will take larger high frequency control actions than
the PI algorithm,

i A typical STR controller equation, found by taking
representative tuning parameters, is>presented in the first row of
Table 7.1. The STR has tuned its poles into a controller that will

" regulate a sinusoidal disturbance of 0.186 Hz, that is alterngging in
sign at every sample. In other words, it is monelling a sine wave of
frequency 0.186 Hz overlayed with another disturbance of 1. Hz. This
is the STR tuning for a compromise between the 8 s surging, the flignt\
noise and the level of'constraining of the controller. This compromise
is ineffeetive.in.regulating either the flight noise or the surginé.
This tuning is what one would expect the STR would do for the case
where the flight noise is an ectual process disturbance whibh’the STR
would be desired to regulate. However, it is actually desireé thet

the STR ignore the flighfynoise for both control and estimation.'

At a sampling frequency of 2 Hz, the flight noise, which lies

between 0 8 Hz and 1. Hz (for 50 to 60 r/min) is close to the Nyquist
frequency of l. Hz. The STR would have difficulty identifying the flight
noise at these frequencies and therefore, the constraining factor can be

relatively low. In order to study this. effect on STR with control




Experiment

Unfiltered

Unfiltered
0.25 s control
interval

Cascaded first
2 pole/2 zero
filter

Cascaded first
2 pole/2 zero
filter

~ disturbance

0

Minimum variance
controller '
equation (7.8)

'CONTROLLERS DETERMINED BY STR TUNING
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o~

TABLE 7.1

Controller (P, in units kPa)

VUt =

-(0.625 + 2= P,

76.(1.+1.59Z‘1+0.QZ’2)

-(o.75-0.56z-%+o.625r“)ét

VU =

" 145.(1-0.482""40.90Z~%)

-1 -2 .

W, - -.75(1-0.752-1+0.832"%)P_

145, (1-0.4827*+0.902-3)

* -0.75/45. |

-2.9 P
: t

VUt=

91, (140.82~*4+0.82"%)

~(3.75+3.75Z*-1.8752~3P,

vu

91. (1+1.442~*40.962°)

_-(1.588-2.7422~"+1,5142~2-0.2442"")P, -

Comments

frequency = 0.186 Hz
identify a sinusoid of
0.186 Hz frequency
alternating in sign at
each sample

'y

numerator
d = 0,95
f = 0.33 Hz

denominator
d¢d = 0,91
f=0.37 Hz "~

gain

d = 0.89
£f=0,35 Hz

‘identifying filter

numerator

- roots 27t = 2.73 (2.Hz)

=~0:73
denpminator
. ' d'=0.98 °*
f =0.20 Hz

numerator

t

70.7(1-1.722240.8692~%)

\ .. 5;

f = 2.56 Hz

‘d-= 0,74 .

- £ = 0,0676 Hz
denominator .
d=0.93 -

. £ =0,125 Hz

)
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v

frequency of 4 Hz was implemented. Thié case needed a very high
constraining factor (75.8,kPa/M.P. as opposed to 6.9 kfé/M.P. for the
p{gvious case, 2 Hz hongrol frequency). Table,7.l shows the conﬁroller'
parameters. These parameters have been‘tuned by the SIR :to become
equivalent to one gain term. fhig reduces the controller to an integral
controller. The STR determines that almost all the disturbance
corfesponds to the hiéh frequency sigﬁal noise that.it tries to frack
with equally quick control actions. The high constraining prevents
the eontroller from tuning to a sinusoidal response to compenséte even
more effectively for the flight noise.

In an attempt to remove the flight noise and achieve improved
~ control, the fourth order Butterworth bandstop filter of sgctién 6.4
was implemented in combin;tion with the STR algorithm. The STR was
allowed to run for the first 400 cont;ol.intervals on the unfilte;ed' .
pressure data. After the 400 intervals, thg filter was inclﬁ&ed in qhe
closed loop. Immediately, the system became unsiable; The addition of
the filter destabilized the system. A very large wvalue of 275_kPa/M.P:
was needgg for the constrﬁiging factor, to stabilize the syétem. At c
this level of coﬁstrain;,‘the STR was taking'almost no control action ’
and ﬁas unablé to regulaie the system. The STR poles remained outside
the wait circle (in éhg 77! plane) when the filter was added to the system,
indicating that. the controller itself was stable, while the éyscem was noéi
These }esulxs were very similar to those achieved using the PI’algorith@
and the same’bandstop filte;. Further attempts gbiuse this filte; vere

.

abangoned.
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figure 7.3 (a) and (b) shows the results for the twin cascaded
2 pole/2 zero filter previously used for the data of Figure 6.17.
Figure 7.4 (a) and (b)gives the pressure results that have been
filtered off-line to remove the high frequencies. The variances were
equivalent to the same experimen£ u§ing tﬁe PI algorithm. During the
nev polymer iméulse, the algorithm had a small amount of offset from
the setpoint pressure. The control action taken during the polymer
distu;bance was'bigger under STR control than under PI control. Again
for‘tbis case, the performance of the STR was inferior to the
comparable digital PI exp;riment. In addition when first initiated,
the STR became unstable. It was quickly ‘stabilized by increasing the
constraihiug factor. When the constraining factor was subsequently
lower, tge STR remai .d stable. The problem was‘due to the STR
initially tuning’éggpzigorithm'into a coﬁtroller that cycled between
softwaré limits in the control. action. This system non—linearity did ,
not allow the STR to retune to a stable system. This problem can occur’
duriﬁg the iﬁitial period of self tuning control when the algorithm
6nly has a limited amount of information.~ The SIR may then find poor,
unstable estimates for the contfol.parameters. A

The plof of the parameters determined by the STR are presented
. in Figure'7.5 (a) and (b). After the initial tuning period, the
parameter va;ueg converge to a controller approximated by
W, = ~(2.9 0 + O(Z )P, / (O1.(L. + 0827 + 0.82°%)). The
zZeyoes are reduce& to a gain term and the poles model a damped sinusoid
with a frequeacy of 0.35 Hz. ,Tﬁis.istéery close to the frequencies

* . that appear in the noisé'portion of the time series model (6.20), and

L)
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the lower corner frequency (.3 Hz) of the filter. The poor response of this

controller, filter combination is due to the STR trying to compensate for

the filter. Note that the B values for ¢ = 6.9 yield an unstable controller.

Dufing the polymer disturbance, the STR parameters changed
considerably, yielding the controller gi&en in Table 7.1. The new
polymer has‘movéd the extruder to a new operating level. In
combination with the filter, this new operating level may have a
considerably different time genies model;.meaning thag the STR would
tune to a very different controller.

The other 2 pole/2 zero filter, discﬁssed in seétion 6.4,-using '
a 4. Hz control interval was also implemented on the extruder. However,
it proved difficult to stgbilize; requiring a large constraining factor
of'l3é. kPa/M.P. At this large constraining factor, the control was
poorer than the.PI controller using this same filter. A plot of the
parameters showed that they fluctuated and did not appear to be
converging té steady state vélues. .

The pgrformanee of the STR, as compared to'the*digital PI
algorithm was &isappointing. There was no noticeable improvement in
pressure control by the STR over th; digital PI controller. At first
glance, this is a surprising result. The larger structure and
pé;ameter updating ch§raéteristics of the STR should provide superior
control. However, one must remember that thé STR will tune itself
dependiné onlthe disturbances and noise present‘in accordance with the

) . - —~— .
" type of controller structure used.
Table 7.1 summarizes the approximate controllers to which thé

STR converges. The M.V. controller, equation (7.8) is included for

1

J U Y
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comparison. The table also summarized what part or frequency of the
noise structure each STR is compen;ating. In each case the STR is

doing a good job controlling the parts of the process that it identifies
as the most importan;. However, actually, it is not desired that the
STR regulates the flight noise, or compensate for a filter. The STR
defeats the use of bandstop filters by identifying the dynamics of the
filter and trying to invert these dynamics in the controller, eliﬁin—

-

ating most of the advantage originally gained by filtering. The

qontroller is not allowed to tune to the desired control equation that
would control the real 8 s disturbance.

?his can be elucidated by studying theiblock diagrams of various
controller/filter configurations. The minimum variance controller
presented in section 7.1, equation (7.5), is derived for a general
block diagram, witﬁout measuremernt dynamics, such as presented by
Figure 7.6A(a). Gc is tﬂe controller transfer funFtion, Gp is tﬁe

v '

process transfer function and GN is the noise model.. For the case of

Figure 7.6 (a), the minimum 'variance (M.V.) controller would be

determined by equation (7.9)

»
(=]
1

= - f+1
-8, (£+ 1)

t =G, P . (7.9)

‘ 2" * A
where GN represents a model optimally predicting the noise Nt' The

rest of the cbntroller, l/Gp, is an inversion of the process. This
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procedure is briefly discussed in section 7.1, For more detail refer
to Box and Jenkins(1976).

The block diagram presented in Figure!7.6 (b) includes a filter
model (GF) in the loop forward transfer function.‘ Note that the filter
is in the forward transfer function part of the diagram and not the
measurement loop. This is because, in this case, one is interested in
regulaﬁing the filtered pressure data and not the raw signal. The open
loop time series models presented in the previous chapter,hequations
(6.6), (6.7) and 6.20), include the filter in the process transfer
function, in the forward transfe; function part of the loop.

For the case of Figure 7.6 (b), the M.V. controller would be
determined by equation (7.10) ’

G/
N

(7.10)
P F

As shown by the time series models using filtered data, equations (6.6),
(6.7) and (6.20), the filter is identified as part of the proségg model,
mostly affecting the transfer function part of the mode;zfﬂgi;ce the
STR algorithm trieé to find'an estimate for the controi as glose as -
possible to the M.V. controller, it_would be affect?d_by the filter i;
the same way. | l

This can also be discussed frdm a spectrai‘anélysié viewpoint.

The spectrum of a time series is a plot of its variance verse frequency.

A ggoperty'of white noise is that its spectrﬁm is constant over .all
frequencies. This means that the var;ance of a white noise series is

equal at all frequencies. L. , . Ty

o e et i =
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The STR tries to find a controller that will regﬁlate fhe
cbntrolled variable to approximate as close as possible a wﬂite noise -
seﬁ}es. Filters are included in control loops to ¥emove undesired:
frequencies from the noise model. Unfortunately, the filter is not
peffegt and will affect the process Bode plot by attenuating otper
desired frequencies. The spectrﬁm of the noise would therefore not
be flat. The STR will try to flatten the spectrum by in.effeét
inverting the filfer. N

If the.noise is high frequency and is'being repoved by a low-
pass filter with a cutoff frequency much higher thén the cont;ql\‘if////

frequency, the M.V. controller would not be affected. The dynamics

of the filter will be so fast in reiation to the sampling frequency ‘
of the controller that GF would be reduéed to a unity’gain in thg‘time
series model. This filter would then not affecﬁ the dynamics of the,.
loop as seen by tﬁe ;elf tuner and would not affect the controller

found by the recursive least squares algorithm. '

Figure 7.6 (c) shows a similar block diagram for a éystém with

. . {
_measurement dynamics Gy- In this case, one wants the STR to identify

&

the measurement dynﬁmicSnbut control should be based only an the
process and noise. In this case.ghe meaﬁ#¥emeﬁt.dynamics can be
inclqdéd in the recursive least squares algorithﬁ.nﬁThe RLS afgorithm
will then be able to sepératély i1dentify the controller. \

. MV . * - ¢ .
A simil4r identification of the filter in the<RLS for the cases

o

" of Figure 7.6 (b) %ould mean that the filter would be eliminated from

the idenpification foutine'and the'goise would not be.removed.

|
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It is recommended that éuture work be carried out iA this area,
Simulations could be used to study the effects of filters onm the STR
control algorithm. One could also continue to look at usigg a
deterministic model for the flight noise., Other approaches could
possibly idgngify the flight noise explicitly under closed loop

- conditions by using the flight noise as a dither signal. .

7.3 Sumﬁa;y of Extruder Pressure Control

Chapter 6 and the previous sections of this chapter describe
various attempts to regulate the extruder pressure using diffefent
control algorithms and filters. From thé experimental results, various
recommendations can be made for the réguiation of pressure in most
extruders. These recommendations can be brokeﬁ into three cases.

The first case is when one ié only intefeéted in maintaining
the ‘extruder at some mean operating level, in the faée of?long térm
ldrifts or-disturbances. This would be the case where the pressure
suiging is abéent or does'nof.haveAa major effect on the product. In
general, all the stable controllers were very sucbesgful‘in regulating
the long term drifts and the disturbance caused by an impulse change in
polymer, because;ﬁhey ineclude integral action. | .

Since, in this éaég, it is‘n;t desired to regulate short term
" disturbances, it is recommended that the pressure data be filtered by

a low-pass filter to remove all the noise and amy surging informationm.

The filtefed'pressure can then be sampled at a low frequency,- {a few ;

times evgr& minute) qucﬁlsmalier thaﬁ thé»fiitéé éutoff frequency.

Because of the vary fast firsé'order dynéﬁics of the extruder pgessure;

~
-
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the transfer function of the extruder modeltﬁould be feduced to a gain
term (the effect of any step in extruder screw speed would be completed
by the next sampling pé;iod). The noise model would consist only of

the non-stationarities (thé drifts) because the other disturbances would
be -removed by the filter. This noise model can be represented by a
randoh walk model (Nt = at/(l ~ 2™Y)). PI or integral controllers are
both very effective for these types of disturbances.

. The nefj case is when one wishes to regulate the extruder for

\“\\ pressure surging when a high frequency signal noise due to the screw
\\\~{/<::5o£ation is n;t a significant part of the s&Stem. This would occur when
the pressure transducer is lécated in the adapter or the die or some
other place where it would not pick up a signal'noise. Other possibilities
are that the signal noise may be too';mall to-be'significant, or the
frequency of thevs;rging may be low enough to make-lQWHpass filtering
practical (the low-pass.cutoff frequgncy must be higher than half the
.control frequency). The pressure for this case could then be easily
controlled b& either the fI or the STR algor;tﬁms.
An STR of order m = 3 and 2 = 2, as used in Chapter 7, is
recommended for this case because its optipnal structure and parameter
éupdating would allow the STR to better conttol the process.and to
' ‘compensate for any éhanges in the process conditions. The experiments
in this thesis do not show the STR giving superior control over -the
digital PI controllef. However, in all cases, the procéss'ﬁodei that
was used to identify the STR structure was later modified by the

-.‘addition of a filter or flight noise to the system. 'This degrades the

performance of the éTR'because it tunes itself to compeﬁsate for the

L)
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filter or the flight noise. Without the flight noise, the SfR would
function without these modifications -and therefore shou;d give
excellent control. B

The final case is the one lo;ked at in most detail in this
thesis. In this case, the pressuré signal contains both preésure
surging and a flight noise too close to the surging frequency to be
removed by low-pass filtering. In most extruders, the die or adapter
can be redesigned to include the pressure transducer and eliminate the
problem. if this is not possible, it is recomﬁended to use the digital

PI algorithm in combination with the 2 pole/2 zero filter. The STR is

not recommended for this case.

- /
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CHAPTER 8 \\\

SUMMARY, CONCLUSIONS AN RECOMMENDATIONS
8.1 Summary and Conclusions

This thesis presents the interfacing, modelling and control of
a plasticating extruder using a minicomputer control system. -The
regulation of extruder pressure is studigﬁ by‘using the screw speed as
manipulated variable. Steady state information, step tests and time
series analysis are used to develop dynamic models for the transfe;
function between screw speed and pressure and to model the ddisturbances
associated with the.egtruder pressure.

The system time constant is found to be very rapid, approximately
0.4 s. The most important disturbance associated with the extruder
pressure consists of a non-stationary pressure surging with a period
of 8 s due to the periodic breaking up of the tip of the solid reg;on.
There is also signal noise at the éame‘frequency as the screw rotation.
This is due to the screw élight passiné the tip of the‘pressure
transducer. ' '

//A time series model'for the process 1is presented in equation
(5.1). This model is an improvement over p;evious m&dels preéented in
the ;iterature. The transfer function relating pressure to screw épeed
is a first order model. The ;oise model has terms modelling both the

extruder pressure surging and the flight noise.

In order to approximate smaller disturbances in polymer quality,

‘the extruder was switched from ohe type of polymer to another by

143
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introducing the new polymer into the extruder hopper. This change caused
a second order response in pressure and temperature. |

Digital PI and self-tuning regulator algorithms were implemented
on the extruder to regulate the pressure. As expected, both controllers
were able to successfully control for long term drifts in the pressure
level and a disturbance cau§ed by a change in polymer quality. If one
is interested in the long term regulation of the extruder pressure, it
is recommended that any surging or flight noise information be removed
by low-pass filtering. An integral controller can then be used to
regulate the process. ,

For the case where signal noise is not present in the extruder,
it is recommended that a self-tuning regulator using the st?ucture of
equation (7.8),Vbe used to regulate the pressure. No signal noise would
be present 1f the pressure transducer is siéuated in the die or the
adapter region of tﬁe screv.

Various filters were used to eliminate the signal noise. However,
all the filters substantially changed the process transfer function. ‘This
affected the ability of the controllers to regulate the process. The

a

combination of controller énd filter that was found to be best able to

- 2

control the process was the digital PI algorithm with a twin cascaded '

2 pole/2 zero filter, presented in section 6.5.

v

The STR was found to be inferior to tﬁe PI controlle?: This
_ﬁﬁexpected result is due to the.self—tuning regulator tuning itself to
compensate for a filtgr in the loép or the flight noise, and not'fsr the
elimination of the proheés qisturbances. ﬁxperiments'shoﬁed the poor

control results achieved by the STR algorithm when it is used with

. -
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&

filters~that have dynamics that are comparable to the sampling frequency.

methods of Butterworth low-pass and bandstop filters. These filters were

Filters implemented include the standard signal processing

found to add too much system phase lead or lag; Other means of

eliminating the flight noise were studied. The most important of these

methods was the seasonal Box and Jenkins time series models presented in

section 6.3. A seasonal difference term was used to model the flight

noise but was found to be unsuitable for loop control. Another Box and

Jenkins seasonal filter which removes sinusoids of one frequency was

found to be similar to a bandstop filter. However, the sinusoidal

filter amplified the high frequencies.

1.)
2.)

3.)

"4.)

5.)

' 8.2

In summary, the contributions of this thesis are:
a much improvedfdynaﬁic model for both the transfer function
and .the disturbances associated with plasticating eitruders.

applying stochastic control theory in the form of time seriés

analysis and self-tuning regulators to extruders.

the first éttempt to control pressuré surgingféﬁ an extruder.
presenting problems associated with'using,digital bandstop

filters in closed loop control. |-
~ - }
presenting the frequency response of seasonal Box and Jenkins

-

time series models applied as filters.-

Recommendations for Future Research

Much. of .the work in this thesis.concentrates on the gonstruction

*and implementatiog'of'bandstop filters in control loops. It is shown

_that these filters bave a'detrimental effect on the open Ioop transfer

P
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function gnd the closed loop control. This is especially grue for
}he cases where a qglf-;uﬁing regulator is used for the control
algorithm. Research on the application of the bandstop filters with
the STR control algorithm should continue. Simulations could be used
to study the effects of filters on the transfer functions and the STR
algorithm. A method of modifyiqg the STR algorithm to take account of
filters in the closed loop should be developed.

j The possibility of redesigning the extruder adapter, so that
the p;essuré transducer can be piaced in this érea, should be explored.
Placing the trarisducer in this region woﬁld elimi;ate the signal noise
presently experiencéd which is caused by the screw flight passing the

tip of the transducer. This would enable one to control the extruder

 pressure without the control algorithm being corfupted by the flight

noise or filters designed to remove this noise. This would also verify
that high frequency pfeésuré disturbances are nét preéent in the die. /

The effect.of high frequency screw speed actions on the die pressure

can also be observed.

The long term objective of the research on the extruder system
is to regylate the entire extruder system. The die heater power is

presently interfaced to'the_éomﬁuter. As is discugsed in section 6.4,

4

it is recommended that this heater power be used to regulate the melt

temperapufg.and not the die wall temperature. It is the melt temperature

that heeds to be regulated to maintain product quality.
The extrudate thickness measurement ‘device and’ the take -up
mechanism speed control shoul& be completed and interfaced to the

computer, This would allow one to develop a dynamic model relating
. . . S

v
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the thickness to step changes in both screw speed and take up mechanism
speed. One can also analyze the disturbances associated with the
extrudate thickness. It would be especially interesting to determine
the relation between the pfessurgvyurges in the extruder and thickness;
The thickness measure should also be modified to study the dynamic
pehaviour of die swell. This can be achieved By recording the thickness
of the extrudate for steps in screw speed while the extrudate is allowed

" to fall freely without being pulled by the take up mechanism.
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NOTATION

a - constant in equation (2.1)
lower cutoff frequency equation (6.19)

a, -~ white noise sequence

AR - amplitude ratio 4
B - constanf depending on die resistance and polymer viscosity
b, - = upper cutoff frequency equation (6.19)

c - @, - 9, equation (6.16)

-~ midpoint frequency of 2 pole/2 zero filter
d ~ order of non-stationary disturbances :
~ damping factor of AR(2) model

- Qu -\Qe equation (6.16)

.eq - error signal

fo - frequency of AR(2) model
GC , = controller equatiog

GF - filter model‘

measurement dynamic model

=

- noise model

GP - process model

H - filter transfer function

K - vector weighing pést parameters and present
errors- in controlled variable -

K. - c;ntroller g;in . ¢f T

Kp. - number of periods of dead time equation (2.5)

N - noise compdnent of model
' 151
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‘frequéncy of noise to be removed equatién.(6.13) _
. . s : . i
vector of parameters ‘. . ; /-

N\

§

152 ‘ )

melt pressure

normalized covariance matrix of parameter estimates

melt pressure setpoint

" volumetric flowrate

&
laplace transform variable

integer number of sampling periods representing
period of signal noise %

. melt temperature

controller integral action
sampling period

feedforward portion of equation (7.5)

tachometer reading at time t

screw speed manipulated variable

manipulated variable
measured variable

Z-transform variable

parameter in STR algorithm

parameter in STR algorithm

difference operator (1 - Z~%)

seasonal difference operator (1 -'Z‘s)

polynomial in time series transfer function representing
the system dynamic terms =~ -

m0ving average terms of noise model . .

o
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0 (2-)

9
#(z™)
(27"
¥

w
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moving average term of stochasticifiltes;

‘korget;ing factor \

~

damping factor
c¢onstraining factor, STR algorithm

time constant ‘ - . §
auto¥egre§si§e terms of noise model

autoregressive terms of stochastic filter a .
vector of past control actions and,controlled variables

frequency

cutoff frequency
lower cutoff frequency

upper cutvff frequency
’
frequency in W-domain

polynomial in time series transfer function
compensating for past inputs : ’ .



APPENDIX A

™

CALIBRATION PROCEDURES
A.l Introduction
All the extruder process signals interfaced to the minicomputers
communicate through the Datn Aquisition end Control system (DGDAC)
degeribed in section 3.1. The DGDAC can trnnsnit_on receive a 0 to 10 V
gignal that is stornd in thn computer as a 12 bit number. This means
tnat the 0 to 10 V reading is converted into an integer value scaled.to
lie between“o and 4095. Calibrations must be performed to comvert the
«computer values into engineering units.
When performing calibratioms, it is usually best to calibrate-
the entire loop at once. This is done by -comparing the computer
measurement directly with the process meagurement, without calibrating
the intervening circuitry. This avoids the need to do many caliHrations
fot each mea;uxement. This method is used for all the calibration
| procedures repprted in this thesis.A |
-+ A1l the calibrations require a computer program that accesses
the DGDAC and records the values of the process va:iables in computer
' units. These valuas should be recorded at small time intervals, by the
teletype situated close to tﬁe extruder. Thege values can also be
recorded»in a digk file, at a faster rate, so that they can be accessed
at a later time ‘ : - -
&3 A schematic of the extruder instrumentation panel is given in
Figure A, 1 for Latgr referemces | ’ S
i . '.“" o o ’j~"' ) )
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Before calibrating always allow the electronics at least half an

hour to warm up.

A.2 Tachometer Calibration

1) Place a mark on the torque-arm gpeed reducer.  Thig is the part of
the extruder which rotates at the same rate as the screw and can be seen
through the gap left by the engine guard. ?he mark‘shpuld be in a bright
colour so that it can be easily noticed while the screw is rotating.

2) Select a screw speed. While the computer records the tachometer
readings in computer units, record the time needed for a set number of .
screw rotations (i.e. 10). Repeat this step at least twice for each
screw speed setting. »

3) The'vﬁlue; can now be used to fit a calibration curvéz Note that
this procedure can only be used for.speeds below 60, r/min. th fastér
speeds the line ﬁgsses too quickly to be timed accurately. The calibration
curve sho;ld be gftfapolateq,from.low settiﬁgs to find values at high
speeds. | .

The calibraﬁion curve for screw speed is given in Figure A.2,

-
A.3 Melt Temperature Calibration

1y Disconnect the.melt thermocouple‘fromolhe digital temperature
indiéaéor (pins 2 and 3).

2) Short out.ping_é and 3, the thermoéo#ple.connéctlons. The
temperature reading should appéoiimaté the room temperatﬁre.

5) Use.é mﬁlli;volt source to simulate the ;ﬁermocouplé-iﬁﬁut. This

should match with J thermocOurle tables after the voltage is compensated

\
1

= et e

o N
e A e LT




157

TACH: -2 04510 + 3.249 <132 ADC
100¢
75t
L
A
50t 7
c
&
~
| -,
)
25¢

c 0 1000 2000 . 3000
- COMPUTER UNITS

9

.. Figure A,2' Calibration Curve for Screw Speed .



~ that should be constant through the entire range of the calibration.
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for the room temperature. Record the%ﬁ readings on the computer. .

- ) ‘\%
The calibration curve for the melt temperature is given in

Figure A.3.

A.4 Die and Zone Teffperature Calibrations

1) Disconnect all the thérmocouples leading to the die and zone
temperature controllers.

2) Using the melt temperature indicator, as in the calibration
3

procedure for melt temperature, determiﬁe the millivolt setting for a

selected temperature reading by the digital indieetqr.
3) The same millivolt siénal is applied to each tempe;ature
controller in turn while the computer records the readings. Note that
the controllers"have different loads than the melt temperature indicator
and the millivolt source will need some adjustment to have the eame
millivolt value.

4) The temperaeure determined from the melt indicator is used in

the calibration versus the computer units recorded by the teletype.

Note that the temperatute readings on the front dial of the temperature

controllers are generally off by a few degrees. This is a small offset

The calibration curves for the.die and zone ‘temperatures are

given in Figures A.4 through A.8.

A.5 Presaure Calibration

_Note that the pressure amplifier has been modified to a ‘times
5.74 amplification. This allows a smaller range of pressuxes to be more
accurately represented.

~
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1) Select a screw speed.

2) Determine the pressure by recording the value off the dial on
the analog pressure controller. Record the computer values.

The calibration curve for the pressure is given in Figure A.9.

A.6 Verifying the Calibrations

If the calibrations are performed in the same units as those used
by the indicators on the control panel, these dials can be easily gnd
quickly used to roughly verify the computer readings. It was found that

all five of the temperature controllers and the tachometer showed a small

. offset from the calibrated values. The temperature can be checked by

placing the thermocouples at a known temperature. The calibrations for
the ‘"die and zone temperatures were verified by placing thé thermocouples
in a boiling water bath and comparing the computer readings with a

thermometer. In this manner, it-was determined that the offset was due

‘to inaccuracies in the temperature controllers and not in the calibrations.

The calibrations should be redone periodically to maintain their

accuracy.
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] s - .
. ¥ile Name : STP 1. MC .

e

COMPUTER PRDGRAM TO RUN THE EXTRUDER
MAIN PROGRAM GIVEN HIGHEST PRIORITY
ACCEPTS INPUT FROM TTO1 FOR D2A

AND SELECTS OVERLAY OPTION -

OO0O0O000C

PARAMETER 1TT01=50, ITTI1=5S1, IFLCH=20, iD=5
PARAMETER IOLCH=22, IDTDAS=3,-IATODS=4 )
EXTERNAL DAAD, DAADZ, DAAD3, STEP1, STEPZ, STP3

 COMMON// TSI, G, G1 \

COMMON/DGDC2/ DATUM( IDTOAS), ANALG(IATODS)
COMMON/BL CK i/ DISK, RPM
INTEGER DATUM, ANALG
EQUIVALENCE (PSET,RPM)
. LOGICAL START,DISK
. TYPE “EXECUTING ON TTO1”

OPENNING CHANNELS'TD $T7Q1

ano

STEP=18. 5

CALL OPEN(ITTO1, “$TTO1’ 2, IER} -

CALL OPEN(ITTIL, “$TTI41/, 2, IER)

CALL DCLA(IER) : .

U1SK=.FALSE. " . ’ :

CALL OVDPN(IDLCH, ‘STP1. DL’,IER) : ;

GOTO 1012 -
15 WRITE(ITTOL,155) : '
155- FORMAT(/, 7 RPMP?7,2X, Z)

. START=, FALSE.

’

.c S
c DATA LOGGING LOOP »
c g LT
! p  READ(ITTI1) RPM - L.
IF(. NOT. START) GOTO 156 , . - .
CALL DESTROY(4, IER) Cen
CALL DESTROY(ID, 1ER)
- IF(DISK) CALL CLOSE(IFLCH, 1ER)
156 IF(RPM,ER.0.) GOTO 1002
DELT=RPM-STEP 3 ‘
“IF ((RPM.LT, 18. 5). OR, (R?M oT. 90.) : g
3 . DR {ABSIPET). GT. 10, 3) GQTO zoo : LI
DATUH(IJ=STEPﬁ40.95+ ) , ) . Cok
STEP=RPM : ) o . ¢
. ‘. STRAT=, TRUZ,. i - Lo i -
. oL CALL INLTTCY) ) o S ]
: - . LALLITABK(DAAD: 1D, 30, IER): - ‘ LY b

. 0075 X SR _ o S e

g
LS
-4
.Ba
A\
[ ]
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PN 4

e
AN

169 ' u

C
200 WRITE(ITTOL, 157) RPM
" §S7 FORMAT(/ OUTSIDE LIMITS *,F7.2)

- GDTO 15
C
c ERROR CONDITION '
c
1000 WRITECITTOL) “STOP’
CALL. RESET
3TDP ”
c . . : :
c LOAD DVERLAY CORRESPONDING TO OPTION
c 1 < sTOP
C 2 - PRBS TEST
c 3 -~ CONTROL ALGORITHM
c 4 - DATA LOGGING - .
C .

1012 CALL FOVLD(IOLCH, STP3, O, IER)
. 100Z WRITE(ITTO4, 102) .
102 FDRMAT!’ DPTION?”, 1X,2Z)
‘ "RPM=STER :
READ(ITTI1) LETTER
" IF({LETTER. LT. 1).OR. (LETTER. GT. 4)) GOTO 1002
1IF((LETTER. NE. 2. AND. (LETTER. NE. 3)) GOTO 16

I=LETTER—1
CALL INITT(I) :
_“CALL FOVRL (§TP3; TERY), S
16 ~ GOTO (1000, 1005, 1003, 15), LETTER
C . ; “ '
c LOAD PRBS TEST OVERLAY
c . e .

1005 CALL FOULD(IOLCH, STEP1, 0, TER)
CALL ITASK(DAADZ, ID, 10, IER)
GOTD 1012

c . ‘
c LQAD SELF-TUNER .GVERLAY
e . .

1003 CALL FOVLD(IOLCH, STEP2:9, TER)
" CALL IThSkquéDafaﬁ 10, 1ER)"

s o

. “cont'd...

® e N -



0000006 DO

1006

1020

© 1021

OO0

1022

1023

170

READ{ITT1i) LETTER

IF((LETTER.LT. 1), DR. (LETTER. 67. 5)) 0OTO 1006

OPTIONS STR INPUT
1 - STOP STR EXPERIMENT
2 - CHANGE TSI
3 ~ CHANGE PSET
4 - (HANCE G
5° - CHANGE Gl

GOTO(1007, 1020,1021, 1022, 1023), LETTER
WRITE(ITTOY)’ TS1” ‘
READ(ITTI1) TSI -

IF(TSI,LT. 0. ) GOTO 1020

GOTO 1006 -

WRITE(ITTD1) ¢ PSET’

READ(ITTI1) PSET .

IF (PSET.LT, 0.) GOTO 1021

_GOTO 1006 ;
WRITE(ITTOL) “ G’

READ(ITTIL) G

IF(G, LT. 0. ) GOTO 1022

GOTO 1006 :
WRITE(ITTO1)’ G1’ ¢

READ(ITTI1) G1 .

IF(G1, LT, 0.) GOTD 1023

GOTO 1006 —

1007

CONTROL COMPLETED |

WRITE(IT701) * END OF CONTROL AUN

‘CaLL DESTROY!(ID, IER)

CALL DESTROY (6, IER)

" CALL DESTROY(12, 1ER)

CALL DESTROY (14, IER)
IF(DISK) CALL CLOSE(IFLCH, 1ER)

-1F(DISK) - CALL CLOSE(21, 1ER) -

CALL FOVRL (STEP2, IER)
GoTO 1012

" END- o

«
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File Name : RLS. MC

PARAMETER NP=5, NL=S, [SK=600, IFL2=21
TASK RLS

fASK TO PREFORM RECURSIVE LEAST SGRUARES
ASSUMES P MARIX INITIALIZED SYMETRIC

O000

COMMON// TSI, G, 61, I1, Us X; THONP), PH(NP), YM,FL
? . COMMON/BLCK1/ DISK

LOGICAL DISK

REAL K(NL), THETA(NL), PHI(NL), P(NL, NL)

N=Ni -1

INITIALIZE P MATRIX AND PHI VECTOR

OO0

DO 10 I=1, NL

PH(1)=0.

DO 10 J=1,NL
P(1,J)=0,
IF(1. NE. J) GOTO 10’

LPt1,Jd)=10.

{0  CONTINUE
1 CALL SuUsP

C .
c STORE COMMON VARIABLES
[ .
Y=YM
DO 2 I=1,NL
| PHI{I)=PH(I)
'z THETAL1)=TH(1)
SUM=PHI (NL ) #PHI (NL ) xP (NL, NL)

LAMDA + PHI # P # PHI

OO0

DO 9 I=1,N '
SUM=SUM+PHI (1) *PHI(1)*P (I, I}
) . 1u=1+1
. DO 9 J=IJ, NL
9 SUM=SUM+2, kPHI(I)*PHI(J)fptl J)-
DEN=SUM+FL ] e
ERRS=0, < .

CALCULATE K VECTOR

OO0

DO 19 I=1;NL _ . «
SuM=0. - ) '
ﬁo 29 J=1, NL . .
PP=P(1,J)
IF(1. GT.-J) PP=P(u, 1)
29 " SUM=SUM+PP#PHI (J).
K(IJ=sun/rEN

} ’ " Cont"d-. . '
171, . : )
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172

19 ERRS=ERRS+PHI(I)«THETA(I)
ERRS=Y~-ERRS3
c
c CALCULATE PARAMETER VECTOR .
oy
DO 4 J=T;NL K
4 P(L,J)=(P(I,J)-K(T)¥K(J)*DEN) /FL

5 THETA(1)=THETAL L) +K (1) *ERRS
IF(T1. LE. (1SK+20)) GOTD 51

OO0

‘RECORD PARAMETER VALUES

DO 40 I=4,NL™
- 40 “TH{1)=THETA(1)
51 IF(DISK) WRITE(IFLZ,iOZ) II, (TH(I),1I=1, NL)
102 FORMAT(16, 9FS5. 2)
GOTD 1§
END

~-t

Ja—




OO0

aO0On

OO0, -

OO0

N coam

‘File Name : STEP 1. MC

OVERLAY STEPL
THIS FILE OVERLAYb 3TP3. MC

PARAMETER IDTOAS—S,IATODb 4,1TT01= SO,IFLCH=20,1D-6
PARAMETER 1CHPR=25
TASK -DAAD2

TASK TO RUN PRBS TEST

EXTERNAL WAITT, WRTE

COMMON/DGDCO/NHMBR(2)
COMMON/DGDC1 /5CD2A (IDTOAS), SCAZD (IATODS)
COMMON/DGDC2/DATUMLIDTOAS), ANALGCTATODS)
COMMON/DGDC3/IWRD; ISTL '

COMMON/BLCK1 /DISK, RPM .
COMMON/BLCK2/ MESK, TENTH, 1TIME
COMMON/BLCK4/ FIRST, PL(8), PAV(8)
COMMON/BLCK3/DIE, P, TACH, MELT
COMMON/BLCK6/ PP .

COMMDN// TSI, G, G4, I, RPHN) Y
LOGICAL DISK, TENTH, FIRST

REAL MELT

INTEGER SCA2D, ANALG, DATUM,; SCD2A

DPENING PRBS DATA FILE

Y=0.

TSI=0. . .

CALL OPEN(ICHWPR, PRBS”, 1, IER) Lo
IL INE=1 -

IF(TER N 1) GOTO 99

CALL DATAI(IER)

FIRST=, “TRUE.

ITIME=50

DLRPM=1.

RPMN=RPM

ILINE=8 . .
CALL ITASK(”QITT,IDI7IIER) '
IF(IER, NE. 1) GOTO 99

PRBS DAIA'Abaurszvzod-

'ID 150 I =1, 10000

READ ( 1CHPR, END=151) son

RPMN=RPM+§gN*DLRPH

BATUM( 1) =RPMN*40. 95+. S
caLL FILTER

cont'd...
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CALL CAL
DATUM(2)=(P-1. 5)*3000. +. 5
CALL DATAO(IER)

RECORDING EXPERIMENTAL DATA

CALL RELSE(12, IER)
150 CONTINUE

END OF PRBS TEST X
151 NRITE(ITTbi) ¢ END OF PRBS TEST RETURNIN@ TO NAIN’

CALL CLOSE(ICHPR, IER)

ILINE=4

IF(1ER, NE. 1) aoro 99

CALL DESTROY(ID, IER)

ILINE=2

TF(IER. NE, 1) GOTO 99

IF(DISK) CALL CLOSE(IFLCH,IER)

ILINE=3

IF(1ER, NE, 1) GOTO 99

_ CALL OVKIL(STEP1) ‘ ’ ‘

99  WRITE(ITTO1) 7 ERROR IN: DAaD’,ILINE,IER .

caLlL RESET

SToP i

END \ L ’ :

-,
R e am
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o000

SELF~TUNING CONTROLLER

File Name : STEP 2. MC

OVERLAY STEP2

THIS FILE OVERLAYS $TP3, MC

PARAMETER IDTOAS=3, 1ATODS=4, [TTO1= 5o,rn-o,rnz-12 1SK=400
PARAMETER NP=5, NA=3, NB=2, 1D3=14

TASK, DAAD3

EXTERNAL WAITT, RLS, WRTE-

COMMON/DGDCO/NMBR(2) +°
COMMON/DGDCA /SCD24( 1DTBAS), SCA2D(IATODS)
COMMON/DGDC2/DATUM{ IDTORS)  ANALGL I
COMMON/DGDC3/IWRD, ISTL

COMMON/BLCK1/ DISK, RPM
COMMON/BLCK2/MESK, TENTH, 1TIME
COMMON/BLCK3/DIE, P, TACH, MELT

"7 COMMON/BLCK4/ FIRST, P1(8), PAVIB)

0OO

L EALL ITASK(WRTE,IDZ,iZ:fEﬁ@

101

COMMON/BLCKS/ TM, UTT . . _
tborcaL DISK.TENTH,FIRST .

REAL MELT '

INTEGER SCA2D, ANALS, DATUM, SCD2A

' COMMON/ /TSI, G, G1, 11, UT, Y, CONT(NP), PHI (NP), YM, FL

EQUIVRLENCE (PSET,RPM)"

INITIALIZING CONTROL Paaauafkns

"anerg.vnuz.

ITIME=250
BOP=1. 024
CONT(1)=, 586

_CONT(2)== 703 .

CONT(3)=, 1, in

. CONT(4)=-1, 722

-CONT(5)=, 869

FLE, 98
Tsr=-3_.

ACALL ooraztzsn) . I . o
- .CALL CAL - - : :

UT=RPM: -

. CALL: zTasx<aLs,zna,14.zea> i
PSET=1, 7% - S

L .
. cALL NAIT(l;Z;IER) , ST
L Ym0 S S Co

'NRITE(IT70t.£OI) PSET

FORN@T(' ?$ET = *,Fé6, 3,7/3%X, ’11 ;4X/'U' SXI’Y' 7X; .
‘P 2X) PPSET’ ;3X;’TRCH'.1X:’NELT’.an‘TSI’ /)

Cuzes, 1 <

- Ll . -
. R > - vt R M
. zdo . - - - 4 K
N - . il
N

e -

T I B

st

Uu:aa . .‘ N ) . . 175 .

"l . ' ‘\ " con-t(dgno )
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OO0

°

c

c

c
c
[

146

176

NC=NA+NB
CALL 1TASK(WAITT; 1D, 7, [ER)

DO 150 11=1, 10000 °
CALL FILTER
CALL CAL
DATUM(2)=(P-1, 5)*3000 + 5
IF(DATUM(2). LT. 0) DATUMI2) =0 .
CALL DATARGCIER)
" ILINE=1
IF(JER, NE. 0) GOTQ 999

MINIMUM VARIQNCE AND  SELF-TUNING CONTROL CALCULATIONS

PSI=(P-PSET)%100.

BO=ROP+TSI ’

IF(11. LT. I8K) GOTO 146
=—(PSIRCONT (1) +Y*#CONT(2) +Y1%CONT(3))

U= (U~CONT(4)%U1-CONT(5)#U2) /B0

IF(ABS(U). GE. S) U=ABS(U)/UxS .

IF((UT+U). 6T, 0. ) U=90, ~UT

IF( (UT+U). LT. 18. %) U=18. 5-UT’

CALL RELSE(ID3, 1ER) ’

ILINE=2

TIF(IER. NE. 1) GOTO 999

UTaUT+U

DATUMlz)—U7*40 95+, §

CALL DATAD(IER) :

RESET PHI VEGTOR

D0.1 1=2,NA
K=NA-I+2
PHI (K)=PHI(K-1)
PHI(1)=Y
Yi=Y
Yz2pSI -
DO 2 I=2,NB
KaNC~1+2
PHI (K ) »PHI(K=1)
PHI (NA+1)=U2
U3=vz2 ‘
LUz=ys -
Uisl
YM= Y ~BOP#U2

RECORDING EXPERLIMENTAL DATA
CALL RELSE(IDZ,IER)

150 CONTINUE

ERROR DETECTED

299 GNRITEIITTDI) 'ERROR IN DAAQ"

. CALL® RESET

stoP _ . :
END | ‘ ' 3 ,

e e v - - NPERY - .
- - S %~ - LS NN S —
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000

102

101

o000 -

. 104

100

130

200

99

PARAMETER ITTOLl=50, ITTLi=51, 1

File Name : STP 2, MC

o ~

FLlH=Z0

SUBROUTINE INITT(IFLNUM)

SUBROUTINE TO NAME AND INITIALIZE DATA FILES

COMMON/BLCK1/ DISK, RPM
INTEGER FLANM(4), DTAR(S),TMAR(S)
LOGICAL DISK
DISK=, FALSE.

DETERMINE IF FILE IS NEEDED

WRITE(ITTO!L, 102)
FORMAT(/ DISK FILE? “,2Z)
READ(ITTIS, 101) LETTER
FORMAT (A1)

IF((LETTER. NE, Y - ). AND,
IF(LETTER NE. °Y

‘) RETURN

WRITE DISK HEADER; FILE NAME,

DISK=. TRUE,

IFL=IFLCH
DO 200 I=1, IFLNUM
WRITE(ITTO1, 104) I
FORMAT(” NAME: .FILE #7, I1,2X, 2)-
READ(ITTIL, 100) FLNM

FORMAT (4A2)

%

.CALL CFILW(FLNM, 1, IER)
IF(TER, NE_ 1) GOTQO 99 .

CALL OPENCIFL, FLNM, 2, 1ER)
cALL RATE(DTAR, IER)

CALL TIME(TMAR,IER)

1

WRITE (IFL, 130) FLNM;DT%R,TMhR

(LETTER. NE. “N

*)) GOTO 5

PATE, TIME

FORMAT(Z FILE NAME ¢ 4A2,’ DATE .
¢ TIMEZ, 13,2(7: 7, 12))
. IFL=IFL+1
CONTINUE
RETURN. '
HERE ON ERROR
WRTTECITTOL) * INITT’, 1ER

CALL RESET

3TOPR
END |

4, 13,2¢°/7,12),

D .



OoOOn

o0

10t

\;\

File Name : STEP 3. MC

TH1S FILE OVERLAYS STP3. MC
P1 CONTROLLER; DBIGITAL VELOCITY EQUATION

PARAMETER IDTOGS=3,IATODS—4;!TTOI"SO,IFLCH=20;ZD 6
PARAMETER 1D2=12, ISK=4600

OVERL.AY STEP2

TASK DAAD3

EXTERNAL WAITT, WRTE -
COMMON/DGDCO/NMBR( 2)
COMMON/DGDC1 /SCD2A( IDTOASY, SCAZ2D(1ATODS)
COMMON/DGDC2/DATUM(IDTDAS), ANALG(IATODS)

COMMON/DGDC3/IWRD, ISTL

COMMON/BLCK1/ DISK, RPM >
COMMON/BLCK2/MESK, TENTH, ITIME '
COMMON/BL CK3/DIE, P, TACH, MELT

CDMMON/BLCK4/ FIRST, P1(8), PAV(8)

LOGTCAL TENTH, DISK, FIRST :
REAL MELT, KC .
INTEGER SCA2D,; ANALG, DATUM, SCD2A

INITIALIZING TASKS AND PARAMETERS

CALL DATAI(IER) v
ILINE=1

IF(1ER. NE. 0) GOTD 99

CALL CAL

UT=RPM

PSET=1, 77

WRITE(ITTO!, 101) PSET

FORMAT(’ PSET = *,F6, 3,7, 3%, 7117, 2%, “U’, 35X
1 .. » °Y?, 38X, “PSET’, 3x.'TACH',1x,'MELT’,1x,'Tsz',/)
KC=. 4

TI=1, : - -
CALL ITASK(WRTE, ID2, 12, IER)
ILINE=2 ,

IF(TER NE, 1) GOTD 99 '
ITIME=250

CALL: NAIT(ITIME.l JER)

IL INE=4

1F(TER, NE, 1) GOTO 9%

VSO

FIRST=, TRUE. .
SAMF=ITIME/1000. ;. . e
ILINE=8 .

cAaLL ITASK(wanT,zD.7.IER)

cont.'d...

178 -




ORIV .

OO0

Yo Xs

1456

150

99

, 179

1IF(IER. NE. 1) 'GOTO 99

D0 150 171=1, 10000
CALL FILTER N
CALL CAL

DIGITAL P! CONTROL CALCULATIONS

U=0.
P5I=(PSET-P)#100.
IF(1L, LT, ISK) GOTO 146
UsKC#((PSI-Y)+PSI/TIKSAME)
IF(ABS(U), GE, S) U=ABS(U) /U»S,
IF ((UT+U), GT. 90. ) U=90. ~UT
IF((UT+U), LT 18.5) U=18, S~uT
UT=UT+U -
¥ DATUM(1)=UT%x40, 95+. 5
DATUM(2)=(P-1. 5) #3000, + 5
IF(DATUM(2).LT. 0) DATUM(2)=0 -
CALL DATAC(IER)
YsSPS]
CALL RELSE(IDZ, IER)
CONTINUE .

ERROR DETECTED

WRITE(ITTOL1) “ ERROR IN DAAD”, ILINE, IER
CALL RESET. '

5TOP
END



OO0

OO0

File Name : STP 3. MC

OVERLAY 5TP3

PARAMETER IDTDA$°3,IATODS'4;ITT01=50.IFLCH‘ZO.ID~6

PARAMETER ILAG=1
TASK DAAD

TASK OF LOW PRIORITY TOD SCAN DGDAC
AND TU WRITE YO DISK AND TT7O01

EXTERNAL WAITT
COMMON/DGDCO/NMBR( 2)
CONﬂON/DGDCi/SCDZA(rDTOﬂS)aSCA2D(IATDDS)

. COMMON/DGDC2/DATUM{ IDTOAS), ANALG( IATODS)

120 -

110

onn.

COMMON/DGDC3/ IWRD, ISTL T

COMMON/BLCK1/ DISK, RPM
" COMMON/BLCK2/ MESK, TENTH, ITIME
COMMDN/BLCK3/DIE, P, TRCH), MELT
COXAON/BLCK4/ FYRST, P1(8), PAVIS)
LOGICAL DISK, FIRST, TENTH

REAL MELT

-INTEGER SCA2D, ANALG, DATUM, SCD2A
WRITE(ITTD1, 120) RPM ’
FORMAT!(” RPM = 2, FS8, 1, //,"* TIME”

1 . 14X, ’DIE”, 3X, *P~, 3X, * TACH"
2 ) 2%, ‘MELT?, /)
SEC=-8. o ‘
1T IME=250 \
. LDOP=32 o
 SECIN=. 25

CALL DATAI(IER)
OUTPUT STEP AND RECORD INITIAL CONDITIONS

IF(DISK) URITE(IFLCH,ilo) RPM
FORMAT(* RPM = *,F5. 1) .
IL INS=8 .

‘caLL ITASK(WAITT, ID, 7, TER)
IF(1ER. NE, 1) GoTO 99 ;

v

pnrnrour INITIQL co~6rr:o~s + INITIAL STEP RESPANSE .

‘ rtRST;.TRUE

DO 145 J=1, ILAG
‘DO 140 I=3, 0GP :
TENTH=, TRUE, ‘ !
" €ALL REC(NESK, MESS) !
TENTH=, FRLSE, ;
CALL DATAI (IER)

¢ ' ’ cont'd...

5 et
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140

- 181

SEC=SEC+SECIN
CALL CAL
IF(DISK) WRITE(IFLCH,xOO) ssc,urs,p,rncu,Mer
DATUM(2) =(P-1, S5)#3000. + 5

IF(DATUM(2). LT. 0) DATUM(2)=0

CALL DATRO(IER)

CONT INUE A

WRITELITTOL, 100) SEC, DIE, P, TACH, MELT

145 CONTINUE

OO0 0.

(]

. €
C
c

147

149

<
f

.

/

100

99

‘DO 149 I=1,L00P

) 1

DATUM( 1 )=RPM*40. 95+, 5 —
CALL DATADCIER) '

LooP 10 RECORDISTEP TEST DATA

TENTH=, TRUE. -
. CALL REC(MESX, MESS)

TENTH=, FAL SE,

CALL_ DATAILIER)

cALL CAL

DATUM{2)=(P=1, S)#3000. + 5
IF(PATUMLI2). LT, 0) DnTuntz} =0

CALL DATAB(IER) . L

ssc-sEC+sec:~ .
' RECORDING'EXPERIMENTAL DATA

_IF(DISK) wRITE(IFLCHiloo) SEC;DiE;P TACH
) "ELT ' e

i

C CDNTINUE : - \’ , /

NRITE TD 4$7TTO! EVERV 8 SgC |

WRITE(ITTDI,IOO) $EC,DIE,P;nQCH;NELT*'

- FORMAT(F8, 2, Fe6, 1,F%.3,F5.1.F7 1)

GOTO 147"
WRITE(ITTO21) “ Eﬂﬁpﬂ IN, DRAD'.ILINC;IER

" EALl RESET

'STOP

eMp S P .
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File Name : STP 4. MC . ~~.

PARAMETER 1DT0AS=3, IATODS=4
BLOCK DATA

BLOCK DATA SUBROUTINE TO DETERMINE DGDAC
1/0 PBRT NUMBERS

COMMON,/DGDCO /NMBR (2)
COMMON/DGDC1/SCD2ACIDTOAS), SCAZD(IATODS)
COMMON/DGDC2 /DATUM(IDTOAS) , ANALG(TATODS)
COMMON/DGDC3/ JWRD, ISTL .
INTEGER SCA2D, ANAL G, DATUM, SCD2A
DATA NMBR/IDTOAS, IATODS/

~.
.2000K ~ ZONE FOUR TEMPERATURE
'2001K -~ PRESSURE
2002K - ZONE TWO TEMPERATURE
2003K - TACHOMETER .
2013K - MELT TEMPERATURE .
3000k - DIE TEMPERATURE '
3001K - I0ONE THREE TEMPERATURE
3002K - IONE ONE TEMPERATURE

DATA SCA2D/3000K, 2001K, 2003K, 2013K/ .
4 , .
4001K - CHART RECORDER

4002K - EXTRUDER MOTOR POWER

4003K - DIE HEATER POWER

%

DATA SCDZA/4OOZK,400}K,4003K/
END

182
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File Name : STP 5. MC

PARAMETER 1DTDAS=3, IATODS =4
SUBROUTINE CAL

SUBROUTINE TO PERFORM CALIBRATIONS

COMMON/DGDC2/DATUM ( IDTOAS), ANALG ( IATODS)

COMMON/BL CK3/DIE, P, TACH, MELT
COMMON/BLCK&/ PP

INTEGER ANALG, DATUM

REAL MELT

Z1 ZONE 1 TEMPERATURE
12 - IDNE 2 TEMPERATURE -
23 - IONE 3 TEMPERATURE
Z4 - ZONE 4 TEMPERATURE
DIE - DIE TEMPERATURE
MELT - MELT TEMPERATURE
TACH - TACHOMETER

P - FILTERED PRESSURE

PP - UNFILTERED PRESSURE

J

C 212=193, 4+, 2425+ANALG (D)

12=-194.1+, 24 184ANALG($)
23=-197. 2+, 241 3#ANALG(3)
14=--199, 5+, 2415%ANALGB(2)

DIE=-194. 8+, 2440#ANALGI( 1) .
MEL T=205. 5+. 059988ANALG(-4)

P=, 135+ANALG12) %8, 2E~4

PP=x, 135+PP48, 2E-4 o

TACH==2, 045E-1+ANALG{3) %3, 249E-2

RETURN e

* END

,—r

- .
R e [ P
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999
1000

File Name : STP 6, MC

PARAMETER ITT01=50, IUNITS=1
TASK WAITT

TASK TO WAIT FOR SPECIFIED PERIOD

.LOGICAL TENTH

COMMON/BLCK2/MESK, TENTH, ITIME
MESK=0

MESS=1

CALL WAIT(ITIME, IUNITS, IER)
IF(IER, NE, 1) GOTO 999

1F{. NOT, TENTH) GOTQ 999
IER=-1

cAaLL XMT(MESK, MESS, $999)

GOTOD 1 :

ERRDR MESSAGE
NEGETIVE NUMBER FOR IER MEANS
ERROR IN YMT STATEMENT

WRITE(ITTOL, 1000) 1IER
FORMAT (© ERR WAITT’, 14)
TF(IER.EQ. 1) GOTQ 2
CALL RESET

sTOP

END

184
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File Name : STP 7. MC R

e

»

b N N
PARAMETER 1DTOAS=3, IATODS=4, LOOP=10
PARAMETER ISKIP=IOOO (

SUBROUTINE 7O FILTER PRééSURE DATA

LDHPASS FILTER ~ FOURTH ORDER BUTTERWORTH
SUBROUTINE FILTER
COMMON/DGDCO/NMBR(2) .
COMMON/DGDC1/SCD2A(IDTOAS), SCA2D( IATODS)
COMMON/DGDC2/DATUM(IDT0OAS), ANALG(IATODS)
COMMON/DGDC3/1WRD, 18TL :

COMMON/BLCK2/ MESK, TENTH, ITIME
COMMON/BLCK4/ FIRST, P1(B), PAV(B)

- COMMON/BLCKé&/ PP

COMMON/BLCK?7/ PF, PF1-
LOGICAL TENTH, FIRST

INTEGER SCAZD, ANALG, DATUM, SCD2A

1F (. NOT. FIRST) GDTO 2

11=1

ITIME=50

DO 10 1=1,8
P1(I)=ANALG(2)
PAV(T)=ANALG(2)

CONT INUE ,

PF1=ANALG(2) /18. 002

FIRST=. FALSE.

CONT INUE

DO 1 1=1, LOOP

-2

cont'd...

185
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TENTH=, TRUE.

CALL REC{MESK, MESS) .
" TENTH=, FALSE, s
*CALL DATAI(IER)

PAL=ANALG( 2)

IF(11. LT. ISKIP) GDTO ¢
PA=(ANALG(2)+2, #*PL(1)+P1(2)+1016, 6*PQV(1)~486 8»PAV(12))/533. 8

PA1=(PA+2. *PAV(1)+PAV(2)+1016. 6¥PAV(3)-500. 6*PAV(¢))/520
DO 11 J=1,7 ' - .
K=8-=J
PL(K+1)=P1(K)

. 'PAV(K+1)=PAV(K)
CONTINUE
P1(1)=ANALG(2)
Pav (3)=PA1

"PAVI1)=PA
DATUMU2)=PA1+. 5
CALL DATAQ(IER):

CONTINUE ‘ N

PP=ANALG (2 ' -
ANALGB(2)=PAL+, S : :
I1=11+1 "~ -\

RETURN . .

END . v ,



File Name : STP 10. MC

¢

PARAMETER I[TT01=50, IFLCH=20, IWR=30
TASK WRTE

Cc TASK TO WRITE DATA

REAL MELT

LOGICAL DISK

COMMON/BLCK1/ DISK, RSET
COMMON/BLCK3/ DIE, P, TQCH, MELT
COMMON/BLCKS/ TM,UTT
COMMON/BLCKSG/ PP

COMMON// TS1,6,G1, 11, LT,Y

1 CALL Suse ,
IF(DISK)WRITEUIFLCH, 100) 11,UT,Y, P, TACH, MELT, T51, PP
VIF(MOD(II.IUR) ER. Q) WRITE(ITTOL, 100)

l 11) UT: Yl Pl TACH/ MELTI Tsll PP
100 FORMAT(16,F6.2,F7. 2,F6 3,F3 1,F6, 1,F5, Z;Fb 3
. , GoTa 1
| , END
b

<&
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File Name : STP 11. MC

PARAMETER ITTO1= SO,IFLCH’ZO,IWR 30.
TASK WRTE

TASK TO WRITE DATA

REAL MELT

LOGICAL DISK

COMMON/BLCK1/ D1SK, PSET .
COMMON/BLCK3/ DIE,P, TACH, MELT
COMMON/BLCKS/ TM, UTT
COMMON/BLLKS/ PP o
COMMON// TS1, 6, G1, L1, UT, Y

1 CALL SUSP ' 3
IF(DISK)WRITE(IFLCH, 1007 11, UT, Y, P, TACH, MELT, G, G1, PP
zr-'tnowu, INR), ER, O0) WRITE(ITTOL, 100)

b II,UT, v, R TACH, MELT, G, 61, PP
100 "FORMAT (16, F6, 2, F7. 2,F6.3/F5 1,F6. 1, 2F5, 2,F6. 3)
GoTa 1 .
END .
¢ L3
\ .



APPENDIX C, - ‘
START UP AND SHUTDOWN PROCEDURES = =, - ¥

C.1 Start Up Procedure - . . ‘ ' ;
. : e > .

All the instrumentézzbn digcussed in this gecEion is sﬁown in
the schematic of fhe extruéér }nstfamentétion panel, Figure A.l.
1) . For safety reasons, make sure that the qaiﬁ 220 volt power
supf)ly switch ioc_ated on the wall above"tsne instrument box is switched
off. Then switch on all the ampli?iefs and the vc;ltage to curr.ent'
_ converter that afe located ingide the instrument panel,
2) Close and 1ock>t£e door of the instrument panel and then turn
" on the main 220 volt péwer switch.
3) Turn fhe pé@er switch, on the front of the ;pstrumentation panel,
to the ON position, This will §t§rt the heating elements controlled by
the analog tempera'tureo’ controllers but not the extruder /motor.
4) ‘Do not start thé'extrﬁder gotor umtil the melt témpe;ature
- Indicator has reached the desired temperature apd”rema;ned there for at
, least 20 minutesg This ﬁgg;res that all the polymer pfesent in the
extruder barrel has completely melted. If the extruder motor is started
when- the extruder is cold, the scréw will break (although a shear'pin‘
ghould break first). For all the expetiments in ;hié thesis, the desired
temperature'was taken as abgyg,l65°c. After the extruder motor is’
- started, there is an initial period befére the extrudate temperature
reaches steady'st;te. This initial period can be considerably shortened
b& heating the extruder for a longer period of time. Leaving the extruder

heating. for o&er 3 h_géneral}y reduces the start up time to less than

L5 min.
) - 189
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5) ‘After the extruder has wérmed, flip the power switch on the side

]

of the take up mechanism to the ON position and then press the start

J .
button on the front of the take up mechanism control panel. Turn on the

air supply to the drying nozzle and the water supply to the cooling trough

and plug in the pump motor. Regulate the water supply and recycle valve

until the water level remains unchanged. For most experiments, the pump

and the water supply do not need to be used because the water in the bath
remains cold enough to freeze the extrudate for a long period. This
eliminates;the chance df the_waternoverflowing the trough. Alterna;ively;
the pump and the water can be used for short periods to replace yegted
water with fresh cold wéter. =

6) ~ ° Start the computer program and thén using Optio; 4, the step test
overlay, step up to approximdtely 30, in motor power. With the extruder
in manual mode and éhe manual screw speed control dial set at 25. r/min,
open the feed shute aﬁd then start the extrudet motor .

7) "When the extrudat; starts to'be produced froﬁ the die, draw it

through the bath, under the bars at the bottom of the tank, and ﬁhrough

the dryer nozzle and take up mechanism wheels.

- 8) Switch.the extruder from manual to automatic. The extruder is now

under computer control. , . 5

. C.2 'Shutdown Procedures

1) zUsing option 4 in the computer program, step down to approximatély
28. r/min on thé'éachometer dial, Remember that as the extruder slows,
the extrudate thins and therefore the take up wheels may need tightening,

2) With the manual screw speed control dial set at 25. r/min, switch

~ e
»

to normal control,
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3) Close the feed shute and let the extruder empty of polymer.
4) Once the extruder has emptied, stop the extruder motor and the
take up mechanism, ﬁull out the pump motor plug and shut off the water

flow and the air supply.




APPENDIX D

STEP TEST DATA

4

The data of Figures 4.6 and 4.7 on a reduced ti

N
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