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ABSTRACT

Thé population balance model of Kiparissides (1978) for the con-
tinuous emu]siqn po]ymerization'of vinyl acetate, has been extended to
predict molecular weight moments and has been corrected.for induction
time gﬂd particle shrinkage due tp density changes. The developed model
was successfully able to simulate experimental results from Kiparissides
{1978) and Greene et al.{1976) for the continuous emulsion polymeriza-
tion of vinyl acetate, Application of the model to the batch data of
Keung (1974) had reasonable access as well. The model was extended to the
continuous emulsion polymerization of styreﬁe which follows different
nucleation kinetics and was able to predict:the average conversions and
particle diameters for the data of Brooks et al.(1978). Little success
was achieved in predicting the small experimentally observed oscilla-

o s

To eliminate the sustained property oscillations in the vinyl

tions for the styrene system.

acetate system Linear-Quadratic stochastic optimal control theory was
applied to the model. ODue to extreme non-linearities inherent fn the
system, this approach was shown to be inadequate. Instead, the reaction
system was redesigned to include.s small conginuous seeding reactor with
monomer and water bypass. Model predictions indicated that the redesigned-
system eliminated the osciilations. Experimental testing of the rede-
signed system verified that a dramatic improvement in stability was poss-

ible. The redesigned reactor configuration was also shown to be more

iii



flexible in controlling particle sizes and conversion through use

of tEE/Sgpass.

-

A method for selecting the optimum sensors was developed.
It was shown that the measurement combination providing the most
information would be conversion {as current]f available from an
on-line density meter) and some measure of weight average molecular

weight. . ;
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CHAPTER 1
INTRODUCTION

—

This Chapter is intended as a guide to the various topics
covered by this thesis. The ultimate objective Sf this work was th;
modelling of the continuous emu]s{on po]yﬁerization of vinyl acetate
to better understand the phenomenon of sustained property
oscillations, and the subsequent use“of the dynamic model to develop a
stable continuous emulsion po]ymeriz;£ion reactor system.

Continuous reactors for use in emulsion po]ymerizatidn have
several advantages compared to batch or semi-batch operations. High
reaction rates and high molecular weight polymers can be produced at a
good yield providing,latexes which in many cases can be applied
directly as prod&;ééf’/gasier operation and control, lower maintenance,
consistent product quality and high throughput provide reasons for in-
creasing interest in continuous emulsion polymerizations industrially.

One major barrier to continuous emulsion polymerization
systems, however, is the phenomenon of sustained property oscillations
Tfeading to reduced product quality. A true steady-state is never
achieved due to the nucleation mechanism involved in emulsion kinetics.
Explosive generations of new part%c]es can lead to inadequate coverage

of the surface of the polymer particles which could result in

agglomeration and fouling. Excursions to high conversion during the



oscillatioqs can also cause excessive branching and crosslinking
giving poor performance properties of the latex. For these reasons
there 1; a great deal of interest in means of controlling the property
oscillations for the continuous reactor system.

To examine and eliminate the oscillating behavior of these
continuous systems, this thesis js divided into several sections.J

In Chapter 2,thegeneral mechanism of emulsion polymerization is

discussed. The basic theory of emulsion polymerization kinetics is 1ﬁ~

introduced and the kinetic framework for development of the particle
size distribution (PSD) and molecular weight distribution EEHD) is
presented.

In Chapter 3, the detailed model for the continuous emulsion
polymerization of vinyl acetate is developed based on a population
balance approach. The model is then applied to various problems such
as off-line PSD prediction, batch reactor modelling and reactor
startups to illustrate its general épp]icabi]ify. A final section of
the chapter attempts to extend the model to styrene emulsion
polymerization which follows a different kinetic scheme.

In Chapter 4 a review of past approaches to control of
polymerization reactors is made. In an attempt to verify and extend
the control scheme of Kiparissides (1978), linear quadratic stochastic
optimal control theory was applied to the full model, and simulations
of these control results are presented. Several problems with this
teéhnique caused inadequate control using this approach for the

continuous emulsion polymerization of vinyl acetate.




In Chapter 5, the use of .state estimation techniques for the
determination of optimal sensors or sensor combinations is discussed.
In Chapter 6, the developgd mode] was used to redesign.a
reactor system to eliminate the sustained oscillation phenomenon. Use
of a'small seed reactor with bypass provided an excellent means of

controiling the latex properties.

-In Chapter 7, experimental results are presented comparing the
original single CSTR with sustained oscillations present, with the
redesigned reactor configuration exhibiting stable operation. On-line
sensor problems and attempts at obtaining kinetic parameter estimates
for the molecular weight section of the model are discusssd.

Chapter 8 presents the overal] conclusions_of this work and

possible directions to be followed by futuii;ifféfrchers.

™
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OVERVIEW OF EMULSION POLYMERIZATION THEQRY

CHAPTER 2

2.1 INTRODUCTION

2

Emulsion polymerization has aqvantéges over processes such as solution
and bulk polymerization . Larger heat transfer coefficients can be
obtained due to lower suspension viscosity and often higher molecular
weight polymer can be produced at a higher rate. Many products such
as paints_and adhesives emp]g; the latex product from emulsion
polymerization directly. . For these reasonﬁ, emulsion polymerization
has become a multi-billion dollar operation in terms of sales. In
spite of the industrial impact of emulsion polymerization the complex
-kinetics involved in emulsion polymerization as opposed to other
polymerization processes such as bulk or suspension has caused
difficulty in elucidating the main mechanisms involved in the
process. In the sections which follow some of the early schemes will

be discussed to give an overall background as-well as some of the

steps considered for the model used in' this thesis.




2.2 PHYSICAL PICTURE

There are four main ingredients necessary for any emulsion
poiymerization recipe. These are the dispersion medium, monomer, soap
and initiator. The object is to convert relatively large monomer
droplets which are suspended in the dispersion medium to a stable
latex consisting of submicron polymer partic]es.suspended in the
dispersion medium. |

A typical emulision recipe consists of 100 parts dispersion
medium, 50 parts monomer, 2 parts emulsifier and .1 part initiator.
The dispersion medium typically used is water, and the monomer shoulq
be only partially soluble in the water phase. The large quantity of '
water phase serves to reduce the viscosity of the polymer“particle
suspeﬁsion bermittjng better mixing and Targer heat transfer
coefficients. .

For ideal emulsion polymerization, the initiator is soluble
on1y.in the continuous phase and not in the monomer droplets or
polymer particles. As a result, the generation of initiator radicals
takes p1acé exclusively in the water phase. If the temperature is
high enough (50°C or higher) chemical initiators such as the
persulfates are used without activators. However, for polymerization
at low temperatures (as in cold SBR production at 5°C) the use of
redox initiation systems is required to generate radicals at a

suitable rate. ‘ -



L3

Emulsifiers consist of molecules which*are Tong chain
hydrophobes with a hydrophilic end. The hydrophobe is usually a
long-chain hydrocarbon while the hydrophilic end is typically a
sulfate end group or the salt of a carbox}]ic acid. \Tybical
emulsifiers are the sodium n-alkyl sulfates such as sodium lauryl
sulfate or sodium or potassium_salts of lauric acid or palmitic acid.
The emulsifier plays several major roles in this system. It is first
used to stabilize the monomer droplets dispersed in the agqueous
phase. Secondly, the emulsifier molecules form aggregates with the
hydrophobic ends pointed towards the center of the aggregate or middle

when the concentration of emulsifier exceeds its solubility in water

'd

(a concentration called the critical micelle concentration, or CMC).
These micelles are believed to be an intéﬁr;] part of the formation
mechanism for new polymer particles, and the interior of these
micelles also serve to solubilize a certain amount of monomer in the
micellar interidr. Lastly, the emulsifier is used to stabilize the
polymer particles that are produced and so prevent coaguiétion of the
latex. At any time, there will also be a small amount of free

. emulsifier molecuies dissolved in the aqueous phase.

From the above discussion, the monomer can be seen to be
present in several loci as well. The majority of the monomer at the
beginning (typically 95%) is present as 1-10 jp droplets stabilized by
emJﬁsifier molecules. Also, due to solubilization, a smaller fraction

of monomer is present in the interior of micelles. Finally, a small




portion of monomer is also present as an actual solution in the
aqueous phase due to partial solubility of the monomer in water.
In the next few sections, various models presented to describe

the behavior of an emulsion polymerization system will be discussed.-

2.3 EMULSION POLYMERIZATION MECHANISM

Harkins (1947) pfoposed the first mechanism for emu]sibn

polymerization systems. .His assumptions were as follows:

i) Free radicals are produced in the aqueous phase and
captured by emulsifier micelles. The selubilized monomer
in the "stung" micelle starts to polymerize and the
micé]1e then becomes a polymer particle. The micelle is
thus the principal component for the nucleation of o
polymer particles. .

i1)  The majority of polymerization takes place in the
monomer-swollen polymer particles due to the much larger
surface area of polymer particles and micelles as
compgred to the monomer drob]ets ki.e. monomer droplets
capture a negligible fraction Bf radicals from the water
phase). .

iii) The monomer drops serve as reservoirs from which monomer
diffuses through the aqueous phase into the growing
polymer particles.’

iv)  When all mice11e§ disappear, further formatioﬁ of new

polymer particles ceases.



v) Instantaneous termination when a radical enters a
particle already containing one radical.
With these assumptions, a batch emulsion polymerization could
- be broken up into three stéges, as shown in Fig. 2.1. 4i/"/
.In.Stage I (which is the principal particle formation stage):
monomér drops, mi;el1es and polymer particles are all present. During
this stage the micelles are stung to start new particles, and also
dissolve to stabilize the already existing polymer particles. At the
end pf Stage I, all micelles have disappeared by one of these ’
mechanisms and all new particlé formafion ceases. The final number of

16 18 particles per liter

particle§ produced is iypica]]y 1077 to 10
of laéex. ‘

- During Stage II, monomer drops and polymer particles are both
present. The monomer drops serve as reservoirs and the already
existing polymer particles continue to grow as monomer diffuses from
the &rops to the particles. Usually an equilibrium is assumed such
%hat the ﬁartic]es are considered/saturated with manomer as long as
monomer drops are still present./ At the end of Stage II, the monomer
droplets disappear and the'residual monomer is now 1oéated in the
ﬁo1ymer particlies. This occurs at a conversion called the critical
conversion Xe and is dependent on the sq]ubi1ity of the monomer in
the polymer phase. | ‘

During Stage TII, only polymer particies are presént. The

concentration of monomer in the polymer phase decreases steadily as

conversion increases during this stage.

[

Ao Fem e L
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STAGE I :

4

MONOMER-SWOLLEN
POLYMER PARTICLE

FREE

MONOMER DROPLET
b= 1-10fun

MONOMER-SWOLLEN
POLYMER PARTICLES
{NO HMONOMER DROPS)

2N MICELLE | m;g;gFR
D=50-100A -—
STAGE I1 T
—
/ GROWING
\ POLYMER
' PARTICLE
. MONOMER DROP
STAGE II

o

FIGURE 2.1%- Harkin's (1947) View of Emulsion Polymerization

Mechanism
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With this qualitative picture, it is worth noting that total
 surface  area is increasing during Stage I and II due to new particle
formation and polymer particle growth respectively. In Stage III, the
total surface area actu;TTyﬁﬁecreases because of po]ymsr particle
sﬁrinkage as conversion increases due to the‘density differencé
between monomer and polymer.

Many of the early theories wh{ch wi]1‘now be discussed were

based on this simple qualitative picture.

2.4 SMITH-EWART THEORY

In Stage I, the primary problem is the determination of the
number of particles prgﬂuced. Once all particles are formed by the
end of Stage I, the priﬁary problem becomes the determination of the
average number of radicals per polymer particle. Smith-Ewart theory
(1948) used the gualitative picture of Harkins (1947) to attempt to
quantitative]y-so]ve for the number of particles formed and for the

average number of radicals per polymer particle. S

2.4.1 STAGE I -

To calculate the number of particles, two 1imits are proposed.
The upper limit for the number of particles is found by assuming only
micelles capture free radica1s,,whi1e the lower 1limit assumes that
polymer particles aggﬁmicé11es:capture free radicals in proportion to
.their areas. The ;adical capture rate proportional to area

cbrresponds to the use of collision theory for this limit. The actual



1

number produced will lie somewhere between these limits since if
diffusion theory is applied in§tead of collision theory, a unit of
area in the micelles will be more effective in capturing free radicals
than a unit of area on the poliymer particles due to the difference in
radius. This will produce more particles than shown jn the lower
Timit but féwer than if only micelles can capture free radicals as

found by the: upper limit.

UPPER LIMIT
In this case, particle generation is directly proportional to
radical generation by initiation, with all free radicals being

captured by the soap micelles. This leads to:

M- p (2.1)

where ‘fﬁ is the radical generation rate by initiation. In its

integrated form this becomes:

Np = ﬁtf (2.2)

where tf is the time when all micelles disappear. This occurs when
the area of the polymer particlies formed Ap is equéi to the area the
soap can cover aS[S] where ag is the area covered by an emulsifier

molecule and [S] is the soap concentration in the system.

-y J
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By assuming Case II kinetics,where the volumetric growth rate
is constant for all particles, the Smith-Ewart theory provided the fiAa]

"result:

b = 53 Pastsn¥® | (2.3)

where B is the volume growth rate for particles. This is the upper

Timit on the number of polymer particles produced for a given soap and

initiator concentration.

LOWER LIMIT-

To achieve the lower 1imit, it was assumed that the rate of
generation of new particles was given by the total free radical
initiation rate less those free radicals captured by already existing
polymer particles, where the polymer particle capture rate is based on

area (hence collision theory). This led to the following expression:

dN A 1 - A
B 2 _BF_I (2.4)
dt AToTaL aLS

In order to integrate this expression, the area of particles was

calculated as:

t

Ap ét-t0)2/3 g{fﬂdto - T (2.5)

]
@

0

((amw)1/2 3u72/3 (2.6)

.
1l
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where p represents the area growth rate based on the constant volume
groﬁth rate y. -
* L
By substituting (2.5) into (2.4) ;H{:integrating the resulting
expression by use of infinite series expansions, Smith-Ewart theory

results in the foliowing expression for the lower 1imit on the number

of particles:

o =37 (L (asls)?® (2.7)

Both the upper and lower limit have the same functional

dependence and the number of particles will thus be given by:

Np = k(525 (ag[s1)%/ N )

M

where .37<K<.53

This equation provides a range for the number of polymer
particles produced‘at the end of Stage I provided that Case II
kinetics apply.
~
2.4.2 STAGE II

In stage II, the main probliem is to determine the number of
radicals per polymer particle. The overall rate of polymerization is

given by: y

R = P PpD (2.9)
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where [M]p is the concentratidn of mQnomer in the polymer phase,
NA is Avagadro's number, Kp is the propogétion rate constant and @
is the average number of radicals per polymer particle which is to be
determined. | »

By considering a steady-state balance of the number of
particles containing g free radicals, Smith and Ewart (1947) obtained

a recursion relationship:

N
-1 Pa) + k 1)+ N ! +2) (g

=Nq(_§_A) + kgl * Ky (q(g;l)) (2.10)

where N is the total number of particles.

The terms on the left hand side represent the appearance of

particles containing q free radicals by radical capture, desorption

and termination while the terms on the right hand side represent

disappearance by the same mechanisms of particles with g free radicals.

In this equation, .PA is the r@dica1 capture rate, kde is the
desorption rate constant for the po]ymerizatidn, and V is the volume
‘of the particle. This expression can be applied to three different
limiting cases: |
CASE [: §<<1 with monodispersed polymer particle size distribution
With this condition NO$> N1$> Nq and the recursion

relationship for g=1 becomes:
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N Ny
_ 1
.PA(NO)— Pa (N) £ kg, M (2.11)

and since N /N1, N\/N¥0 and QN;/N it is found that:
quiﬁ kdeNa (2.12)

Also by a steady state arqgument on the total free radicals, the
rate of initiation equals the rate of termination. However,
instantaneous termination implies the rate of termination will be the
same as the rate of radical entry into a particle already containing
one radical. Using this idea, the following expression results:

N

Pi = 2_PA(N—]) = 2 Ppa (2.13)

which when combined with equation {2.12) yields

. \1/2
q = (g{‘—eN) (2.14)

d

This is the simplified expression for the number of radicals per

) particle with instantaneous termination when g<<1.
TTSGRSE 11 g - L5

This case results if there is nn desorption.of radicals. With

this assumption, and with instantaneous termination so that N2 = N (for

q
q>2) = 0, the recursion relationship becomes:

- .PA(;Q) = Pa (:—]) (2.15)
~

and hence N_ = N, and q = N1/(N0 + N]) = .5. By a steady state

total radical balance with this result, equation (2.13) also reduces to:

Pi= Fa (2.16)
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These results correspond {o the Smith-Ewart theory as used for
calculating the number of particles formed.
CASE III: T»I |

This }s the usual case where diffusion controlled termination
becomes important, and hence 1nstantaneou; termination no longer holds.
If desorption is neglected, then it can be shown that Pi = j)A as

in (2.16) and the governing equation becomes:

‘ v \1/2
g = (P‘ ) (2.17)

?Et N

2.4.3 MODIFIED SMITH-EWART THEORY

_ The recursion relationship derived by Smith-Ewart (1947) was
solved by Stockmayer (1957) and modified by 0'Toole (1965). The
analytical expression which results is:

- .0 »(b-1-3q)/2
Ny = a0 2 Iyqon (@ V2/2)

T Lo @ (2.18)

where Ik(x) is the modified Bessel function of the first kind and:

(_‘..

1/2 , .
8 :
a (N—‘% (2.19)
TR '
b = (E‘iﬂ) (2.20)
tp _

Hence, a expresses the ratio of absorption or radical production to

termination and b is the ratio of desorption to termination.




By summing over all particles the following expressions were

derived for this system:

o
E‘ .
_ & N _1-b , a I (a) . N
qa= g=0 qQ = + = “h-2 : b21
29 77y Tt
- 2 Iy (2) . 0<b4] (2.21)
Ib_]la)
= 2 L) s b =0
I]iai

These equations thus specify the value of § for various degrees
of importance of Qesorption as given by b.

By assuming a steady-state balance on the number of radicals in
the water phase, the following expression was obtained by Ugelstad, et

al (1967) for a monodispersed PSD:
- 2 N :
Pa=Fi + kgeMa - 2kgulR- 1y (2.22)

which could be coupled with equation (2.21) to provide a complete
"“solution for this problem.

Gardon {1968) used an unsteadylstate approach where a
derivative term, qu/dt, was added to the recursion relationship
(2.10) but the numerical solution to this yielded the same result as
the Stockmayer (1957) solution, indicating that a steady-state |
treatment was valid. '

Katz and Saidel (1969) approached the problem from a stochastic
viewpoint by postulating probability distributions for a particle

containing various size polymer molecules. By using equations for



change of moments, the molecular weight averages Mn and Mw are

also available from their technique. They assume that only particles

having Q0 or 1 radical are present: hence, Smith-Ewart case [I kinetics.

In addition, it is assumed that: i) particles are of uniform size,’
ii) there is a constant Np, jii) the particle density is constant,
+iv) there is a uniform distribution of materials in a particle, and v)
it is an isothermal, hatch polymerization.'

One further prbb]em for the original Smith-Ewart theory is
provided by high conversion data. Gardon (1968) provided data showing
deviations from Smith-Ewart theory at high-conversion for different
sized particles. Friis and Nuyhagen (19f3) and Friis and Haﬁie]ec
{1973} have shown that this is probably tied into the gel effect which
occurs at higé conversions, which is the result of | ’

diffusion-controlied termination in the particies. Models for this

effect which are tied to the reduction of(ktp with conversion were
developed by Friis and Hamielec (1976) for various polymerization
systems.

2.5 NUCLEATION MECNANISMS

The Smith-Ewart th;éf§’11948) was based on the Harkins (1947)
qualitative u@ew that particle nucleation is caused by absorption of
free radicals inﬁo soap micelles, which will be.called the micellar
nucleation theory. However, experimentally Nomura et al (1978) have

shown thdt polymerization can occur even in the absence of micelles,

such as when the soap concentration is maintained below the CMCY¥ To

* CMC=Critical Micelle Concentration.

kS
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handle this result, a second theory of nucleation is also available in
the I;terature, the homogeneous nucleation theory.

Roe {1968) and Fitch and Tsai (1971) have developed a
nucleation system whereby particle generation depends on three

processes as follows:

%=Pi‘Pc - Pr (2.23)
whereJQi is radical initiation rate,j)c is radical capture rate by
already existing polymer partic]es,jDF is the coalescence rate of
polymer particles and desorption is ignored.

If the monomer is fairly soluble in the water phase such as
vinyl acetate, it is possible that the radicals propagate in the water
phasefup to some critical chain length whereupon they precipitate and
are stabilized by soap molecules to form a primary polymer particle. j
Fitch and Tsai (1971) used the collision theory where radical capture
rate is proportional to area. Using this, the expression for free

radical capture rate by polymer particles became:

Pz Pt (;p‘) - | . | (2.24)

where L is the Einstein diffusion length given by:

1/2
20 [OP .
- w [ max
L = (kpMN (2.25)

The L and Dw are for each size oligomer and since the oligomers are’
continually growing, an average value of Dw and L are used. This
then is substituted in equation (2.23) with the assumption of little

¢oalescence or agg10meratﬁon to yield:



P
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g_g =P (‘ '::E) (2.26)

which is similar to equation 2.4 supplied by Smith-Ewart theory.

It is thus seen that both theories yield similar expressions
gor particle generation and it is expectéd that when micelles are
present in the early stages of an emulsion polymerization for
reasonably soluble monomers that both nucleation mechanisms are
probably taking place and should be accounted for.

Hansen and Ugelstad (1978) a]so'présented a homogeneous

nucleation model wheré the critical length of a polymer chain is the

qmportant variable, this length being the maximum number of monomer

units which could be added to the growing polymer chain in €fe water

AV 4
phase without precipitation occurring. This theory, along with thase of
Fitch and Tsai (1971) and Smith-Ewart (1947),will be discussed in more

detail in the next chapter.

2.6 OVERALL KINETIC PICTURE FOR PARTICLE SIZE DEVELOPMENT

From the discussion in previous sections, a sample kinetic
scheme can be developed to describe changes in the particle size
distribution and number of particles. These are as follows:

RADICAL CAPTURE
k

Initiation (thermal) _ I 9, 2R*
k
. . . . m
Nucleation: micellar R *"L -;* P1
homogeneous R- + M —h+* P1 .
K
Capture by polymer particle R- + Pq _ab, Pq+1
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RADICAL DESORPTION
l k
Chain transfer: menomer o Pq—fm+ Pq
N k
chain transfer agent Py ft, Py
k
Radical desorption pq _ES; Pop * R
PROPAGATION ,
k
Propagation: polymer particles Pq +M B pq
TERMINATION
k

Termination: polymer particles p LBy »p

where Pq is a polymer particle containing q free radicals, R® is a
radical in the water phase and Nq is the number of‘B?rticles Pq.
Several assumptions have been made for this kinetic scheme.
These are:
i) there is no termination in the water phase. -~
ii) coaPulation of polymer particles is not considered.
iii) impurities in water and polymer phases which can react
with radicals are not considered.
iv) both micellar and homogeneous nucleation can take place.
It is also worth noting that chain transfer and desorpfion are
. linked. Larger radicals existing in a polymer particle:are entangled
with polymer chains already present and are unable to diffuse out.

Only small radicals may diffuse out of a polymer particle easily. As

a resylt, unless there is a significant degree of transfer of the



radical nature to small molecules, desorption of radicals-from poiymer
particles is not important. Since vinyl acetate can have significant
transfer rates to monomer, or chain transfer agents can be added for

control of molecular weight, this reaction has been included in this

model. | : . a
- | ~

2.7 OVERALL KINETIC PICTURE FOR MOLECULAR NEfGHT DEVELOPMENT

For the emulsion polymerization of vinyl acetate, the rate of
téansfgr to monomer or other molecules is the dominant step in
controlling the molecular weight development. Termination reactions
play a neg]fgiﬁ]e role in determining the molecujar weight |
distributions. If there is no transfer to solvent, then essentially
all polymers formed.wi11 have a terminal double bond. This is due to
the fact that transfer to monomer provides much larger numbers Qf free

: radica]s than the rate of initiation for this system, so that
effectively alil polymers y111 have terminal 'double bond§ by

E“:,he transfer readtion as shown below:

H y H "
R - Re < CHo - G- + CH.=t fm R ¢ '
S T A 2_| S CH_? + CHy - %
Ry R, R, R, .
POLYMER RADICAL MONOMER  DEAD POLYMER
MONOMER
RADICAL
TO START'

"NEW CHAIN
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As é result, terminal double bond polymerization must also be

included in the kinetic scheme. With these considerations, the

4

kinetic scheme for molecular weight development is .as follows:

k .
PROPAGATION: R, + M £y Riyy
. Kfm n
TRANSFER: monomer . R%- + M — Pr + Ri
- k
. ] < Re _
polymer Rr + PS E—Ea//gr + RS .
transfer agent R +T .fﬁ,. P ¥R
re r r 1
, . ‘*—:L .
TERMINAL DOUBLE BOND POLYMERIZATION
~ kx
Rr + F,s i_) Rr"rs

'The model can also be easily generalized to include polymer

chains with and without terminal double bonds {Hamielec (1976)).
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It is also worth noting that long chain branching can result

from transfer to polymer according to the following scheme:

H H H

H H H
' : k—fp-) TR & H o+ R CH (!R
Re CHz'%‘ CH{‘IZ' * RnCHZ?Rm R.{C 2|c oy ne g
Rolr-1 Ry Rs Rofr1 Ry Ro

-7 ¥

where the polymeric radical removes hydrogen From any unit along the
polymer chain followed by the formation of a polymer branch.
Long chain branching can also occur by the terminal double bond

polymerization mechanism as follows:

Bbth of these mechanisms yield Tong chéin branch, points and
1§ence branched polymers which will be included in the simulation

“we
bguations of the next chapter.



CHAPTER 3

MATHEMATICAL MODELLING OF CONTINUOUS ‘ N\
EMULSION POLYMERIZATION REACTORS

In dealing with any complex system or piece of equipment, a

3.1 _INTRODUCTION

questibn arises regarding the value of a mathematical model. There

The model provides a summary of all.one's knowledge of the
system. As such it highlights unknown areas and hence can direct
research. If the model is accurate enough,é%% will prov1de an

unders;anding of tﬁz underlying mechanism and interactions of the
system. With this kind of informétion,‘several practical applica-

tions usually are suggesﬁed such as:

i) Changes in operating conditions for a better product

or higher produétion.
ii) Extension to a new raw material is usually fairly easy.
ii1) Start-up policies may be better formulated.

. . v
iv) Comparison of different control schemes may be attempted
on the model first so the physical process does nf{ have

to be upset.

]
A

25
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v} Effects of disturbances and operating variable
interactions can be found.
A model then, if it is comprehensive enough to describe the process
trends has many potential uses.
The next question that must be answered is whether the‘model
should be steady-state or dynamic in nature. If thé only result that

is desired is to find what final cbnditions a steady-state continuous

‘process will attain for a given set of operating conditions, a steady-

state model is sufficient. However, for continuous emulsion
polymerization}* several dxiamic phencmenon such as sustained
oscillations cccur. In addition, because of strong non-linearities in

the model, changes from one condition to another operating point may

not be straightﬁsrward. It may also be desired to apply the model to-

batch and semi-batch situations, and to investigate start-up policies
and control strategies. A1l of the above require a dynamic model for

the system. As a result, it was neceééary to develop a dynamic model

"L for vinyl acetate emulsion polymerization which would describe the

P system with reasonable accuracy.

[

t
“th the next section, an examination of previous models in the

Viterature followed by development of the dynamic model with several

applications is carried out.

I
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3.2 DYNAMIC PHENOMENA IN EMULSION POLYMERIZATION CSTR'S

There are several phenomena that occur during start-up and even
steady flow operation of an emulsion polymerization CSTEIwhich require
a dynamic model to explain.

Gorber (1973) has shown experimentally that during a reactor
start-up for the emulsion polymerization of styrene there is an
initial overshoot of the steady-state operating conditions followed by
damped oscillations which finally decay to the steady-state value.
Gershberg.-& Longfield (1961) and Nomura, et al. (1971) ﬁhi]e usiﬁg
different start-up policies alsd found significant overshoot.

In the literature, there are also many reborts of sustained
property oscillations for the emu]sion_po]ymerizati&g of a variety of
monomers. _Qre‘ne, et al. (1978) andjkiparissides (19;5)'have shown
sustained oscillations for vinyl acetate emulsion pqumeriza;}gh{
Gerrens, ;k al. (1971) énd Brooks, et al. (1978} sHowed similar
oscillations for styrene, and Greene, et al. (1976) also showed
sustained oscillations exist for MMK*ému1sion(polymerization. Even
when s%mple feedback control was aEFempted on Kiparissides, et al.'s
simulation of a ;iny] acetate'emulsion polymerization CSTR, Leffew and®
Deshpande (1981) found that the psv?]ations remain. _

In addition to these results, Gerrens, et al. (1971) also e
~ showed experimentally that multiple steady-states were possible for

styrene emulsion polymerization due to the gel effect at‘high

conversions.

(;¥ESTR\= Continuous Stirred Tank Reactor.
|

.
'**-MM%,ﬂ Methyl Methacrylate.

-
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A1l of these phenomena lead to the conclusion that there are
genuine dynamic problems with starting and running a "steady-state"

emulsion polymerization CSTR.

3.3 MODELLING OF CONTINUOUS REACTORS

Industrially, the majOfity of latex polymerization is"carried
out in a batchwise or semi-batch manner. The production of uniform
latex product thus becomes a problem in scheduling additions at
appropriate times and repeating these runs to achieve coTsistency.

Continuous stirred tank reactors have inherent advantages for
large-scale com&ercial production of latices. Red;ced maintenance,
gase Qiﬁgperation and control, more consistent product quality and
usually higher production rates are advantages of using continuous
'reactor systems. Latices already produced in this way are polyvinyl
chloride and styrene-butadiene copolymer emulsions.

However, due to experiMenta1 difficulties in studying
continuous reactors such as lack of flexibility, more gomp]exity,
larger run times and larger consumption of raw materials, past
research has usually examined batch kinetics and not as much work has
been carried out on continuous reactor systems.

- Several publications in the litérature havé attacked various
aspects of the modelling problem. Stevens and Funderpurk {1972)
deve]bped a population balance model for predicting the particle size
distribution {(PSD) for the continuous emulsion polymerization of

styrene based on a steady-state model; De Graaf and Poehlein {1971)
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used Smith-Ewart kinetics as déve]oped by Stockméyer (1957) coupled
with a residence time distribution to predict the PSD for styrene in a
éghgfﬁuous emu]siqn reactor. Predictions by this model for start-up
however are not very-good.

. The most general model developed to date is that of Min and Ray
(1974). Their model was developed based on the size distribution of
polymer particles and is quite complex in scope. The resuiting series
of equations can be reduced to other basic theories by the'appropriate

assumptions, but the model requires a large number of parameters for

its used Kirillov and Ray (1978) used the model by taking moments of

the distribution to predict the behavior of MMA continuous emulsion
polymerization but had difficulty in estimating some of the model

parameters and mechanisms. Their model however did predi e data

of Greene, et ai. (1976) reasonably well., The same model was also
used to simulate a batch MMA reactor by Min and Ray (1978) but even
with simplifications, solution times were quite large.

Gorber (1973) and Dickinson (1976) focused instead on the age
distribution of particles rather than the size distribution for
styrene reactors. Dickinson (1976) furthér simplified the model by
examining only the macro-properties of the system rather than each
class of particles.

Kiparissides (1978) used the same approach as Dickinson (1976{
in developing a series of equations to describe the continuous |
emulsion polymerization of vinyl acetate. His model consisted of a

series of integro-differential equations which were difficult to solve
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but could predict the reactor behavior reasonably well. The fit to
experimental runs of the continucus system was gquite goed. Chiang and
Thompson (1978) made a modification of the model by Kiparissides
(1978) to develop a system of ordinary differential equations for the
moments of the particle size distribution. Chiéng and Thompson (1975)
showed that tﬁe model could fit the data of Greene, ef al. (1976)
reasonably if the appropriate parameters were chosen. //
This final model which is complex enough to describe the system
behaviors, yet simple enough to allow duick solution and possible
control implementation, was used in this thesis. Derivations of the
model equations for the moments of the particje size distribution, and
the extension of the equations for predjption of the molecular weight

R
distribution moments, are shown in the following section.

3.4 MODEL DEVELOPMENT FOR VINYL ACETATE

The model development follows the approach of Kiparissides
(1978) and Chiang and Thompson (1978) using the age distribution
analysis technique. In the next sectiqn the environmental balances
are discussed followed by a discussion of the general population
approgch and derivation of tne general macro-property equations for an
emuision polymerization CSTR system based on age distribution
analysis. These are then applied to derivations of. equations for the
moments of the PSD and MWD. The final set of equations for this

]

system is summarized in section 3.4.5.
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3.4.1 BALANCES FOR INITIATOR, EMULSIFIER, MONOMER AND OLIGOMERIC

RADICALS: .

The balances.for initiator in the water phase, total
emulsifier, monomer and o]igomefic radicals in the water phase for a
single GSTR emulsion polymerization can be written:

Init.: d[I]w [I]F - [I]w

T 5 - kgl 11, (3.1)
Emul.: d(S)y . (S]g - (S
a g ' (3.2)
0lig. d[R-] ] {
Rad. : g = @'([R']wf - [RDw) + fs (3.3)
- kmAn[R-Jyw ky - kp [R-1y
-~ kapAp[R-1w ky + Ppes
- ktw[R'ﬁh
Monomer: Total d[M]TOT [M]F—[M]TOT
P Monomer = = (3.4)
Units at L
Unpolymerized d[M] d(M] '
Monomer FRSE MON _ d?ON = %-([M]F-[M]MON).- Rp-RpAQ {3.5)

Equatign 3.4 is the balance on monomer units in the system both as

free uhpolymerized monomer molecules and as monomerlunits already part
of a polymer chain. . Equation 3.5 is thé,unpo]ymeriied monomer balance.
The two equafions are reduired if the reactor starts up.under
-ﬁ%nditions of pure water but will be combined in the final coﬁversion

equation. ) N
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INITIATOR AND EMULSIFIER BALANCES

By integrating equations 3.1 and 3.2 analytical solutions are

readily obtained if desired for any given reactor start-up policy.

| Z |
1 N -
(1, = [ 1 - e"(fkd)t + [I} e (fkd)t ) (3.6a)
i|+kd9) Yo : 4
*_ 0 - e"t/e) (3.6b)
[s); = [S1e(1 - e™®) + 5] e7%/® | ER)
0 .

whére [I]w is usually zero since the start time of polymerization is
usually whgn initiator addition beéins, and kd4<1/e is the usual
situation for residence times of the order of half an hour to an hour.
. If changes in operating conditions are to be studied however, the

differential gquations 3.1 and 3.2 are preferable.

 MONOMER BALANCE
In order to takelaccount of different start-up policies (for

éxamp1é, only water present initially) the conversion is defined as

follows:

(MI7o7 = [Mlyoy

(3.8)
(Mror
where [M]TOT is used in place of [M}F in the usual conversion
equation and is available by integrating equation 3.4 to give:
(Mror 7 -
10T _ -t/8 -t/e
- [M]F“ - € ) + [M]TOToe (3-9)
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With this definition equation 3.5 becomes by combining with equation

- 3.9 and some manipulation:

dx . '['E X[M]F
at - TMlggr = 8]y

I
="
-
t
@ ><
I_...l
s
I
[ |
=
—d
-A

-1 j\\\_»~5-; (Mg, = O (3.10b)
-e .

Equation 3;10 is genefal'expression‘for the monomer balance while

/

3.10a and 3.10b.fepresent start-up policies where the tank contents

/A .
are the same~as the feed, or the contents are initially pure water
?espegtive]y. Rp represents the total rate of polymerization usually

assumed to be in the polymer phase only.

OLIGOMERIC RADICALS

| The oligomer radica]_balance in equation 3.3 has assumed that.
the radical capture rate is proportional to area according to
collision theory as ﬁsed by Smith-Ewart (1948), Gardon (1968a) and
Fitch and Tsai {1971). It is also poséible to use diffusion theory
where the captuve rate is proportional to the rSE?EE"ES'used by .
Ugelstad, et”al. (1967) but this approach was not used in the
deve lopment as the collision theory permitted accurate predictions of
hoiymerization rate, Kiparissides (1978).

In the oligomer radical balance of equation (3.3) the terms on

the right-hand side represent respectively inflow. and outflow of

<
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radicals, production of radicals by initiation in the water phase,
disappearance of radicals by micellar and homogeneous ﬁucleation
mechanisms whereby radicals start new polymer particles, capture of
radicals by polymer'particles already existing, appearaﬁge of radicals
"in the water. phase by desorption from particfes and disappearance by
termination in Epe water phase. ¥
Tﬂ;\BT%gomer balance is now used to derive the nué]eation rate

ﬁbr new polymer particles. The rate of generation of new partiples

f(t) per liter of latex is the rate of micellar nuc]eation,g]us the

rate of homogeneous nucleation so that:
Vi o

() = kp AplR-Jy + kp (Rl ' (3.11)

k\.l

Ih order to obtain the conceﬁtration of free radicals in the
water phase, the oligomer balance in equatioﬁ)3.3 is simplified by the
following assumptions: (i) the inflow and od£f1ow of radicals is
negligible, (ii) termination of radicals in the water phase is
negiigible, and (iii) the rate of chapge of radicals is.small compared
to the other terms. This corresponds to a stationary state
hypothesis. With these assumptions, equation 3.3-can be rearranged to

. E o4
give:

[R] = PAt) .
w ko Am Ky P Ky T K Ap k., (3.12)

( where 53(;) = jDi + j)DES | . _ (3.13)
b
' Equations 3.12 and 3.13 for the concentration of radicals in

the water phase and rate of production of radicals in the water phase
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can be substitufed into equation 3.17 to yield an 'expression for the
rate of new particle formatidn:,

f(t) = _p(t) 'km A kv' +oky | ' (3.14)

k
v km Am kv t kh + kab Ap kv

In thjs expression Am is the micellar area which is given by:

Am = ([S]TOT - [S]CMC) SmNA - Ap + Sp - Ay (3.15)
where [S]CMC is the critical micei]ar concentratiqq, Ap is the
particle area, Ad is the monomer dropiet area and S is the area
of polyme; particles whi;h are stabilized by polymer end groups rather
than soap. The area of monomer droplets is usually a small confri-
bution and the area stabilized by polymer end groups is difficult to
ascertain and is usually neglected in model development as being small.
The contribution of polymer end groups may play a part for the;viﬁy1
écetate system but it will not be used in this development so that the

expression for micellar area becomes:

(3.16)

Ay = ([Slyor - Fs]cmc) See g - A, | :

In éddition, the homogeﬁéous nucleation rate constant should be
allowed to tend towards zero as the area of particles increases since
the capture rate‘by polymer partic]es becomes greatef than the rate of
intiation of new radicals. This 1eads to aﬁ expreséion of the form

(Kiparisside® (1978), Fitch (1981)):

kh = kho (1 - LAp/4) : {3.17)

By defining M= kho/krn and €= kab/km and substituting*equation 3.17

-
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into equation 3.14, the final expression for the generation rate of

new particles is given by:

f(t) = p(t) k, 5m + P.(l-LApfa) ' (3.18)
Ky K, A+ @ (1-(A 78] FEK A
m P v p

where ﬁﬁ is defined by equation 3.16 as discussed before. 0

Equations 3.6, 3.7, 3.10 and 3.18 1re the final results of the

various balances required for the components of this system. It is

also possible to use the Hansen and Ugelstad {1978) model which uses only

homogeneous nucieation where|1a2§ the critical chain length for

oligomer radical precipitation and [M]w is the concentration of

monomer in water phase. R
] r

Flt) = Nalpy Hge) KA vk

1 +

R c-1 (3.18a)
ab 'p
kﬁ{M]w

where in our casefrdesfzp%(can pe assumed as zer?q.

This approach is concerned with the probability of a chain
growing in the water pha\g until it becomes large enough (i.e. reaches
critical éﬁEﬁhmlength rc) and precipitates. This appfoach was not

_ /
followed in this study since r_ 1s not/weﬂﬁfknpwn and4§pe . /,,,J’

(

éXperimehté] results of Kiparissides (1978) are fit well by the given
\pde1'structures.' Also, for. a large number of particles{the ‘

h%mogeneous nucleation rate plays a very minor role in the kinetics for
viny1 aé%tate,the micellar nucleation role being the more dominant one. /f\-

'lat.both types of nucleation must be included.

'
-r
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3.4.2 GENERAL PROPERTY BALANCES ®

#hngétex particle can be characterized by a set of phys;§;1
quantities which will specify a given pértic]e or ¢lass of particles.
In this way a number density function n(z,t) can be used to specify
the number of particles having the physical properties z at time t.

By applying a continuity equation approach the population balance

equation can be written:

3n (z,t) . )
5; ( +: ‘7z-n(z,t) = fNET(?,t) (3.19)
where isadl(/z,..., ) operator for this sy;¥ fNET(z,t)

is the net generatioﬁ func¢tion for particles with the given physical
properties z at time t. [he generation function can be written as:p

fNET(Z,t)“y: 'é'( ( t FEED = n(‘z,t)) + f(Z,t) (3-20)
+

fAGG (z t)

where the first term is Epe net change by flow of particles, the
second is the rate of generation of new particles by homogeneous and
micellar ﬁuc]eation of the given class, and the final term is the net
rate of appearance of particles of a given Gﬁass by agg10meratioﬁfﬁﬁj
| Several choices are usually available for z, the vector o#“*J
physical properties. Min and Ray (1974) chose z = (v) the particle
volume go that n{v,t) was Ehe‘paftic]e size distribution. Bivariate
distributions such as n(v q,t) are also poss1b1e but th1iyapproach can

be cumbersome and Tead to difficult to solve pdrtial integro-

‘differential equat1ons.
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The approach used in this thesis is that of Kipérissides
(1978), Gorber (1973) and Dickinson (1976) who followed the system
:’\<:zfsing z = (T) where T is the birth time of the polymer particles. The
number density function n(t,T) thus gives an age distribution analysis

where n(t,T}dT is the number of particles fn the reactor at time t

that were born between time- T and T+dT. With z = (T) then z = dT/dt =

1 becomes true since the units are the same. With this in mind, the

general equation 3.19 becomes: .
dn (£,7) , In (t,7) _
5t 3T = fyer(tsT) (3.21)

As done by Kiparissides (1978}, p(t;T) can be defined as some
physical property associated with the class of particles n(t,T)dT. If
in ad&ition there are property inputs to the reactor, the total
property P(t), obtained by summing thé property over all particles in

the reactor, is given by:

P(t) = fPGEN(t,T)nGEN(t,T)dT + fPin(t,T)nin(t,T)dT_ (3.22)

0

where pGEN(F,T) nGéN(t,T)dT is the property of the class of
particles generated within the reactor while pin(t’T) n.,(t,T)dT
is the class property of the inflowing polymer particles. Thig
distribution is required since pin(t’T).#'pGEN(t’Tj in general.

That is, the physical propertxi?? an incoming particle which
flows in at time T will not in general be the same as the property of

that particle at its birth time by new nucleation at time T. By
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differentiating 3.22 and applying Leibnitz rule the following result

is obtained:

g%ﬂt) = Paenlts thngey(tst) + by (E,t0ns (t,t)

t -
+ fdpgey (s Tingey (£,T)AT + (Cdp, (£, T)n, (t,T)dT
Ef;t ~]ia——-

‘YIEEN t,T) ggGEN t,T)dT + \(-p (. T)dn; (£, T)aT 1’4(3_23)

0-

The generating function fNET(t,T) in eguation 3.21 for the

two types of particles is:

dnGEN(t,T) :
Faen(tT) = —ge—— = - ngg (6, T) + £(t) &(t-T) (3.24)
e
dnin(t,T) _
'fin(t'T) =dt— = - Nin(t,T) + Nin(t) é.(t-T) : (3.25)
K- 8

whére Nin(t) is total number of particles flowing in.at time t..

- {t-T)/8
GEN(t T = f(T) e (3_25)
- -(t-T}/8
nin(t’T) B Nin(T) ¢ (3.27)
The values of these two functions at birth are thus given by:
nGEN(t,t)_ = f(t) | , ' | (3.262)
”in(t’t) = Nin(t) (3.27a)
-8
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Using these last two eguations, the first two terms of the general

equation 3.23 become:

Peen(trE)ngey(tst) = Ppy(t,t)F (1)  (3.26b)
Pipltating (t,t) = py (£, E)N () = Pyp(t) (3.27b)
] )

Substitution of equations 3.24 and 3,25 into the final two terms of

[

3.23 yields:

dt

B 5
N (3.28a)

q.
L1

N
B

g t
GJ;PGEN(t,T)gnGEN(t,T)dT+6j'P1n(t,T)%%in(t,T)dT=-pGEN(E)-Pin(t)=-p(t)
. 5

‘e
{

Using these resﬁi;s the final property balance equation is given by:

dP(t) p.{t) P(t .
E( )-E‘%YE‘_)-"e—l+f(t)p(t’t)+o.)’t:ZGEN(t’T)nGEN(t’T)dT
+djidpin(t,r)nin(t,r)d7 (3.29)

T

This final equation will be used in subsequent 'sections.

3.4.3 PARTICLE SIZE DEVELPMENT .

The development of the particle size equations centers around
the equation for volume growth rate of a polymer particle.’ The rate
of change of polymer volume is given by the rate of polymerization as

fq11ows:

at = Ry Moy | - (3,30
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where Rp is the rate of polymerization in moles of mohomer produced
per liter latex per unit time and dp is the polymer density, MNMON
is the monomer molecular weight. In this equation, v(t,T) is the
volume of polymer contained in a particle of class n(t,T)dT. The rate
of polymerization from equation 2.9 (assuming one particie under

consideration) can be substituted in to yield the expression:

k [M] aq(t,T) MW

dv(t,T)_ MON _
5 = ‘EWEJE T o (3.31)

where [M}p is the concentration of monomer in the polymer particle.
The usual assumption is that diffusion of monomer té the partic1es'is
fast enough that an equilibrium is attained whereby the concentration
of monomer in all classes of particles is considered to be the same.
The volume fraction of monomer in the polymer particles $is given by

(Hamielec (1976), Kiparissides (1978)):

& = 1 -x <:j' ; X £X

c c '
(3.32a)
T - xc(1-dm/dp)

™~
5 X‘)XC

= ] -
1

X ,
x(]-dm/dp) (3.32b)
where Xe is the critical conversion where all the monomer drops
disappear, at which point the monomer resides in the polymer particles

and water phase. In these expressions, d_is the dénsity of pure

m
monomer. With this definition, [M]p is given by:

[M]p = ddy

(3.33) .
Mo
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so that the expression for the rate of change of polymer volume

(equation 3.31) is given as:

v(t,T) k d

d ) ; .
It = ﬁ;ﬂ\ € q(t,7) (3.34)
p

With Case I kinetics, the value of q(t,T) is obtained from equation
2.14 with the assumption of capture of radicals being proportional to

ared as:

ate, ) +fp, \ a5\

(3.35)
21§de(t,T)n(t,T)'dT} _Ap(t')~

where An(t,T) is the total area of the class &f particles n(t,T)dT.
" Nomura, et al. (1971) have devised an expression for the

desorption constant kde(t,T)‘as follows:

kde(t%T)= g+ k_[M] mdz(t,'l')d1 kfm + kft[Trj + f%(]_a) ,

k [M]
5 - g p-p (3.36)
12D, R ) P W
which if §<<.5 and for no escape of initiator radicals and no //’,//
transfer agent present Can be simplified. to:
A (E,T) 12D, Sk : '
de ' _.éw__.f_m . (3_.37)
md®(t, Tk - :

where DN is the diffusion coefficient of monomer radicals in water,
m is the monomer partition coefficient, {i.e. m = [M]p/[M]w), § =

a lumped-diffusion coefficient such that & = (1 + Dw/me)'], kfm is




 g;p\H .
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. 1+
the rate constant for transfer to monomer and Dp is the diffusion

coefficient of monomer radicals in polymer partic]eé.
With these expressions, the rate equation for polymer volume in

a particle is:

g_%(ﬁﬁ) = [*pdn\ &f £; ) \172 (a2 e, T)k\”z A (t,T)!/2
- N | |2atE,Tyar A (t)1/2
ads | \7z, fm€/ A(t) (3. 39)

This is the same approach used by Kiparissides {1978) but

Chiang and Thompson (1978) now made the following modification:

A(ET) = ap(t,T)n(t,T)dT . ©(3.39)

This slight modification simplifies the expression for rate of

votume change of polymer in a particle to:

i} 1/2
where A kpdm kpm feffkd (3.41)
NAdp 127D 6kfm ,
s
£(t) = (1) (1], (1)) |
"W :
EROB (3.42)
p
since Pi = 2 Toeeky[I], is the rate of initiation.

To obtain the expression for particle volume, the following

expression_;an be used:

vp(t,T) = v(t,T)/{1-& (t)) ST (3.43)

-
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By'differentiating this expression the rate of change of

palymer particle volume vp(t,T) can be shown to be:

d
5?‘ AS N ;x‘_’-xc (3.44a]
= 25l - v (8,T) (4 _
o (1 Fi# 6 ))H_Ei)z -3-%‘”* ¥>%c . (3.44p)
where g g(t /(1-%/(t)) and ¢ = (1 - dm/dpi. The second

expression on the right hand side results from the differentiation of
® (t) with respect to time. Since x(t) is not considered to be

dependent on the class of particles the final form of the equation is:

dv_(t, T)
T = AS(t)ay(t,T) - Tty (e.T) (3.45a)
' where Zt) = 0 ; x&x_

Il

1 -c¢ dx{t) ; X>x_ (3.45b)
(-8 (£))(1-cx{t))? dt

. The final term in equation 3r45‘was not included in the work by
Kiparissides (1978) or Chiang and Thompson {1978). When a reactor is
operated continuously, even with oscillations, dx{t)/dt is usually
smal]-and_so the second term is usually negligible. However, under
start-up conditions or batch operation when dx({t)/dt can be large,
tRis second term is necessary. This point will be discussed further
in later chapters. .

‘The general property ba]énce was.given in equation 3.28 and is

repeated-below:
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P8 P o)
af in 5 . p

t
d (t,T) (t,T)dT + dp. (t,Tin, (t,T)dt
ojafcicsu T 05-_12 in

dt (3.29)

If the property P(t) is considered to be the tot?T particle volume,
then equation 3.44 can be substituted in the last two 1ptégra1s of the

general popuilation balance to yield:

dv_(t)

£ =

0t t
+)§(t) Laf aDGEN(t’T)nGEN(t’T)dT + o_(apin(t’_T)nin(t’T)dT]

— ot , t
U | S ogen{E Tingey(£,THT + (T (£, L(t,T)d ﬂ

pint) ) reyv (e,
o) P

3.45)

which by definition of the property p(t) (equation 3.22) yields the

L

final result.

;;Eﬁtl ] Vgin(t’évp(t) + F(E)V(£,8) + >§;t £) AtV

e In order to obt§1n expressions for the area Ap(t) and djameter

D_(t) of particles, the following equations were used:

p
dv ,(/t',T) d ) 2(t,T)d d(£,T) = a,(t,T)d 4, (£,T) (3.48)
3 It 2 It

EEE( d d

at T “Fd (£,T) = 2w d, (£, T)ggd, (£,7) (3.49)

which upon rearrangement-yields usinq/gquation 3.45
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\/ |

dd{t,T)

- = 22\§(t) -Zzggldp(t,T)) | (3.50)
da(t,T) :

— = AmA§(t)d (¢,T) - g_?l(t)ap(t,T) . (3.51)

&

by assuming spherical particles for the system. Following a similar

/

development as was done for total particle volume, these expressions,

are used in the general property balance to yield:

i in't) +F(E)d(E,8) + 2X§EIN (¢)

d 0 (t) 0. (t) D (t)
| “74t) 0, (t) | (3.52)

(=N

3

At A () AR L erya (1) 4¢a§;t)np(t)
) 4

i
wlro T

In addition, the general property balance for the number of
: Se—

1.
particles yields:

oL

N (t) N . (E)_ N (t) + £(t) _ (3.54)

- .pin*"'- "
t

Equations 3.54, 3.53, 3.52 and 3.47, along with the particie
nucleation function equation 3.18 provide all the information to

. : ]
describe the macroproperties or the moments of the particle siz2
distribution for this system.

In order to carry out the total i tegration,-?i and_Fhes in

equation 3.3 must be defined as well. Q. is the rate of initiation

per liter aqueous phase:
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0= 2 Fe dm N _ - (3.55)

and the rate of radical desorption is given by:

Pres o KgeltaT) n(t, Tha(t, T)aT (3.56)

which-by substituting in kde(t,T) from equatioﬁ 3.37, and q(t,T) and

An(t,T) from equations 3.35 and 3.39 can be integrated to yield:

Pdes =(k3 ]21r-Dw§ Kemfer&aNa )]/2 ([I] ))]/2 Np(t) (3.57)
t
- p

m kp kvA

With these final two equations, the entire set of equations is
specified for the particle size development. The kV is the ratio of
litre latex per liter aqueous phase and is thus a conversion factor

between the two bases -for this system.

- 3.4.4 MOLECULAR NEIGHT DEVELOPMENT

The kinetic scheme for the mo]ecular weight development was
presgnted in Section 2.7. One of 1ts a;sumpt1ons was that transfer
reactions were the controlling factor, not termination reactions, for
determining the molecular weight distribution for poly(vinyl acetate).
Friis; et al. (19?4) showed this to be a reasonable assumption both on.
thepretical grounds and:by experimental evidence in this system. .
Long chain branching ié a]éo important in vinyl acetate

emuls{on polymerization and is included in the kinetic scheme both by

transfer to polymer and terminal double-bond reaction mechanisms. As
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conversion increases, Friis, et al. (1974) have shown that transfer to
polymer begins to dominate the molecular weight devé]opment with
- regards to branching so that effects of not all polymers having
terminal double bonds‘due éé transfer_to a chain. transfer agent or
monomer molecule will not. play a large role in changing the form of
. the.mode1. That is, the model will got be mijf}ed to involve
equations for polymers both with and without double-bonded ends.

Another problem which is mentiohed in the literature (Beasley
(1953), Cozewith, et’al. (1979)) is the possibility of the prediction
of Q;ight average molecular weiéht by the simufation equat{qns going
to infinity for some conversions less than unity with reasonable
degrees of branching. ‘Jackson, et al. (1973) felt that this was due
to outflow of large polymer radicals being neglected in the analysis,
Ho%i;et, for po]ydispersitieg of 100‘or Tess, their results indicated
that the’neg1ect.of the outfiow term should not {ntroduce a large
error into the solution.

The model presented by Jackson, et al. (1973) however uses the
solution of a hypergeometric equation to calculate the moments of the
MWD at steady-state. Since, as shown in previous sections,'qygéﬁics

.."’_

- may be important, their approach was not used. ;'i
Instead,” the development of the MWD moment differential
equations is baséd upon work by Cozeyith,,et'al. (1979), Friis, et al.

(1974) and Hamielec (1976). The deve]opment also relies upon a |
'51m11ar property balance approach as done for the deve]opment of the

particle size equat1ons in Section 3.4.3.
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To begin the development, equations for the meoments of the MWD
in a particle of a given class will first be derived. For a given
class of particles n{t,T)dT, the class bracket will be dropped fdr
tompactness so that Rr = Rr(t,T) which is the moles of radicals of
tength r in a particle of class n(t,T)dT. Similarly, P, = pr(t,T)
which is the moles of polymer of length r per paftic]e of class

n(t,T)dT. For a given class n(t,T)dT the following definitions will

hold: ,
| o

0, = QT = Z r"P DEAD POLYMER (3.58)
r=1 MOMENT
“ .

Y = Y (t,T) = & M LIVE POLYMER - (3.59)

n n r

, r=1 MOMENT

2

By referring back to the kinetic scheme of Section 2. 7, equations for

the T1ve polymer moments can be calculated by summary over all 1engths'

r to be {Hamielec (1976)) :
v, ' Ny
® =0 o (3.50)

dy ‘ -
- =k QLM ¥+ (kg M * kft[Tr])(YO-Yl)

thep (Yola - Y7 QY Ko Y, 9 (3.61)
S U A v, .

kp[M}é (Y, *+ 21p) 4—ﬁifm[M]p # ke [Tr1) (YY)

ST v . (3.62)
where vp': vp(t,T) = the vg]ume/igya pakfic]e of class n(t,T)dT.

-

3"
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The usual assumption is that the rate of change of Y1 and YZ‘

with respect to time is neg]igi;lg/in comparison with the other terms,:

*which is the steady-state hypothesis applied to equatiow 3.61 and 3.62.

The algebraic results of these assumbtiops yields ‘the following:

o * - -
+ + 1) + “ o+
:_T L KptMIp® (keplMly * ket [TeD) + ke ,3_2 p 3_1 C(3.63)
0 P __P

el ¥ Keel TP + R 7V,

Y Kp[ﬂpﬂkfh[rﬂ]pﬂft[w])+kfpo3/g 30,7y +2(k M1+ 0 V) (Y, 7Y,)

L2
) )
These equations then describe the live polymer radical moments for the

. v -
~system. Referring to the kinetic scheme again, the dead polymer

equatigcs afe given by:
\/ddo__ * . 74 . : )
R (kfm[M]p + kft[Tr])Y0 - Kp 0 Y0 (3.65)
- p -

Q
'R
=
dt

(enlhily + key[TF) +kep @ )Yy - (kfp g, + k; U\ (3.66)
[?"“\\\\ ; | yp Vp v
@ dQZ ' R *
® (jgm[M]p FheplTrd * ke QMo - [Rep O3 7% Bl (3.67)
’ VD VD ‘ VD
.By subétituting in equations 3.63 and 3.64 for Y] and Y2

respectively and simplifying, the final moment equations result:

gyt Ty L ) x o
S~ g = (kgn[MIy * ke LTPIYQ(E,T) = k) Qg (8, T)Y(2,T)
__ | W e )
S

(L 3

SR -
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,j T = (kRFM]p + ke (M1 ft[gr])YO(t,T)“ _ (3;29)
dQ,(t,T) ' '
s = (K TMI + keofMD + kp [TrD)Yo(6,T)
¢ (8T (8T)
2o (6T kfm[M] ¥ kft[Tr]+k LETET
W)
(k [¥], KenlMI *ket [Tr 1ok 0, (8, T) 400, (t,T)) :
Vp(t,T) Vo lt,T)

If BN is defihed as the branch points per polymer molecule,
then QOBN is the branch points per polymer particle and the kinetic

mechanism yields:

\

4(QgBy I (£,T)" (%%p01(t,T) ¢ K506 DYYg(t,T) (3.71)
dt '

V(t,T) vit,T

When equation 3,69 is divided by equation 3.68, and equation 3.70
by equation 3.69, it can be seen that dQ](t,T)/on(t,T) and
sz(t,T)/dQ1(t,T) are independent of radical concentration -

Yott,T), hence the moments MN and Mw will be independent of

radicdl concentration. However, for convenience in solving the

differential equations, the following approximations were used in the

evelopment: C : ;_é,i

-~

Tor(t) Yolt T ‘
'—_(t = T =¥'g(T)// -~ (3.72)
£
Q1(t)' Q,(t,T) -
Q](t) v €3] = VT, 7] # g(T) . (3.73)
3 : :

In addition, several dimensionless gm\ups were defined as
A

//:::) : . f011ows _ ' -
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= k ke [Tr] :
m fm ft .
. - R + RGN (3.74)
. P . P p
= - 75
“p r\iﬂl (375)
i
p
_ * N .
K=k . (3.76)
kp - .

With these assumptions and definitions, the set of equations for

the molecular weight moments of a given class of particles are as

fo]]ows{k““—~—///
’/\4""? T 90 e (6T) - Ko T)]
=%k [M t cC VvV (t,T) - KQ,(t,
'l;-) ) .a‘E—r . PR mp | ]_'r(.)ﬂp (3.77)
~dgy(t,T) B '
dg, (t,T) - :
T =k (M1 V() [(T4C )V (2, T) 2 [14KT, (£) /M), (3.79)
Cm+cp611t)/[M]p
#((Hcm)vp(t;n +C0,(t,T) + KO, (t,T))
M P tﬁ]ﬁ
d(Qy8y,) _
—gt— = kMU [ C) (e, T) + KQy(t,T) (3.80)
(M1, ],

These four equations can now be put into the general property
‘l-
balance equation 3.28 to yield the final equations for the total

moments of the molecular weight distribution as shown below:

dQ,(t) Q. (£)-Qy (t) + k [MIZV(t) [C v (t) - K Q.(t)
dto - 0in - 0 pﬁ ]p ) mp [ﬁjg 0 \13.81)

N T S
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dQy (£} Q5 (t) = 0y (£) + K ML T(E) (1 + C)V,(t) (3.82)
. B -
d(QOBN)(t) (QOBN)]n(t)-(QOBN)(t) + kp[M]pY(t) [C Q](t)'H( Qo(t)} '
T = — 5 | 7 ) Iﬁ]p (3.83)
dQ, (t) Q,. (t)} - Q, (t)
- e Kp[rﬂpv(t)[n + OV (2)

+ 20 [Ty (£)/TMIV (8] [ (1+C DV (£)+C,05 (E)+ KQ, (t)

p
T ¢, 0y (%) o7, T (3.84)

M V_(t) P P
p'p!

The (HCm) terms in thesé eq‘uqtiong"cjan usually be approximated as 1

since Cm:.’]O'4<<_1 is the usual situation. _ \

With these results, the number and weight average, moiggu]ar'

weights and 'avér'age number of branch points can CQ%ca]cuhted as:

M" = Q]( ) Mion . - (3.85)
A\ Tk | |
](t) 1 .
(QpBy) (t) | (3.87)
.\Qq(tj : : ‘ : : S
'!"\\:_'l .
- In order to use these equations, however, the final information
! L
requ1red is ’t of Yor Jn order to calculate Y(t) in the
equations. This is der1vab1e by using equat1ons 3. 35 for qft,T), 3.36 '
for kde(t,T) and 3.39. for An(t,T) and summing over all classes of
particles to give: ) _ -
. ) '. .
) = NGlE) [Nad, ) [1-2(0) A (t) (3.88)
kpdm 3(t)
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These equations have several assumptions bui]t.into their use:
i) [M]p, and all rate constants are independent of the class of
particles being considered, ii) polymer produced by termina-
tion is negligible, and iii)_since when‘paftic]es are newly formed, it
is by entry of a']ive‘}adica], nd'generation/term for dead polymer {s
used. _ | | |

Equations 3.81 to 3.84 and 3f8§ along W1th.t5e particle size
eqpationsra1low integratioh of ord%nafy diffgrentia] eqﬁations to
provide %nformation on the,molecu1ar weight averages and degree of .

branching in a continuous reactor system.

3.4.5 SUMMARY OF MOBEL EQUATIONS

" The equations summarized below are the final results from the

mode] dg?ived in the previbus sections.

ENVIRONMENTAL BALANCE DIFF. EQ'S

INITIATOR  d[1 o [12e-L1], - kg L1,

: (3.1}
EMULSIFIER d[§jT R P — (3.2)
T—— - ) .
CONVERS ION o . X[M]e (3.10)
rg]TOT © BlMIgr

k3

_where [M]oor = [M]p(]-e—tyéy\+A[M1¢g$/eqiiﬁ
: o

and = X = [Mlpyp-{Mlygy >
(Mlror

e e

L]
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PARTICLE SIZE DIFFERENTIAL EQUATIONS

NUMBER OF PARTICLES: Lde(t)z Nosn )N (E) 4 erey e (3.50)
i 8
SUM OF PARTICLE dD_(t) _ o(£)-D (1) +F(t)d (t,t)
DIAMETERS: = Jpin e P
N () - 2D, (4)

TOTAL PARTICLE dA (t) = (t) - A (t) + F(t)a_(t,t)
SURFACE AREA: - EEE Apin = P P

| +Am(t)0,(t) - 272t)A (¢) (3.51)

3 P

TOTAL PARTICLE qu(t)=v i (t)-Vp(t)+f t)Vp(t,t)+ )g(t)Apttyaut)vp(t)

. pin
VOL UME : T 5 (3.46)

MOLECULAR WEIGHT DIFFERENTIAL EQUATfaNS ) ‘
ZEROTH dQy(t) Qn;, (8)-0y(t) + k [MI V() (C v (t) - K Qq(t))

MOMENT - - T 0 (3.81)
ST ;91‘) Qlin(t; - Qplt) + kaM]p?(t)(1 + GV, (2) (3.82)

]

TOTAL  d(Qy8y) (t) (QgBy)sn(t );(QOBN)(t)+kp[M]p7(t)[C 0, (£)+ %),

BRANCH

dQZ \(_t)= QZinl(tz - Qz ( k [M] ? [ ] + C
seconp 9t N

) ¢ .
MOMENT + 2. (140, (£)/1M] v, (£)\ (1€ )V (£ 02 (t)+ Koy ( )
C ¥ g0t W, M, (3.84)

1 p
I%j;Vb(t)
ADDITIONAL FUNCTIONS

NUCLEATION K A+ p{1-LA /4)
FUNCTION f(t) = R [ vm pT (3.18)
_ K, \RAy ¥ BUTTA, 73T +K €A

v

MICELLAR A = ([S] - [S1emp)S N, - A ' (3.16)
AREA m ToT CMC/e="A p

(3.52) .
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GENERATION . (t) = @ +
RATE OF RADICALS by F; PDES

IN WATER PHASE

RATE OF P = 2 f ek [1] N,

INITIATION

RATE OF “N1/27 11 W2
RADICAL I N i (11,4 N (1)
pesorPT 108 SoEs™ Ky e ] \RAT

Y

_ 1/2 \
CONSTANT A = (kpdm)(kpm foreRy )
NAcg 127D, kfm‘

stveoenr S =(“’ (t))( [I]w)]/z_

FUNCTION T-3(t A TE) )
72{t) = 0 ; x.‘.xc
N - (fvé) 1 2 4x(t JRERH
(-9(t])/ \Tex(T), t p
MONOMER  &(t) = 1-x ] |
VOLUME = %%
FRACTION ¢
IN POLYMER PHASE
= 1-x(t o
x(tlc o x>xc

c-=1- dm/dp

- MONOMER CONCENTRATION

IN POLYMER (M1, = #(t)d /Miyo,

- PARTICLES

AVG. NO.  Y(E) = Yo (t) = 1 N(t)/N,d \/1-8(t .
A _S(t)(NA :)( ()) A(t) -

kpd

RADICALS Ao P #(t)

(3.13)

(3.53b)

(3.53d}

(3.40)

(3.41)

(3.44b)

(3.31a)

(3.31a)

(3.32)

(3.88)
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3.5 MODEL APPLICATIONS
In order to use the model, it was necessary to obtain good
estimates of éome of the model parameters. Also, the modél as shown
did nd® provide 1nf0rmation on the entire particle size distribufion.
The first two subsections that follow discuss these two problems.
| In addition, to further test the mode}t At was applied to-{an

examination of batch reactor operation and for determining o

start-up poiicies for a continuous reactor. These topics are discussed

in the final two subsections.

-

3.5.1 PARAMETER ESTIMATION FOR PSD STATES

Kiparissides (1978) showed that.for his mode], upon which the
preseﬁt model 'was based, almost all parameters were available in the
Titerature. The only twolparameters required to be estimated were
s = SDW, and €, where D s the diffusion coefficient of
monomer in the water; 8 a Tumped diffusion coefficient described in
Section 3.4.3 and €, the ratio of the rate constant for radical
capture by polymer particles over the rate constant for radical
capture by micelles, kab/km‘ With these two adjustable parameters.
Kipariésides (1978) was able to simulate the oscillating phenomenon as
well as the steady-staté levels for the emulsion po]ymerization of
vinyl acetate.- The parameterli = kh/km was assumed constant at a
value of .55 since theﬂmodel was ‘insensitive to changés'of this

parameter,

A
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Kiparissides (1978) fit his model to ten experimental rﬁns in
order to determine model parameters, and he postu1a‘ted the parameter €
to be a function of soap concentration and §' to be a function of
initiator concentration. However, if the model structure is correct
in terms of using collision theory, then the parameter £ which is a
ratic of mate constants should be constant at a constant temperatuf§*~\\
and not a function of soap concentration.

For emulsion polymerization, Allen {1955} showed that oxygen
can act as an inhibitor for these‘systems. The residugi oxygeﬁ at
start-up in QS water can act to introduce a so-called induction
period during which no polymerization takes place due to radical
scavenging by the r%sidua1 oxygen. The data of Kiparis;ides (1978)
show éhis phenomenon clearly with an induétion period of 2/3 to }
residence time being tyhica]. The data of Keung (1974) for batch
emulsion po]ymerization‘bf viny] acetate also verified the presence of
an induction period. |

To examine the parameter variation of € and § ' rand inc]ude.the
induct{on period as a parameter, this study refit the experimenfgi
runs of Kiparissides (1978) individually using a non-linear least
squares routine UWHAUS to match experimenta]rand predictéd conversions.
The results.are shown in Table 3.1 and summarized in Figures 3.la,b
and 3.2a,b.\\\\\\\ '

(é

s
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TABLE 3.1

PARAMETER ESTIMATES FROM -UWHAUS FOR BEST FIT
OF MODEL TO DATA OF KIPARISSIDES (1978) =

[

Residence [I] [(s] s C.I.¥ C.I.* TIND. c.1.%
Time (min) mole/L mo]e/L x107 Fors' g€ Fforg (sec.} For Tinp
30 .01 .01 .77 (56,.98) 24.4 (7.3,41.5) 720 (486,950)
.005 01 3.9 (2.6,5.2) 28.6 (5.4,51.8) 910 (749,1075)
.01 . 06 4.7. k4.2,5.2) 8.4 (4.7,12. 1) 1500 - (1322,1706)
.005 .06 9;4 (7.9,10.9) .9 (.43,1.37) 2870 (2380,3260)
.01 .04 2.6 (2.3,2.9) s8. 6 (2.13,85.9) 1105 (893,1317)
. 01 02 2.3 (1.8,2.8) 2.4 (] 2, 3 6) 600  (370,830)
20 .02 .01 .85 (.71, ) 24. 0 (7.3,40.7) 806 (614,998)
.01 .01 2.65  (1.8,3.6) 26.9 {11.7,42.1) 485 (280,69Q)
.02 .04 1.55 (1.04,2.06) 4 (1 9,7.9) 1530 {1380,1680)

* NOTE: . C.I. are 95% confidence intervals based on a linear ‘hypothesis
‘ estimates as returned from UWHAUS.

v -k
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Using these results, straight tines were fitted to try and link

- . -
parameters to the two concentrations as found by Kiparissides (1978).

[}

The correlation coefficient for regression of £ on soap was res =
-.314 and on initiator was el =.-.042 while the correlation

coefficient for regression of §' on initiator was reip = -.376 and
on emulsifier was r g = +.68. These coefficients indfcated very

" poor fits anq were expected considering the scatter found in the data

" shown in Fiéures 3.1 and 3.2. In addition, the large variability of &
with soap concentration;discuséed by Kipariséides (1978) was .not
evident from thése'éstimates. 7 ,

The induction period parameter was also found Eo be
uncorrelated with the operating gonditions and was between 1/2 and 1
Fesidénce time for most runs. The reason for the difference between
these results was examined'by-trying various choices of parameter

levels in the simulation. It was found that & mainly altered the

conversion level as shown in Figure 3.3 while £ was responsible for

-
'

altering the period and amp1itude-of e oscillations as shown in
figure §i4. The induction d%riod was mainly responsible for start-up
jtransients such as overshoot and time of peak conversion, Since
Kiparissides {1978) did nét\jnc1ude induction period as a parameter,
this was probably responsible for his wide variability in parameters
since the estimation routine would only have §' and & available to

compensate for the start-up transient rather than using the correct

parameter of induction period to compensate for the initial transients.
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)

~~
Typical fits by t;e model after parameter est1mat1on are shown
in F1gures 3.5 and 3.6. The curves illustrate the excellent fit to
the data of Kiparissides (1978) as well as one data set ffom Greene,
et al. (1976). The fit was as good using the revised model including

induction period as with the functional dependence form of

f/"

Kiparissides (1978). The parameter est1ma§9 obtained in this sectnggf~—\5\\ :

were then used in all further simulation work in this study.

N
3.5.2 OFF-LINE PREDICTION OF PARTICLE SIZE DISTRIBUTION

A major advantage in using the original model developed by
Kiparissides (1978) involving integro-differential equétions was the
mQEE;TQ ability Ep calculate the entire particle size distribution at
any iﬁstant iL;time. The presert model which was deve]oped in Section
3.4 predicts only the part1c1e size averages of the system rather than
the entixe d1str1but1on and if a b1moda] or tr1moda1 d1str1but10n due
to successive generations is present, or if detailed 1nformat1on on
the distribution is required, the new model is inadequate compared to

the ariginal model. The new model is however much faster in its

soTution due to..the ﬁse.of ordinary differential equations ratha&r than

integro-differential equations. It is the pUrpbée of this-section to -

—
develop a method of predicting the entire particle size distribution

at any time of?-]ine given the history of the model states so that the
speéed of calculation &f the new model can be taken advantage of ~

without a loss of information.
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The development was based on equation 3.50 for the rate of

growth in diameter for an infjividual particle of a given class:
o , .

dd (t,T) ' '
- =2 A§(t) \;t)d,(t,T) . (3.50)
| ) N f
where g(t) =

f tg;hﬁersion, particle area) _ -

f (cdnversion)

()
as shown in Section 3.4.3 in equations 3.42-qnd 3.45b, respectively.
Using this eqﬁation, the diameter of any given particle can be
calculated at any giverf time if.tng conversion and particle area
histories aré‘known for'fhat particle.

To calculate the size distribution, it ‘was also necessary to /
calculate the number of particles in a ?iven class at its birth time.
This was done by.taking the différence between the total number of
particles at the beginning of a c]ags and the total particles_at the \
end where a class was defined as those partfdcles born during —fiQe—

minute time span which was the Tength of an integration step. The

)

N -

irth time was considered to be the time half way between the

endpoints. In this way, the number of particles at birth for a.c]éss

(T5T5) = N Ty 1/2at) - (T;- 1/24at), . (3N\9)

n
0

r

4 :
where At is the intqgration.time step of 5 minutes. Once the number

of particles at birth for a class was.known, the number of particles

in the reactor for that class at a given. time t a'ri was given by'the

decay rate for a CSTR as:’ ”{
[3 ’ \ = [ < . 4 . w
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(’J\“)
L« AT
~(t-T.)/8
n (1) = (T, Tde/ | (3.90)

\ ;
where 8 is the reactor residence time.

Therefore, if the_mode] states Np? Ap and/X were.ﬁnqwn from
the simu]atidns,—equgtion 3.49 provided the diameter of all classes
while equations 3.89(and 3.90 provided the number of particles present
for.that class.. In fhis way the entire particle size/Nistribution was
available. ' —

Typical results from this calculation are shown in Figures 3.7
and 3.8. It can be seen that the'partic1e size distribution was
usually fairly moncdispersed with some small tail) and that when
bimodal distributions occur the larger particles rep?esent
approximately 1% of the total. Tnis result agreed closely with the
model prediction of Kiparissides (1978). Hence, using this procedure,
the g{esent mode] can be analyzed to predict the entire parfic1e size
distribution if requjred.. | -

=

3.5.3 BATCH REACTOR .OPERATION

[

The model presented in Section 3.4 was also used to simulate a

ch reactor for the emulsion polymerization of vinyl acetate. By

\Qeg]ecting the inflow angroutflow terms the mode] was readily adapted

L3

to the batch situation. f’

In order to test t gkggggh.simu]ati%gffthe conversion data of

ckage UWHAUS to estimate the parifg;grg_g-:and €in a simi]ar’manqgn.
.t . . . . - i/’? f‘\“). .

. ) . (
__/ \ ) ) )“ e i f‘
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to the continuous case of Section 3.5.1. A typical fit to the'data is
shown in Figure 3.5 and the parameter estimates are shown in Table 3.2.
The average §' for the batch case was 5.6, which was

-=

close to the va]ue of &' = 3.2 fouhd.for the cont1nuous,react r case.

- ~
than values found for continuous operation. Despitethe distregancy,

the model for the batch case fit the conversion data reasoqably well
S
as shown iP thqffigure.

Q9
Ong discrepancy noted from the graph was that the prediction

lacked the typical\ﬁ-shaped conversioh hisfbry which was obd2rved
experimentally. Attempts to correct this by including a gel effect
\\} were not successful. This was due to the fect that viqy1 acetate,‘
because of its high transfer to mongmer rate, fs not verynsensitive to
gel effect as shown by Hamielec (1976} and Friis & Hamielec (1974).
Better parameter .estimates with more data would be needed to ascertain
the final ;eesbn for this difference.
One_further point was noted in these simu]aiions._ The
.simulation of the batch case‘by Kiparissides (1978) yielded "a part1c1e
-Q1amet“?“wh1ch was cont1nu0us1y 1ncreas1ng, even beyond the value X
In attual1ﬁy, beyohd xc a]j_monomer exists in the polymer particles
and.wefer'phase and as polymeriiation phocéeds the‘particlee shrink_in
size due to the difference in density between polymer ahd ma%bmer.‘
The reason for th1s 1naccuracy was that the s1mu1at1on of K1par1ssﬁﬁes

(1978} did’ not include a term for d&/dt ﬁn its development as shown in

g o)
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TABLE 3.2

. 1!\yver:rﬂﬁs OF &' AND € ESTIMATED U4ING UWHAUS FOR
TTTING OF MODEL TO BATCH DATA OF KEUNG (1974)

ul [s] 5.
MAL. 3 M x_107 £
x 10 ‘ :
W B
3.3 .04 5.6 145 ‘
2.2 A .04 2.3 2400 T
.65 @ .04 8.1 20 : "
| nn .04 : 3.9 1500 | '
2.22 .02 7.1 24
2.22 ©00 6.5 104 v
. ‘<A
o
- N
i ¢

£ ’ o ' . '
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.hSectiOn 3.4.3, equation 3.44. This term was usually negligibie for -

continuous operation as dx/dt was small, but in batch operations this

L

term plays a large role in the determination of the stateaé When this

)

;e?m was included in the batch model, the diameters dfd decrease
’ . T

beyond x. as required. This result verified the necessity of
including the d&/dt term during periods of large conversion changes

¥

such as batch operqtion or during reactor startup situations.

.3.5.4 REACTOR STARTUP AND MULTIPLE SEED REACTORS

As part of a fourth year chemical engineering course, several
7/’. students were fequired to design a full scale p]ént for the production
of pb]y(vinyl acetate) latex b& emu}sion ﬁo]ymerization using a
contiéuous reactor\system. Nhi1e'thé‘p1ant was 8es{gned mainly from a
steady-state viewpoint, a group of students were assigned.to examine ~
reactor operation from a dynamic viewpoint (qu;étra, et al. (1982))
using the model devéloped in section 3.4. Thjs subsection shows how

'y
. _the model was applied_to examine different start-up policies for a

. . ———
single CSTR for the emuision polymerization of winyl acetate using a .
dynamic executive program called DYNSYS for the olution 6f the
equation. This could correspond to the case of startup of "the first

.reactor in a conventional train. R

The different star{:as\ggilcies :%udied-con§isted/aff

a) reactor empty follaw y f19w of raw materials in

b) reactor with water present (full or part full) followed by
flow ' -
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c) reétfgr with abpropriate mix of monomer-soap-water either
full or part—fu]l with varying degrees of initial charge of initiator
followed by flow h Vs

d} reactor with appropriate mix allowed to react for some time
in a batchwise manner before flows started.

The determination of "optimal® policy was based on the time
required to reach the normal operating 1evé}s (i.e. production of on-
spec.material) plus the amount of overshoot in the system. If the
reactor overshoots in conversion 5} a significant amount, the heat -
generated ddring thevovershoot may be too gfeat for the heat removal

capacity of the reactor leading to runaway conditions.  For this

reason, the degree of overshoot was also considered as a criterion

e
~“from a safety standpoint.
X }m\_

The results from these simulations are summarized in Table 3.3
for a residence~time of approximately 70 minutes. These results-
: shoWed'}hat even partial filling of’the reactor first by ingred?Lnts

in th correct ratios can be hazardous as indicated by the large

overshoots observed. Also, the start-up times for these systems were
‘gt least 25% longer to produce on-spec materia} in terms of the
desired particle diameter than the reagtor‘empty base case. Also
found Jés the fact that for the startup policies using mixtures the
coverage by soap of the particles produced dropped from 60% ‘for the

‘empty case to 25-30% for these policies which could indicate

agglomeration was a possibility. -
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The startup poTicy'hith water on]j in the reactor was shown to

_ be optimal in the sense that no overshoot was observed, the ttme Was a

b3
minimum and surface coverage remained at GOV'tbr’th1s systemu In

addition, this startup policy will discard very little raw materijal
since much of the initial washout was water only and not ingredients
of the recipé as in the other eases Thus, the best case indicated 1
that the reactor shoulq. be started full w1th water only for the

opt1ma1 start-up for the p011c1es examined.

Also studied by use of the dynamic model was the‘%ossibi]ity of

multiple seed;reactorS'in series to determine if this configuration -

_had any advantages. By keeping the total volume of the seeding

section constant, the seeding volume‘wag?iilit\i?to two or three
smalier stzeﬁ reaetors and the resuits. examined. e
The results iﬁdicat’d that there was no advantage to multiple

. CSTR seeders for the emuls1on polymer1zat1§p of vinyl acetate s1nce '

all particle nucleation was found to occur 1 the first 'seed reactor_.

on]y. This ras due to the exp]os1ve generat10n 0
/

v1ny1 acetate system as a resu]t of the high radical desorpt1on rates

.

from polymer part1c1es and subsequent high radica]'entry rate into
mice]les This would 1nd1cate that 2 PFTR seeder for th1s system
would be small since a- longer reactor wou]d have all nuc]eat1on done

in the early stages and the.rema1n1ng sept1on would be inefficient

/,f—’"~since no more nucleatjbh_wou]d-occur. " Since the PFTR wou]@ be small,

there would be little difference b 'ween the use of a CS?R as a small
s _ '

L)

- v' . ‘ ’ ) . . o . -.' . | l

‘.
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TABLE 3.3

SIMULATION RESULTS FROM
REACTOR STARTUP STUDIES

~ Percent =

Reactor Overshoot
Starting Starting Based on Startup Time*
Volume Contents Conversion (Min. until On-Spec Diameter)
Empty - 10 _ ' 290 ' ‘
40% Full  Water - 260 o \
60% Full  MWater - 240
CRIT water - : 225
50% Full  Mon.-Soap-Water 23 o >360
Full . ! 23 ' >360
50% Fy]] MSW - 50% Init. 28 > 360
Full " A >360
50% Full  MSW - 100% Init. 33 2360
#SFull " , 34 5360
**50% Full MSW - 100% Init. . 34 >360
- 100% Init. 35 . %360

**Full MSW

*

Reactor has approximately 70 min. residence time\
dedk

Batch operation first, then flows started
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PFTR for production of seeds for the succeeding reactors, and the

better mixing of the CSTR would make the CSTR reactor a better choice.

The conclusions from these simulations were that the optimal
startup policy was having the initial reactor full of water only.
This gave no overshoot and provided minimum time to production of
on-spec material.

Also, use of multiple seed reactors was shown to have no
adJ;ntage for this system due to the rapid particle generation

inherent in the system.

3.6 EXTENSION OF MODEL TO STYRENE KINETICS

3.6.1 INTRODUCTION
The dynamic model developed for vinyl acetate emulsion

polymerization in section 3.4 applied Case I kinetics in its

~ derivatives. Application of the model as written to styrene was not

possible since styrene fo]low; Case II kinetics where there is no
desorption of radicals from polymer particles. It is the purpose of
tﬁis section to extend the model to Case II kinetics and use simula-
tions to examine its predictive utility in appTicationS to styrene

emulsion polymerization.

3.6.2 STYRENE CSTR MODELING

~ Due to lower rates of polymerization and no radical desorption

k]

the rate of production of new polymer particles is slower for styréne

Ly
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than for vinyf acetate emu]sioh polymerization. As a result, rather
than large oscillations in latex properties, styrene emulsion
polymerization usually operates at a steady state. However,

-experimental evidence by Brooks, et al. (1978) and Gerrens, et al.
(1971} and Ley and Gerrens (1968) illustrate that oscillations in
Tatex properties are still possible for many operatﬁﬁg conditiogns.

Many of the models to date such as Ueda, et al. (1971fﬁ Omi,
et al. (1969), Grancio & Williams (1970) or DeGraff and Poehlein
(1971) focus on steédy—state models, especially concentrating on the
number of particles formed. Nomura, et al. {1971) did develop a
- dynamic model, but were concerned primarily with the number of - -
particles and did not include equations relating to the particle size
distnibution ©f the system.

In an atteﬁpt to model the particle size states for styrene
emulsion polymerization with osci]]ations_pkesehé; the dynamic model
of section 3.4.3 was adopted and predictions from the model compared

to the data from Brooks, et al. (1978). The adopted model and results

are presented in the next section.

3.6.3 STYRENE MODEL DEVELOPMENT

The development for the styrene model followed in a similar way
to the vinyl acetate model discussed in section 3.4. The expression
for the growth rate of polymer volume in a given class of particles

was still given by:
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(t,T) = kE[M]E a (t,T) Mayqy (3.31)
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. However, for vinyl acetate emulsion po1ymerizétion, the value of q{t,T)

was dependent on radical desorption from the po1ymer particles.
fyreZQ\emuIsion polymerization, which follows Casé 11 kinet%cs rather
closely "and has no radical desorption due to little transfer to
monomer, has a radical concentration of 1/2 for a]i,é]asses, provided
that the conversion is not high ané thé pqrtic]es reasonably small
{Hamielée ?76), Harris & Hamielec (1981)). This was the case for
the simu]atiéns comparing Broo:s, et al. (19?8) data to the model

predictions so that § = 1/2 was used in this study. Again, the

particle volume was given By equation 3.43 which upon substitution

into edﬁation 3.34 yielded: /,,ww/f

Eiﬂ(t,T) = (k d _fl) - 7UL) v (e,T) g | (3.91)
| dt N, \T- |
f~\ = XS - ULV, (£, T) (3.92)
wheréj}?{= constaht = % dma ) ; .l (3.93) ‘
Wad,
and §" = @ /(1-%) ' (3.94) -

The function 72(t) was the same as for vinyl acetate emulsion
polymerization and is given by equation 3.45b.

. The general property balance was now applied in the same way as
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for vinyl acetate as in section 3.4.3 with the result that the total

-particle volume differential equation was given by:

::p(t) - Vpin(t)e— Hle) + FEN () + NG (2) -72t) (1) (3.95)

By following a similar development for the partﬁcle area and diameter
as done for vinyl acetate, the differential equations for these
macroproperties became:

ary(t) = AL (E)-A(t) + F(t)a (t,8) - g;at)Ap(t)

_p pin (3.96)
dt ) . 3
F4NEg" n(t,T) dt )
_ Fge
d Dp(t) = Dpin(t)'Dp(t) + f(t)dp(t,t) - Zgg[ Dp(t) {3.97)"
dt 8 .
' +2Ng" t,T) dt SR
5 a-r :p(t,%) N ]

-

where the terms under the integna] signs resent a summing over all
classes formed both by inflow %f material and particle generation in
the reactor.

The difficulty with this set of equations was that it was not a
closed set. The differential equation which described the DNth

moment (ex. A«D‘Z, Vo(..D3)

N'Zth moment. As such, an infinite number of equations would be

had an integral which represented the

D
required to de;cribe the system ang]ytically.

Attempts to solve this‘E}stem numefically also caused problems.
To evaluate the integrals requ}red information about the entire

particle size distribution, which as shown by Kiparissides (1978)

\~
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requ1red time consuming and comp]ex techn1ques th’the So]utwon of the

-,

integro-differential equations. Afg? the lowest dIameter found for a.

k4

particle was considered to be micellar size since micellar nucleat1on :

was the dominant mechanism. However, this size was only an
approximation and w;s not known accurately for this system. The
integrals, though, because of the negative moments, were sensitive to
the chﬁice since the negative moments weigh the small sizes most
heavily. '

In order to avoid éﬁese problems, an approximation was made to
solve the equations. For the integral terms, the diameter terms in
the denominators were assumed independent of the c¢lass of particles

being considered, that is:

a—(—l—n = 1a(t) - | (3.98)
Tt
] ]
= — 3.99
(T .l (t) | 2%

For a monodispersed latex,; this approximation is exact since only one

class of particles would be present, all with the same diameter. For
.

a polydispersed system, however, wh1ch\81ameter average is used in the

N

equations becomespimportant. It was found that the simulation yielded
the closest fit if the number average diameter was used in the total
diameter equation while the surface average diamefér waslused in the
total area equation. In this way, the area and diameter differential

equations used for the model were:
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A
ddAg(t) = Apin0)-Ap(1) + F(B)a, (6 ) - Z7UOA () (3.100)
+ANECH N

£
(@)

de(t) = Dpin(t)-qp(t) + f(t)dp(t,t)-—??&)ﬂp(t)_ (3.101)

at 5.
. ‘ +2 A g _NE._. |
C ) -

where the diameter averages were calculated as: :

“

dy = 0_(t) ) __ | - {3.102)
N
de = A (3.103)
TN
P .
EY

In this way a set of ord%nary differential egquations were obtained.
The equations for number of partic]es,.particle generation
rate, conversion and initiator and emulsifier balances were the same
as for vinyl acetate emulsion polymerization except that no degofé;jon
was included in any terms. In this way, the final set of equations

-

used for the styrene emulsion polymerization considering only particle

size states were:

dNy(8) = N (8)-N (1) + f(E) (3.54)
i 8 '
dgg(t) = me(;)-op(t) + f(t)dﬂ'ﬁ(t,t)-')_z(g_)_l)p(t) (3.101)
+2 NG N /(ard)) |
_dgg(t) = Apin(t)'Ap(t) + f(t)ap(t,t)-%jut)Ap(t). (3.100)

+ 4 )\'S’" Np/(as)
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QV(t) = Vg (8) - v () + FOV(t,8) + N (6 Z2t)Y (1) (3.95)
3t 9
dx D R XM .
i [%]TOT ~ BlMIqr ‘ . (3.10)
where f(t) = gét] k, Ay + p (1-LA /4) (3_1'8)
V. kV Am + P.(i-LAp/4) + ;kVAp
A= okdd (3.93)
“p‘_NAdp ‘ .
€' = #(t)/(1-K(1)) 2 (3.99)

Other equations and functions are summarized in section 3.5 and are
jdentical for styrene and vinyl acetate.

The-ﬁd1ecu1ar weight equations for styrene emulsion
polymerization differ greatly from vinyl acetate emulsion
po]ymérization since styrene molecular weight is controlled by . i
terffination reactions while vinyl acetate molecular weight is
controiied %y transfer reactions, especially transfer to mongmer
(Hamielec (1976)). Due to this difference and the resulting
complexity, molecular weight equations for styrene emulsion
bo]ymerization were not developed. If chain transfer agent were added
in'suftj;ient guantities to make transfer reactions dominant however,

the actual model developed for vinyl acetate could thus be used.

3.6.4 SIMULATION RESULTS FOR STYRENE

In the model developed for styrene, only one adjustable

parameter £ remained for the system. The simulation was run using
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literature values for the various kinetic constants (see Appendix IV}
with a range of € values with the aim being to duplicate the data
presented by Brooks, et al. {1978). The results are shown in Tables
3.4 and 3.5 for an € value of 8x1070.

The simulation results showed good agreement with data from
Brooks, et al. (1978) as far as the average conversion and peak
conversions. Runs 14 and 15 showed large discrepancies but since
these runs were c]o;e in oberating condition to run 1 it may have been
a difference in inhibitor concentration or some other factor leading
to the high conversions shown in the experimental data. Diameters
predicted from the model showed similar results compared to the
experimental data, but the agreementyas not as good as for the
conveésions. The differences in diameters from one experiment to
another was not large and the model was unable to predict these
accurately, possibly due to experimental error or the difficulty of
what average to use when measuring bimodgl distributio;s which
occurred in some cases during oscillations.

One major problem with the model was the fact that no
oscillations were predicted in any of the cases for any chosen value
of €, where the parameter € = koy/k, represents the rate of
capture by polymer partic\; area versus capture by micellar area.

Capture by micellar area should favor oscillations since large

|
generations should be favored with micelles present, but small values
of £ could not cause the oscillations to occur. Also, the use of E£=

8x10:6 in these studies is not realistic, since € = kab/km and

PO
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TABLE 3.4

LN

SIMULATION PREDICTIONS FOR STYRENE MODEL
AS COMPARED TO DATA FROM BROOKS, ET AL. (1978)

]
2
4

*7

10
1
12
13

*14

*15

[S] [I]  EXPERIMENTAL Oscil.? . Predicted
Run # (Mol./L.) (Mol./L.) Xpgax Xave Amplit. X, Xss  Osc.?
0307 . .0787 27 14 Y 2 35-15.8 N
0307  .0255 23 13.5 .Y 2 28 15.9 N
.0230 - .0511 29 12 Y 4 2 115 N
0307 . .082 23 12 N - 31 159 N
0307 L0093 9.5 7 Y 1.5 23 15.7 N
.0075 .05 - 1 & N - 8 2.5 N
050 .04 38 29 N - 43 27 N
.060 0. 50 455 Y 1 53 40.5 N
.060 .05 - 42 N - 49 40.5 N
.023 025 17.5 11 Y 3 22 1.4 N
.023 075 29 .13 Y 1.5 28 11.4 N
.0285 0759 74 3 Y 10 33 14.6 N
.027 072 73 31 Noo- 31 137 N
\.
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TABLE 3.5

COMPARISON OF PREDICTED DIAMETERS FROM
THE MODEL VERSUS EXPERIMENTAL DIAMETERS

Run No. mogg}L mogé}L
1 .0307  .0787
2 %0307 .0255
4 .0230 .0511
6 .0307 .042
7. .0307 .0093 /
8 .0075 .05
9 .050 .04

10 .060 - .10
N .060 .05
12 .023 .025
13 .023 .075
14 .0285 .0759
15 027 .072

(BROOKS, ET AL. (1978))

DpreD.
700

700
750
700
700
700
750
590
590
750
750
800
750

Experimental D

630
580

500
680
540

700
1000
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should be on the order of 1.0. By setting € so low, it is effec}ive]y
. stating that fhe nucleation rate equals the rate of initiating which
is the maximum possible rate of nucleation for styréne particle
nuc]gation kinetics for this model since no desorption occurs.
Reducing & in this system is thus an artificial means of i;creasing
f(t). For this system increasing Ry would also increase f(t) so
thﬁt the presence of small amounts of impurities such as reducing
agents may be the cause of increaging f{t) resulting in oscillations
for the §tyrene system. If Amthp, the same f{t) would result by
decreasing € essentiaily to zeroc as done, ‘or iqc%easing the RI by
10% if € = 1.0. As a result, the os;i]]ations in Brooks, et al.
(1978) could be caused by small impurity levels in the system giving
rise fo a slightly highér RI than expected.

Ag-a1ternat1ve mode1 cou)d Ee developed whereby only the vd]J;é
differential equation is used with the associated diameter (6\’/1\')]/3
and area ( ﬂTGV/Tt)2/3),'and not th%,diameter and a;ea differential
equations. Since the deviations from steady-state were assumed to be
small, an essentially steady-state particle size distribution would
occur. In this way, the particle area could be estimated by a scaling

factor applied to the particle volume. ~The volume average diameter

was calculated as:

6 v ()73 ‘
dy = (ﬂp'(ﬂ) (3.104)

P

and_the polymer particle surface area was estimated as:

I
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T L ‘ (3.105)

: 2
2 - 204
- A (t) = ﬂav (as = ﬂavf
V/S.S

where dS was obtained from equation 3.103 and f*, the correction
‘factor, was found using the steady;state values of dS and dv even
if deviations from these vaiues curﬁgd.

This approach correspgnds to using a "iumped" modef for this
system whereby the volume, effectively, is distributed evenly among
all particles during changes to the system; During dynamic changes,
this approach will not allow the ratio of dS to dV to change
leading to large errors in surface area ca!cu]ations. For examp]é, if
a generation occurs, a large area is created but only a sma11_vo1ume.
In this way, dg will change dramatically but not dy 50 that the
true ratio of dS/dV also changes by a large extent: The lumped
model assumes f' constant so will be in large error.

Results from this second model form are spown in-Table 3.6.
For larger values of E:(]O'4 to 1) the results para]]elléd thosé of

the full model. Ho{uever, with E_‘:.-’]O's

, oscillations did occur in
the results. ' The magnitude of these oscillations wasltoo large when
compared to the experimental résults, and since the simp]ified.model
is nop accurate if it is used too far from steady-state, the results
could not match the expprimenté] dafa.

RIS
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TABLE 3.6.

RESULTS FROM SIMPLIFIED MODEL
USING PARTICLE VOLUME ONLY

Data from Brooks, et al. (1978) .
Amplitude of Oscillations

Conversion  Predicted with € = 8.8-0.6

Run No. Xavg D Osc.? POscillations - X D.

14 630 Y 2 18-.33 30021300

2 :%~13.5 580 Y 2 17-.30 -300-1200

4 12 - Y 4 o 17 700

8 6 500 N _ . .03-.2 . 600-1500

9 29 680 N . 257042 " 300-900
10 455 560 Y 1 39-.57  350-700

L T S - ©.37-.86  350-700

2 -y 3 A1-.24 300-1300

1313 700 Y 1.5 12-.30 300-1300
43 w00 Y 0 L18-.38  350-1300

15 a1 - N - .16-.35 300-1300
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In conclusion, the results from the full model predicted quite
well the average conversion levels and conversion peak levels, and- the
simulation results were reasonably close on the diameter measurgments
but were unable to simulate oscillations for the case of styrene
emulsion polymerization. A pseudo-steady-state type model which was
deve Joped could predict the presence of oscillations but the predicted
magnitude made the model inadegquate due to large deviations from
steady—sta@e.

Due to the difficulty of predicting oscillations with either of
the modelling techniques, the method of artificially increasing f(t)
by decreasing & may not be the best approach as discussed earlier.
Small impurities may be changing RI causirg the oscillations.

Howevér, since the conversion predicfioﬁéiﬁgréﬁ?elatively close to the
experimental results, this may not be :ﬁh Best approach either.!

Lt may be possible in the futire to fine tune the developed ’
model by including neglected terms such as termination in the water
phase which may be important for styrene emuision polymerization
(Hawkett, et al. (1981)) ‘and by a better choice of parameters. As
well, the approximation made in the model to allow integration should

be examined in more detail if a better model of the system is required.



CHAPTER 4
APPLICETION OF ADVANCED CONTROL THEORY

T0 CONT}NUOUS EMULSION POLYMERIZATION
~

Continuous emulsion polymerization reactors, as discussed in
section 3.2, show a vamet'y of interesting dynamic responses. On
start-up, unacceptable overshoot usually results in high conversion
which could lead to reactor runaway due to higher heat being generéted
tﬁan the reactor has'been'designed for at steady-state. Even with
steady input conditions, many continuous emulsion polymerfzation
reactors how sustained‘g;bperty oscillations in the product which
lead to unacceptable'product quality if a narrow distribution of
particle sizes or molecular weight is desired. This chapter will
investigate the possibi]ity of using optimal control theory to control
the continuous émulsion palymerization df vinyl acetate, especially as

applied to the phenomenon of sustained oscillations.

4.1 INTRODUCTION

Attempts to apply modern control theory to polymerization

systems have had limited success for several reasons. "~
1) The complexity of the dynamic model needed to describe
polymer reaction systems causes difficulty in formulating

low-order dynamic models which adequately describe the system.

r
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ii) Measurement of polymer broﬁerties on-line are often
diffi;ult to carry out as far as analysis time required, or
lack of an instrumental technique for measuring the desiréd
property. For this reason, formulation of objective functions
fo be minimized is usually very difficult.

iii) The model itself is often highly non-linear such as in the
case of emulsion polymerization where the generation terms
appear only periodicaily in the model. For the majority of the
time, the generation term is absent from the model, but as a
new particle generation begins the generation term enters the
model and can dominate the equations of the system, most
noteably the equation describing the nuymber of particles. This

- type of model or svstem is difficult /to control by many
techniques.

iv) There are often system constraints which 1imit one's
ability to control these systems. For instance, in emulsion
'Q;stems, the control of the number of particles is probably
most easily attained by manipulation of soap levels. However,
downstream operations such as stripping usually require that
soap levels do not fluctuate very much due to coagulation and
foaming problems if soap levels decrease or increase
respectively. This limits the amount of control that can be
appiied practically for these syéféms.

A general critique of modern control theory has been giveﬁ by

U
Foss (1973) wherein other problems of any chemical system are also



introduced. In general, he concludes that for a number of reasons,
many multi-variabie control theories have had little success in actual
application. Application of modern control theory to continuous

emuision polymerization reactors for the reasons given above should

prove to be even more difficult than for conventional chemical systems.

Previous attempts at control of polymerization reactors will be

discussed 1n the next few sections.

@#g

4.2 CONTROL OF POLYMERIZATION_REACTORS

4.2.1 BATCH REACTOR CONTROL

In the past, the bulk of the attention on controlling
po]ymerizat%on reactors has been on the optimization of batch reactors
where.the control objective has been to produce a desired product in
the minimum possible time. Amrehn (1977) has recently presented a
review paper which shows that proceés control applied to batch systeﬁs
can yield marked improvements in terms of higher throughput, labor
reduction and better product quality.

Past attempts at control of batch polymerization systems has
usually focused on calculating an optimal temperature progression for
the batch to minimize the end-time by various optimization'techniquesﬁ
Hoftyzer, et al. (1964), Mochizuki and Itoh (1978) and Reimscheusse]
and Nagasubramanian (1972) have looked at usina temperature profile
mainly, plus water content\&o minimize batch time for production of
nylon by use of dynamic programming, Pontryagin's Maximum principle

and a search of 6perat1ng conditions while keeping the conversion and
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degree of'polymerization within specifications. Chen and Jeng (1978)
and Sacks, et al. (1973) have also applied the Maximum Principie to
the bulk polymerization of styrene to minimize the time to achieve a
given conversion and molecular weight. Hicks, et al. (1969) applied
the Maximum Principle to a general free radical batch polymerization
in an attempt to narrow the molecukyr weight dis;ribut%on but
concluded that temperature controlﬁ::]d little promise of achieving
this objective. Osakada and Fan {1970) and Kwon and Evans (1975) used
a pattern search method and coordinate transformation technique to
determine an optimal temperature profile for achieving the desired
conversion and molecular weights'in the minimum time. The work by
Osakada and Fan (1970) was unique in that the temperature profile was
firstigxpressed as a polynominal with Ehe search being carried out for
the coefficients of the polynominal for the‘optimum profile.
Macaveneau, et al. (1977) used temperature as the manipulated variable
to produce a constant desired rate of polymerization for suspension
PVC, while Ray and Gall (1969) used the temperature to compensate for
copo]ymer compgsition drift for a general copolymerization. In all
these cases, the temperature profile was calculated to achieve a
desired end point, usually in the minimum time.

Keyes and Kennedy (1974) working on suspension PVC calculated
the temperature in a much differént manner. They divided the batch
into two sections; the first problem being start-up to a desired

temperature in the minimum time with no overshoot, the second problem

being to control the batch temperature at a constant value despite
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state changes or time-varying parameters in the system. In this case,
a nonlinear model was developed and adaptive control theory was
applied to meet their objective function for the temperature profile.

As an alternative td_coQ;rOT by temperature variation, Beste
and Hall (1966), Hoffman, et a].‘(1964) and Osakada and Fan (1970)
carried out calculations for the semi-batch case wﬁere monomer,
initiator or chain £ransfer agent were fed in continuously over the
batch in an effort to control the molecular weight 1n_§ome manner,
Osakada and Fan (1970) applied a temperature and initiator feed rate
optihization to keep the average degree of polymerization and variance
of the molecular weight distribution constant with the minimum batch
time. Beste and Hall (1966) calculated monomer, initiator and chain
trans%er agent flow rates alone and in combinations to maintain
constant degree of po]ymerj;ation over the course of a batch without
regard to end time. Hoffﬁdn, et al. (1964) used monomer or in%tiator
aé the control variables for the bétch also without regard to
minimizing the end time.

Several drawbacks can be noted for all of these attempts.
First, the majority of these procedures have been carried out with the
assumption of simplified kinetics which is usually sufficient for bulk
or solution systems. Emulsion kinetics, being more complicated, has
not been studied for batch systems in these papers. Second, and
perhéps more important, is the lack of experimental work to back up
many'bf these approaches. The majority df methods were usually shown

to work in theory for the kinetic scheme assumed but were not
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demonstrated experimentally to hold fqr these systems. Finally, for
emulsion palymerization reactors, the number of particles formed is a
strong function of the amount of emulsifier present. Control by
emulsifier would be a way of controlling emulsion reactor systems, but
as mentioned earlier would have detrimental effects on downstream

operations.

4.2.2 CONTROL OF CONTINUQUS POLYMERIZATION REACTORS

Control of continuous polymerization reactor sysfems,
especially for emulsion po]ymerizatiah, has not been studied
extensively to date in the literature. Much of the control work as
discussed in the previous section has focused on minimizing end time
in a Satch reactor rather than control of continuous reactor systems.
This is primarily due to the difficulty of experimental verification

on continuous systems-due to the Targe material requirements, long
running times and more expensive Eet up required by researchers. Many
continuous pblymerization reactor sygtems have problems with dynamic
phenomena, such as sustained oscillations in continuous emulsion
polymerization reactor systems and property overshoot or startup which
necessarily must be controlled if continuous reactors are to be used
successfully in industr}.

Also, in much of tne literature, rather than studying dynamic
models, many authors analyze continuous reactor systems from a
steady-state viewpoint. Shastry, et al. (1973) have applied a system

synthesis approach to a bulk styrene polymerization system at steady-

state to determine the optimum reactor system configuration. Ray

b4
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(1967) has applied peak seeking methods to find the optimum conditions
in a chain of CSTR's requi&gd to meet design specificatioﬁs on
conversion and polydispersity. Jaisinghani.and Ray (1977) have
studied the stability of bulk styrene and MMA reactors using
bifurcation theory to detect multiple steady states, while Chiang and
Thompson (1978) have studied=stability for a vinyl acetate emuision
polymerization system by a deviation variable approach.

The Titerature on control of continuous emulsion polymerization.
~reators is also limited. Omi, et al. (1969) and Nomura, et al. (1981)
optimized reactor train efficiency by maximizing the steady-state
number of particles produced in the first reactor of an emulsion
polymerization reactor train. Roquemore and Eddy (1961) and Wismer
(1965j provided regulator control for a train of SBR emulsion
polymerization reactors by temperature control in the reactor chain.
Dickenson (1976) examined the optimal start-up of a continuous
emulsion polymerization reactor in the shortesf time by restriction of
particle generation by an optimal soap feed profile.

Two of the more recent attempts at éontro]ling the oscillating
region in a vinyl acetate emulsion polymerization reactor werelby
Leffew and Deshpande (1981) and Kiparissides {1978). Leffew and
Deshpande (1980) attempted to apply standard PI~coHtro] with dead time
compensation to the general model of Kiparissides {1978) but their
results indicated they had no success with this approach. Kiparissides
(1978) applied LQ optimal stochastic control theory to the same

problem. His results indicated that this approach could be successful

U
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d
in damping down the oscillations in the reactor to a 1afge extent.
Due to the apparent success of this approach, it was decidqd to try
the same technique on the advanced modé] to determine the extent of
the control which tould be attained by the application of LQ optimal
stochastic control for vinyl acetate emulsion polymerization.

Two final points should also be noted. In order to control a
polymerization reactor, it is necessary to have on-line measurements
on the system, and for polymer systems this is usually difficult. As
a result, a model of the system must be used to infer states or
conditions in the reactor given few measurements. Jo and Bankoff
(1976) and Hyun and Bankoff (1976) have shown that by using Kalman
fi]ter theory with a model, providing the qssumef errors in the ﬁode1
are roughly f%e same as the measurement er%or, that Kalman filters can
be used su;cessfu11y to track system states»}n\g polymerization g}steﬁ.
The last point is best illustrated in thé\;BFE/Ey Ahlberg and Cheyne
(1977). They implemented an adaptive control scheme for the control
of a low temperature continuous butyl rubber ponmerigation systeh.
They found that 95% of the problems which occur are in the real-time
applications of the control theory to the plant due to measurement
problems, computer hook-up problems etc. This is a good indication
that much of the optimization theory as discussed in the last two

sections, even if theoretically reasonable,/stim™ should require a

redl time plant applicati can ever be considered

successful for an industr operation. Amrehn (1977) in his review

paper indicated that successful applications h;ﬁe occurred
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industrialily but that many problems still occur in the practical

application of advanced process control theory.

4.3 APPLICATION OF LINEAR QUADRATIC OPTIMAL STOCHASTIC CONTROL THEQORY

4,3.1T INTRODUCTION

In order to allow the successful usage- of continucus emulsion
poiymerization systems, a control scheme must be used which has the
following capabilities:

i) Optimal start-up of the reactor to achieve desired
steegy-state conditions in minimum time but with little or no
overshoot to prevent reactor runaway due to excess heat
generation. .

ii) Related to this is the optimal change of one productian
level to another.

iii) Regulator control of steady-state levels in the face of

process disturbances, and with the possibility of sustained

oéci]iations at steady-state as well.

A1l of these capabilities, for an adequate and robust control
system, must hold even in the presence of measurement errors and
inaccuracies of the model. ODue to the difficulty of on;f}ne process
measurements for polymerization systems which means few and noisy
measurements, plus model inaccuracies due to the complexity of any
emulsion polymerization kinetic scheme, the design of a good control

scheme can be guite difficult.
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Kiparissides (1978) applied LQ stochastic optimal control
theoryuto;his mode1 in an effort to meet these control objectives.

His resulis:indicated a fair degree of success in start-up and
regulator control so it was decided to“repeat this technique on the
model of Chapter 3 in order to further evaluate the usefulness of this
approach.

By choosing-a quadratic cost index with Gaussian noise in the .
states and measurements, then for a linear system the optimal control
of the systém can be broken into two parts; state estimation to obtain
the best state estimate in the face of noise plus lack of direct
process measurements of some states, and a linear feedback control law
based on thése state estimates. This result, referred to as the‘
separation theore%} means that the estimation and control ca]cylation
can be performed independently and combined at the end to achieve the
complete control strategy. Thus, the control strategy will have a
étate estimation followed By a control cajculation using these best
staté estimates and these two steps can be carried out sequentially.

| The state estimation and control calculation will be discussed

in the next few sections.

4.3.2 MODEL'LINEARIZATION AND DISCRETIZATION

The application of stochastic estimation and control theory to
a non-linear model results in general in an intractable on-line
estimation problem, where searcn techniques must be applied at each

step. To counteract this problem, the model must first be Tinearized
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in some way which allows the direct appiication of Tinear stochastic

estimation and controcl theory which can be solved easiﬂy on-line.
Since a digital computer system will usually be handling the control,
often taking action only in set time periods, 53 is also advantageous
to set up a discrete series of equations rather than the continuous
form.

| The.general state-space form of a non-linear model can be

written as: -

System X =

|=h

(isi'o&'t) ' (4'])

Observation ¥y = hix,t) ' - : (4.2)

T

where x is an (nx1) vector of states; k is a vector of parameters and
y is é (mx1) vector of observations. For the control problem, u is a
(rx1) vector of control variables chosen in such a way that some
desired performance index is minimized. |

In order to linearize the general equations, several approaches
are possible. One of the most commor is to expand the model using

Taylor series expansion to yield:

fx,v,k,t)

o'%

\ This approach has two main difficulties. Under sustained
oscillations, or under reactor start-up conditions, a steady-state
lTevel gbout which to linearize is a difficult choice. 1In addition,
the model as shown in Chapter 3 is highly complex, and discontinuous

L]

3 faf £ (9
f(ios !o’E’t) + i= §X_J XJ * i= aT]' VUJ (4.3)
»V
-0 .
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as new generations occur, so that the partial 'derivatives requirea'are

not gasily obtained. ‘
An egsier'approach by factorization of the model h?s been

introduced by Pearson (1962) and used by Weber and Lapidus (1971) and

Kiparissides (1978) for his work on emulsion polymerization of vinyl

" acetate. In this approach, an instantaneously linearized time and

state space model is obtained which is of the form:

¥ = Ax + Bu : ' (4.4)

‘where the matrices A and B are matrices found by linearization at a .

- i . . . . .
certain time. The choice of A and B is not unique and is carried out

by factorization.by assuming each derivative is a sum of functions.

. ;
SO S HTORS

p., (x,u,t) (4.5)
5=1 ] jk M= . .

/7

The linearization is carried out by factoring out x; and u, from

r

the geﬁeya]ffunctions to. yield:

n’ roo.
9. (x,u,8) x, P (xu,8) u :
= 2l == J 2 ik k
2;(t) = 2 - 4 - (4.6)
J K .
where 1im g, {x,u,t)] Tim Pi (%5u,t)

xj—»o_l 1] Z <°°, u—>0 —1—!5“—--— <o (4.7)

J k

The coefficient matrices A and B, both of which are functions of the

states, controls and time are thus given as:
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14

87/ %12 % 2T/ P\ (0.8)
X] X Xh . U1 Ur
St o dm R W R
1o *n ’ Uy up
\\ - f ’ © . .
Note that by supplying instantaneous values of states and

controls, A and B are then functions of time on]y; These equations -
areg still non—lﬁnéar, but the structure gives the appearance'of
linearity, henté th{s methpd can be referred to as épparent
liﬁeérization by factorization. . '

Once the linearized state equations are found, discretization

is straightforward by assuming the A.and B matrices constant over a
H Lol

~ - period of discretization. - Noton CIQES) has sqlved the problem to
- yield: s
R - T (4.9)
wpere _
| © = exp [AT] e | " (4.10)
LA = g aj{ exp (A(T-t))dt : (4.11)

where T is the discrete time interval being considered.
.If the measurement eqﬁations are also linearized which is -
usually easily done for most systems, measureménts often being linear

combinations of the states, the final equations which result are:




Xk+1 T P Xk * AUk Tk : (4.12)

Yo = Mx vk _ (4.13)

where M is the linearized form of h (x,t) in equation 4.2. The

matrices”® and A are evaluated by assuming x and u constant over the

discretization interval, and are evaluated through equations 4.10 and

4.IT above. ‘

_\kifﬁfthis way, equation 4:Wis the linear model off;hé/;;;;;;

’Lith §_equai to the (nx1) linear derivatives where w takes account

of an}-mddel uncertainties or inaccuracies, while equation 4.3

represents the measurements y_whiéh are some linear

combiﬁation of the states. In this sense, v represents a vector of

medSurement errors. in the system.

4.3.3 STATE ESTIMATION BY KALMAN FILTERING

The Kalman filter brovides an optimal estimate of the state
vector gK in the ense.of minimum mean square error based on
information provided by measurements at the current time xk. Even
if some states are not directly measured, provided they are observable,’
the Kalma& filter can provide the 6pt1ma1 estimates of these
unmeasured states. Jazwinski {1970) has derived the extended Kalman
filter so that predictions of the state one §tep ahead §£+]/k is
calculated using the non-linear model while the filtered estimates
?k/k and cqvariance matrices depend on the linearized model form.

;
The linearized model can be summarized as shown in equations 4.12 and
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4.13 above, and w and v are assumed to be independent white Gaussian .

noise vectors with zero mean with their covariances given by:

E (wew,!) =R

MWk ﬁfﬂff,f _
E (wevi!) = 0 (4.14)
E (vkvkT) = Ry

. With these results, the extended Kalman filter uses the following
. . . . A .
equations to-obtain a one-step ahead prediction of the states 5k+1/k

and the covariance matrix Bk+1/k for the predicted states as:

% - L d
Lk T Rk Tt Ef” flx,u,k,t)dt {4.15)
X
T
P TR &R, (4.16)

Once a set (at k+1) of observations Y becomes available, the best

. - : - .
state estimates e+ /k+] and covariance matr]%,£k+]/k+] are given

by:
AL A A
X1k = Xk Rl M X0 (4.17)
= T T
Bevizier T 1L = KoM P LLK MY+ KR Ky L (4.18)

where the Kalman. gain Kk+1 is given by:
Y S hJ -

T -1

*R,] ' (4.19)

T
Ekﬂ - M

Ek+1/k— (P

Presridt

The steps involved in using the.éxtended Kalman filter can be

summarized as follows:
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i) At a given time period k, use equation 4.15 to évaiuate
the pred{cted values of the states 2k+1/k'»
- ii) Linearize state equations about Qk+1/k and Uy and
discretize according to equatioﬁ 4.9.
ii1) Using these prediction;, the Kalman gain is then
calculated using équation 4.19, an& the Pk+1/k matrix by
equation 4.16.

iv) As an observation becomes available, the state estimates
and covariance matrix are updated using equations 4.17 and 4.18
to calculate zk+1/k+1 and gk;]/kﬂ.

v} Time step k is incremented by 1 and steps i) to iv)
repeated to-achieve the full system of'stéte estimates for aill

K.

4.3.4 GENERAL LINEAR-QUADRATIC STOCHASTIC OPTIMAL CONTROL

Analytical solutions are readily available (Astrom (1970),
Macgregor (1973)) to evaluate the control variables for a const;ained
linear, discrete state space system with constant coefficient matrices
and with a quadratic performance criterion. If a set of desired

states X4 and controls u, are available, the performance index is

&

chosen as:

R(u-u,)] ) (4.20)
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where N control actions will pe taken to achieve the desired states
with the minimum value of this objective function. .Q and R are i ~_
positive semi-definite weighting matrices chosen to penalize state and
control ‘deyi ations respecfive]_y.

Kiparissides (1978) has shown that the problem can best be '
approached by using an augmented state vector Z which is composed of .

the states, and the desired state and control levels as:

¥

L= (5 X u)) | (a.21)

where 7L desired state 1¢ve1s are set, the rest used as zeros and 2
desired control levels are used (7 4n, fLérd. Using this convention,
the full states, desired state levels and desired controllier levels

can be obtained as:

(4.22)

% = Tgn Onn On%p} L =C2Z ;
d = = .
% % Opn Ik Ongu] Z =101 (4.23)
d = -
Yr = Oy Oyn b 12 = F1 {4.24)
XA

where‘II and 12 are matrices having ones in the appropriate
positions to obtain the desired state and ;ontro1 values from the Z
vector and zeros elsewhere.

The state and measurement equations are also augmented as

-

follows:-
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-«

gk+]'= ‘ann 'Om'm' Onxp gk * A'nxr L * Ek
ann TN NXU nxr nxl

quxn e R Ouxr uxl
= &Lt Ay o ' (4.25)
0

;L_q':
n
—
=
o

|
I
+
-2

M*Z, vy (4.26)

Kiparissides (1978) nas shown that with these assumptions the

performance index becomes:

N
J=E[ X (£T9.1£ +uRu+ulyz+ ET!TH)) (4.27)

k=1
where Q, = (c-0)'Q(c-D) + 'R F " (4.28)
v o= RE (4.29)

with the additional constraint that R must be chosen symmetric.
The optimal feedback solution to this general problem is given

by: .
A - .
Y = ot b L | (4.30)

where the LK controller gain matrix is obtained from the recursive

set of equations:

T

] c aer=T T
Lo = R+arTs o) s, 8+ ) (4.31)
S, = #%1S . d% 4 0y - LI(R +AXTS, CA*)L (4.32a)
27 T 5 4y - LR AANS, AL :
T
=S e - AL ] v 0 - VL (4.32b)

where S, = Q) is the initial conditions and the equations are

f
Cime down to K = 1 which is the present time.

R

solved from K = N where N = tf/T with t_ being the final contro]
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In this way for any general optimal control problem, if N steps
are allowed to move from the current state X to the desired states
Xg equations 4.32 and 4.31 are solved recursively to determine the
series of control actions u,, ..., Uy which will achieve this move
with the minimum value of the objective function J in equation 4.20.
The application of the controller thus uses the best state egtimate
EK provided by the Kalman filter from section 4.3.3. The relative
values of the Q and R matrices in the performance index can be chosen
to achieve a compromise between the tightness of control over the

states and the amount of manipulation allowed to achieve the state

control.

4.3.5 APPLICATION OF THEORY TO VINYL ACETATE MODEL

In applying LQ stochastic optimal control theory to the vinyl
acetate model, several preliminary choices had to be made regardihg
contfoller operation. The nhmber of control actions N allowed to
achieve the desired state was chosen tc be 10. Too.small a value of N
forces the controller to take too large an action as it moves from the
current state x to the desired state %4 which can 1eéd to overshoot
or too drastic an action. If N is chosen too large, computation time
becomes excessive tb sclve the equations recursively for the large
number of steps since ét each time step the controliler solves from k=N
to k=1 to find the first Eontro] action Uy which is then applied.

The value of 10 was thus a compromise used for this study, One other

point should be noted. As N tends to infiniy, if QI and R are
" . \
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symetric positivé semi-definite matrices as for this study, then Lk
approaches a constant matrix Loy . The initial simulation studies

indicated that N = 10 waﬁ-a sufficient number of steps from L, to

k
reach the converged matrix L 4, to a reasonable degree for this study.
Thé controller time interval for this study was chosen as T = §
minutes. The decision was made for two reasons. First; the scan time
for the UV spectrophotometer which was to be used for particle size
information was 5 minutes and was thus a convenient period to assume
for controller interva] as well. Second, on the CDC 6400 mainframe
computer the calculat1ons for each time step were. approx1mate1y 5
seconds for the controller simulations. Initial tests on the NovA1200
minicomputer which was hooked up to the process, plus best estimates
of scé]e-up factors in terms of computation time requirements,
indicated that 5 minutes would probably be close to the minimum
controller interval allowed in order to finish the computations at
each time step when using the minicompu;er. For these reasons the
time interval used was T = 5 minutes for the controller time step.
With N = 10, this,meant tf = 50 minutes in these studies, just under
two residence times. |
Ouring initial simulations, a further problem became apparent.
In his control simulations, Kiparissides (1978) used & and A matrices
which were time invariant over the full N ;teps. These matrices were
evaluated at the current conditions x and u and subsequently held

constant. However, the model for this system can be discontinuous

with the nucleation terms involving f(t) appearing only for a very
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short time period (approximately 5-10 minutes).‘ In this way, if at
the current x and u values nc nucleation is occurring (f(t) = 0), then
by assuming ﬁ’and A constant no nucleation would be forecast over any
of the next N steps. The controller would thus be unable to
compensate at the curreht time tk for'anylfuture nucléation since it
would not be incorporated into the model structure at time tk. The
only time period allowing compensation would be the period during
which nucleation was predicted. Since nucleation occurs over a 5—]0
minute period and no nucleation occurs over the remaining cycle of 2
hours cn a 30 minute reactor residence time, the period when
compensation is called for by the controller is very small. During
this narrow window the controller does attempt to compensate for a
predicted nucleation by reducing emulsifier flow to the reactor, but
this action was-always too late to have any appreciable effect

2
emulsifier aiready present would start a massive nucleation anyway as

and the

particles were washed out reducing the surface area of the particles
in the reactor. In this way, by assuming ¢ and A constant, control
action was taken only during the narrow window when generation was
predicted and was insufficient to stop the massive generations which
occur.w;i -
To eliminate this problem, this study integrated the étate

equations for N steps ahd'linearized and discrgtjzed-at each‘point
using the new predicted stateé. In this way, the & and [kmét}ices

were set constant over éﬁch controller time interval but were updated

over each of the N steps as the predicted states changed. If a
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nucleation was predicted in the next N stepé, the ¢ and A matrices
would reflect this change and should introduce a controller action=in
advance of the nucleation to try and decrease the extent of nucleation
and provide bet;er control of the oscillations. However, the
computation tiﬁe using this technique. increased dramatically because
of the large increase in calculation time requfred for integrating,
1inearizing and discretizing at each of the N control intervais for
each time step.
The final compromise solution used for this study was a hybrid
of the constant and time-varying ¢ and A methods as follows:
i)} if the current predicted f(t) is zero, assume f(tj will be
zero for all N control steps
ii) integrate the Ap differential equation to determine Ap
at tK+N {with no f(t) tgrm, washout dominates leading to the
minimum Ap.occurring at tK+N)
iii) evaluate Am at tK+N (maximum An1occurs at minimgm
Ap)
iv) if ﬁn>-0, micelles are present and somewhere between
tk and tK¥N a generation would be predicted. In this case,
the time varying € and A matrices approach was used using
integration, linearization and discretization at each control
time step.
v) if ﬁn<JL no mice11e§'are present. All the emulsifier

is still being used to cover the polymer particles and

insufficient is available for new nucleation. Since.the model

-
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changés only gradually if f{t) = 0 over the N controller steps,

constant € and A matrices were used for controller computations

with ¢ and & evaluated at the current x and u values.

This hybrid technique yielded essentially the same result as
for the complete time varying & andA method. Oue to the long times
between successive generations, the majority of times.tk had f{t) =
0 at the current time plus N steps ahead so that the use;bf the
constant € and A matrices technique reduced the computation time
significantly. This hybrid computaticn method was therefore used in
all simulations discussed in this study.

THe model used in this study was déve]oped‘in section 3.4 and
the required equations are summarized in section 3.4.5. Tﬁis,work
focuséd on coﬁfro] of conversion in the reactor and since the
mo]ecu]ar weight States were unobservable for this system ?&ﬁ shown ‘in
section 5.2 oJ observability) only the particle size states (Np,D,A,V)
conversion and iql}iator and emulsifier concentrétions were included
in the contxol study. The structure of the reactor control scheme is
shown in Figdre 4.1. Two control streams were assumed to bé present,
with the inif§iator control stream having an initiator concentration
three times £R3\§eggﬁntration of the regular initiator stream and the
concentrated soap stream goncentration being twelve times the socap

concentration in the regular monomer-water soap stream. The two

M

e
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SOAP CONTROL STREAM(NO MON.)

" FLOW = FSC
SOAP CONC. = CSC = 12*CS

INITIATOR CONTROI, STREAM

FLOW = FIC
INIT. CONC. = CIC = 3*CL

<G
CONSTANT FLOW
Yy J» PRODUCT
FLOW = FI
INIT. ‘CONC.=CT P
CONSTANT FLOW oo
MONOMER-WATER-

EMULSTFIER STREAM
FLOW = FMS
SOAP CONC. = CS

FIGURE 4.1 - Reactor Control Scheme for Application
of LQ Stochastic Optimal Control Theory
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control streams were assumed to be v§riab1e flow from zero flow up to
the pump limit of 12.5 mL/ﬁin. while the regular flows were as shown
in the figure and were constant. Using this structure the control
VQriab]es were the initiator and soap concentration in the'total feeds
to the reactor as done iﬁ Kiparissides (1978) wherétthe control stream
flows were calculated to give the desired levels of the control
variables. ‘

The non-linear model structﬁre was derived in section 3.4 for
vinyl acetate emulsion pé]ymérization. As discussed in section 4.3.2,
the model myst first be Tinearized to the form of equation 4.4.

X L Ax o+ Bu | | (4.4)
Alsoc, as discussed previously, the choice of the A and B matwices are
not uﬁique, and for tg%s study were chosen to provide simd\fcity of
calculation by including only washout terms in the A matrix and all
remaining terms were placed in the B matrix for the control
variables. As dong by Kiparissides {1978), the coefficients Pi7 and*
Pio of equation 4.8 were obtained by halving the terms of each :
equation. The final result is shownlin Table 4.1.

In this linearized form, no inflow of particles was assymed.

This form corresponds to the structure used by Kiparissidés (1978) and

" the discretized form of the equations was easily obtained from

equations 4.10 and 4.11 as:

Xt Bu *+ Hy (4.12)
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TABLE 4.1
FINAL LINEARIZED VERSION OF THE MODEL

- - - -
1-1/8 - ' N
-1/8 0 D
T ae |
-1/8 ' v
0o -1/[8(1-exp(-t/8))] X
178k, A0
-
- - - S
_
fit) fét) I + W
F
F F (SF)
g g - ;
] ] where g, f(t)dp(t,t)+27\§Np )
2T; S 3
L
92 92 g, = f(t)a_(t,t)+aXD-272A
EMF ZSF 2 _ p S 3 .
5% 9 = FIOV (£, t)+ AgA-7Y
. 3 pits
2 )
g g 4. = -exp{-
2_14_ ?59' 7 Rp/[MF(l. exp{-t/6))]
‘F F from section.3.4.33
1/6 0
8 1/8

A
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with § = exp[AT] = [fexp(-T/8) - A =e-I/G I
exp(-T/8) 0 I
exp(-T/9) _ : (4.33)
exp(-T/8)
~exp(-T/8) !
~exp(-T/8)
exp(-T/8)
D = f exp(A (T-t))dt
= B 1 af ~(1-t)/8)dt ‘ | . ,
= B(1/8)(1 —exp(-1/8)) : (4.34) \/
where the term (1-eT/9) in the conversion eqpa;ion was negligible -

for reasonable time and kd was small in comparison to 1/0 in'the
initiator equation.  The discretization in this.system was thus

straightforward where the B matrix was assumed constant over the
) —

interval of integration.’

The choice of Bv and Bw matrices also, required some
consideration. Kiparissi&es (1978) 1in his control ‘studies added noise
FEo”the system so that the measurements were qot the samg as the
‘states,'and his studies also set the variance of the states in the
R, mat;ix_to non-zero levels comparable to the measurement noise
variance in the BV matri<; However, by carrying out the study in
tnis manner the added noise could mask cut the oscillations {n the

system and Kalman filtering might then smooth out the variation and
| indicate constant Jlevels when there were still oéci]]ations‘present in

significant amounts.
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To separate the filtering problem and control problem in this
study the model was first assumed to be completely accurate so that. |
Bw was set to zero while a large matrix for measurement noise (Bv
having diagonal elements of 10) was introduced. In this way the
advanced control was examined as app1ied to a perfect model, and any

inadeguacies in the control section would thus be more apparent.

4.3.6 SUMMARY |

from the previous sections, the f]owsheefi?bn/ﬁEﬁwing'¢he‘
control problem using LQ stochastic optimal control theory is shown 1in
Figuré 4.2. (*his work asgumed a perfectnmodel so that Bw was a null
matrix. Bv_was-chosen diagonal and large in the diagonal elements
SO thét measurements for the study were effectively 1gnoredl The
simulation results based on these struétura] considerations will be

discussed in the following section.

4.4 SIMULATION RESULTS

The difficulty in carrying out control simu1atioﬁs is the
knowledge of g‘and B_va]uesrin order to control the systém in some
“optimal manner. In an effort to track oqu conversion correctly, at
least initially, no penalties were p]aﬁedjon any other property
deviation so that Q only had a single value at G55 - For_this system
the g5 penalty or conversion was chosen as 1.0 and tﬁg'f]i.and

oo penalties on deviations from initiator and emulsifier setpoints

were relative to this as mentioned Sn section 4.3.4.
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START

A
INPUT DATA AND INITTALIZE PARAMETERS

~

PREDICT A, AND 4y AT T{K+N)

~

X -

INTEGRATE TO X(X+X) USING 4.15

SOLVE FOR X(X+1/K) USING 4.15

v

| LINEARTZE AND DISCRETIZE AT
EACH CONTROLLER TIME STEP
USING THE INTEGRATED X VALUES
TO OBTAIN A SET OF TIME

TARYING. B “AND A MATRICES

¥

|EQUATIONS 4.12, 4,35 AND 4.54

LINEARIZE AND DISCRETIZE USING

4

ASSTME CONSTANT $ AND A MATRICES
FOR ALL N CONTROLLER TIME STEPS
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-

CALCULATE OPTIMAL CONTRQL LEVELS F(R
FEED CONCENTRATIONS USING EQUATICHS
4.30 AND 4.52 USIKG THE APPROPRIATE
3| AND A MATRICES

v
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INITIATOR AND SOAP CONCERTRATIONS
BY MASS BALANCES

y .
[ INCREMENT TIME BY ONE STEP

FIGTRE 4.2 - Flowsheet for Application of

Sub-Optimaf"Control Theory

Y

1O Stochastic




Ny

122

Simulations were carried out over a very wide‘rahge of ™
and a9 values and over a large range of the ratjos of these
quantities. The Targer these values the tighter the concentrations
should.hold about the setpoint. If the ratio is large bétween the\
two, the contrel variable less tightly constrained will carry out the
majority of the control action. _ -. AN

Some of the "best” simulation results are shown in Figures 4.3
to 4.5 where the setpoints were Xq = .45, [I]d = .01 mole/L latex,
and [S]d = .01 mole/L latex. The results differed drastically from
those of Kiparissides {1978). His optimal R matrix'with ri] = 700
gnd rop = 3 was completely unacceptable for this simulation.

"‘Penalties on the control variables were required to be much higher in
these.simu1ations than the results of Kiparissides (1978). .The

penalties for these simulations are summarized in Table 4.2 below.

»

TABLE 4.2
PENALT; MATRIX VALUES FOR CONTROL SIMULATIONS .
55 i r22-
CASE 1 1.0 20,000 2,000
11 1.0 20,000 5,000
111 1.0 10,000 50,000

Case I illustrated that for a high initiator penalty and lower

emulsifierlpenalty, the initiator did the majority of fluctuating and
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was constrained ﬁ]ose to the setpoint. The emuls{fier level for this
case went. to the upper lim™ and eventually remained constant.

Case II with a slightly lower ratio- still showed the same
general effect but the initiator deviated more from iF? setpoint value.

Case .III with high emulsifier penalty showed the emulsifier
much closer to the setpoint with the initiator still free to move in a
fair degree.

The emulsifier was seen to be fairly constant for all three
cases presented. This was due to the fact that emulsifier changes can
only have'ap*effect during particle nucleation stages. Once the
number of particles has been determined, changes in emulsifier levels
hgve little effect on the system. By examining when the emulsifier
drops.in Case III it can be seen that this occurs just after or during
new particle generation even with the‘bossibility of time-varying%%
and Amatrices used in the hybrid computation system. Hayever, by
this time the generation has essentially already finished beforé this
decrease in soap ‘can have an appreciable effect. As a result, the
narrow window for control during the geﬁeration period using
emulsifier was not adequéfé for good control-of the system.

From the graphs, it can bé seen that the initiator tries to
compensate for the osc111ations; However, due to the large non-

Tinearities due to particle generation, the initiator was unable to =«

-compensate for the generation and could not hold the conversion

constant.

When- the control results are compared to Figure 4.6 showing the

results for the untoqtrol]ed reactor, the conclusionugas that the

[

-

-
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cantrol scheﬁg performed no better than the’uncontro11ed'reactor.;fjn
both cases.approximately a 5% range of conversions was achieved and
for no values of the penalty matrices tried was the performance any

better.

4.5 CONCLUSIONS
From the simulation results, the conc]usion‘for this system
would be that LQ stoéhastic optimal control‘theory applied to the
continuous emulsion palymerization of vinyl acetate was not sugcessfu]
in maintaining reactor stability. The high]y.non—]ineaﬁigipere of
this model where discontinuities are present in the m&de] structure
caused several problems in applying !the Fontro] technique.l‘To
compensate for the brief bursts of/nucleation which occur, it was

necessary to integrate,:linearize land discretize for each controller

- 'step at each time interval ifhﬁgcleat—on was predicted ép thg/n rt

’

future, a time-consuming process. Howe#er, even this enﬁﬁﬁged method
was unable to”comgggsate for the brief bursts of particle nuclea foﬁ ’
which occurﬁfor this system. ETu]sifier changes did not preventf the
oscillations due to the "window" effect and initiator chanﬁEEQQid not
correct for the large non-linearities in the system. \\

A different 1inearization method may yield bett%& results, but
was not carried out for this study. Dﬁe éo»the discontinuous,
non-linear nature of the model, other_téchnjques'were not expected to

. . -ﬁy

perform any better for this system.



CHAPTER 5
CHOICE OF QOPTIMUM SENSORS

‘5.1 INTRODUCTION

. x
One of the main problems of studying any polymerization system,

especially one as complex as emulsion po]ymerization,_is the lack of
good on-line instrumentation for determining polymer or latex
properties. Good bn-]ine measurements.are necessary for any control
strategies, and valuable as a source of data to allow better
unaérstanding of the polymerization system. .HOWever, on-line
measuremeﬁt systems ‘are not available as yet for many propertieé. For .
example, molecular weight measurements require drying the pofymer
first before making agcurate solutions of different, concentrations for
analysis by light scattering or osmometry. This, is very difficult fo
do on-Tline iﬁ any reésonab]e time. The application of ch;omatograph
technigques for particle size-or molecular weight are 1en§thy and
difficult on¥11ne, and also requirg very accurate dilution éystems.

Solution. of these problems are usually possible by use of many
high technology technigues whicﬁ‘are available. However, the
deve]opment of a new sensor for any property requires a great deal of
time and expense before it Becomes operationa].l A fhrther drawback is
"that because of the complexity of polymerization systems, it is

'

-‘Qﬁﬁ. difficult to predict if any developed instrument will be useful in a

i | 135
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practical app]itation. What is redﬁired is a means of predicting thé
utility of mea§uring any desired property or property combination
before the deve]opﬁent stage sq that energy can be concentrated on the
instruments that promise to be the most useful. fhe‘technique should
a1so-g{ve an idea of how accurate the instrument has to be before it
will enable useful information to be collected.

Kaimah‘Fi]tering ag discussed in section 6.3 meets thegﬁ
criteria. For a éiven system, if a reasonable model is available, a
Kalman filtef provides statistical estimates of the states of the
systém and the covariance matrix of these states based on any given
set of measurements. )

By changing thé choice of measurements or by combining them in
variods ways, the Kalman filter can be used to {ndicéte which sensor
or sensor choice will reduce some measure of the overall system
variance the most and hence provide the best stéte estimates. RV

As an eiample, this chapter app1{es Kalman filter theory to the
continuous emulsion polymerization of vinyl acetate at steady state
with a seed reactor present as sﬁown in Figure 5.1. The reactor
system design using a seednreactor has the property of reducing .or
eliminating ﬁroperty oscillations for the continuous reactor system.

A more detailed discussion of the rationale for this choice of reactor
system, plus its advantages, will be presented in the next chapter.
U;jng the reactor configuration of Figure 5.1, the best sensor choiées
for this system will be discussed, as well as,éome drawbacks'to'this

analysis.

(-
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‘ FIGRE 5.1 -

Redesigned Reactor Configuration

- PRODUCT
=
{initiator- :
water ) 1
A Va
CONC. SOAP STREAM
= SPLIT*FMS ~
with majerity of
A’ emulsifier -
DILUTE SOAP STREAM
= (1-SPLIT)#FMS
with just enough
. emulsifier to
stabilize the
> monomer drops
. FMS
(moncmer-
soap-water)
' /
d
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5.2 .DBSERVABILITY

A state variable in a model is said to be observable using a
given property measurement if by taking the méasufément it is possible
to hake an inference about the state level using the.mode]. The
mathematical representation of this fact is described as follows. If

a state space model is written as:

LS - " (5.1)
.ZK—_NliK + EK ) . (5-2)

then the system is said to be fully observable if the observability
matrix

P o= (MTE@T U i (7)) MT) (5.3)

| S ! Vo

has rank n where n is the number of states in the system. Any rank
less than n implies that all @?ﬁtes are not observable, or are not
able to be inferred dsing the model and the measuréments given by
equation (5.2). For the set of equations given in section 3.5 or in.

state space form as in section 4.3, the structure of the state space '

model is: 7 63
(ipso) _ (“1 03)(}@0) .
R S | =% (5.4)
AMuD Ay A3/ \Xwup |
where Xpgp represents the state describing the particle size
d1s§r1but1on (Np, D, A, V, %) and Xyyp are the molecular w¢1ght states .

(OO, QOBN, Gy, Q). It can be seen that the molecular weight

states depend on the particle size states {(i.e. AZ#O) because'of'the
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dependence on conversion and particle volume, while the reverse is not
true (i.e. top right submatrix is zero).

The usﬁa] case for on-Tine measurements is that measurements
are available for the particle size section (such as conversion or
particle area, or particle volume) but molecular weight measurements

on-Tine are not present. This leads to a measurement equation of the

form:

y = [Mjo] (Lpso) : (5.5)
XMWD

The observability matrix then has the form:

(5.6)

which is non-observable in the molecular weight states. Thus, unless

~the measurement matrix in equatian 5.5 is non-zero in the second ha]F;

the molecuiar weight sthg; cannot be inferred from the model.
kThis.result will be used in'the next section to choose a

criterion to be minimized to determine the optimal sensor choice for

the mode].

5.3 APPLICATION OF KALMAN FILTER THEORY

L]
" If the state space model is written in the general form from .

before:

Beay = R xR Mg (5:1)
Yy =Mxe + ¥ ' ' (5.2)
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then the Kalman filter theory presented in section 4.3 gives the

following: N
Prarsk T B Bk tR, (5.7)
Prs1ziet = [l 0Py LK 0T

| ke By K - (5:9)
K = Panj 1T Pyt + R, (5.9)

where EK+1/K is the covariance matrix for the sta?e bredictfon,
EK+1/K+1 is the covariance matrix for the stgte estimates after a
measurement becomes available and EK+]ﬁis the Kalman gain. Rv
represents the measurement noise and R, 1s an indicator of the noise
in the states due to parameter errors or model inadequacy. The number
of .elements in the covariance matriées makes it difficult to'tompare
state estimates one by oné from one case to another. To circumvenf
this, a single scale function of the matrices is usually chosen
instead.

. The two commonest functions'are the trace of the matrix_or its
determinant [see Harris (1980)]. The trace corresponds to the A-
optimality criterion applied in the theory of exper1menta] design. It
has the disadvantages that it is scale dependent, and thus mixed un1ts'
(such as number of particle and conversion) of different magnitudes
cause stre551ng of the largest magn1tude diagonal element rather than

examining ali states equally. Minimization of the determinant of .

these matrices corresponds to the D-optimality criteria of
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experimental design. The square root of the determinant is

proportional to the volume of the joint confidence region for the

state estimate [Sutton and MacGregor (1977)]. Since for our example a .

. [ 3
steady-state operating condition was studied, the covariance matrigg&——h——;>

cdnverged to a steady value and these final converged-covariance

matrices were then used so that the two criteria consisted of

minimizing:
g |1/2 '
0 = e ] (5.10)
_Igee |1/2
Vg = IEK/K| (5.11)

In th%s study, the interest was concentrated on the particle
size data since this was of primary concern in latex production. As
well, since on-line measurements of moiecu]ar weights were not
available, the previous section showed that these states are non-
observablie and cannot be inferred by uée df thé model. For these
reasons, cnly the upper left submatrix :{ the covarianté’matrices_

corresponding to the particle size states was examined. This yielded

the following criteria: v
o e |72
Cone e e | (5.12)
12 o |1/2 = = ‘ )
Vo = IEK/K PSD (5.13)

The change in these criteria will now be examined for various
choices. of sensors and sensor combinations. In addition, if the

molecular weight would be measured on-line, this study shows how this
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information will also reduce the particle size criteria above by use

of the state épace model of the system.

5.4 SIMULATION RESULTS

A1l of the simulations for sensor choice were carried oﬁt in
the same ﬁaﬁner. The Simu]ation of the system with one large reactor
and a small seed reactor in front as discussed in Chapter 6_wasﬁrun
until a steady-state ]éve]‘was achieved for various operating
conditions which are summarized in Table 5.1. This provided a
constant @ matrix in equation 5.1 for each case. Then, for each
de§ired Rw and gv matrix, equations 5.7 to 5.9 were iterated until
c‘ vefgence, which provided the convérged covariance matrices gzi]/K
and E:jK for use in the criteria of equations 5.12 and 5.13.

For the single sensor and sensor combinatiqg sections, the
measurementé assumed to be available on—%%ne were the conversion x,
particle surface area A; sum of the particle diameters D and the
number of particles Np. To consider the effects of improved
instrumentation, two conversion measurement errors were used, one
assuming a standard deviation of 10% and one of 2% of the stéady~sta;e
convefsion.leve1s. This could represent the difference between a

conversion estimate by heat balance as opposed to the density meter

measurement
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TABLE 5.1

SUIMMARY OF STEADY-STATE PRODUCT PROPERTY
VALUES FOR VARIOUS OPERATING CONDITIONS
{SEED REACTOR PRESENT)

(1] rs1 o osprittp oo DAV X MM, B d
(mole/L) (mole/L) x10°° x10™° x10 x10” x10 (A)
.01? - .01 L2 .71 17.1 82.8 .303 .676 5.32 1.70 .559 1000?
.01 .0 6 .075 10.5 69.5 .§29 .619 5.06 1.52 .472 1400
.02 - L0 :2 ;190 17.7 83. .297 .758 5.70 2.02 .690 930
L0 .02 2 1.50 74.3 171.8 .297 .762 5.71 2.04 .695 494

discussed in chépter 7 for example. The particle surface area and
diameter measurements were assumed to have standard deviations of 20%
of steqdy-stafe value while thé measurement of the number of .
particles, being more difficu]t;zo measurei was us;d with a standard
deviation of 50% of the steady-state value.

‘ To examine the use of an on-line molecular weight.average .
measure in section 5.4.3, it was assumed that a measurement was
available with a standard deviation of 10% of the steady-state weight
average molecular Qeight.

The RV matrix describing the measurement noise was assumed to
be diagonal in all cases, with the diagonal elements corresponding to
the variance of the appropriate measuremeZ{ and it was constant for
“all simulation runs. This was done by ch osﬁng the number of :

measurements to include all required sensors for individual and
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_combination runs, including replicated sensors. In this way, the 

vector y of measurements was used as:

v={x, = o o001 o0 000 ek ¥s (5.14)
X 000010000 |l - :
X10 00007100 0-0 |
A | oo 1000000 |
Mo 001000000 |
Npey 100000000 [l
Do 010000000 o8,
MH]O 0000000 UETEEQEJ_Q1'
T L Y
. where-the.noise matrix is given by
By = |(02xgg)? - ' N
(.02xg)° N 0
| (:10xg)® (5.15)
/fﬁ\\\\\\\\ L C(W0Agg)° |
. (.10Ac)? ’
0 (.50Mpcc)?
(.1005¢)?
(.10, )2
N Y S

“In this fashion the subscript on the sensors yields the'percent arror

in the given measurement. By deleting out some of the non-zero

-

o
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Fs

positions of M, single sensors or sensor combinations ‘can be examined
without changing the model structure or the Ry matrix of equétion
5.13. For example, by 1nc1udiﬁg two measureﬁents-of conversions with
2% error (the X2 sensors), the value of_rep]icating the sensor ~
rather than addéng a diffefént sensor such as sg:face area can be
examined. < B

The R, matrix describing state errors due to model
inadequacies or paramgtér errors was also chosen to be diaQona’].u
Since~the molecular weight section is not studied by the chesen
criterion, the sta?dard déQ?Ai?gg_of the molecular wéight states for
each set of operating conditiongii;;-held constant at 20% of the
steady-state level. For each set of‘operating conditions though,
three different standard deviations of the particle size states were
use;g‘s%, 10% aﬁd 20% of the steady-state values. In this way,
improvement of the state egtimﬁzsf can be examined when measurements
are available in Eonjunction with a good model, and a boorer model.

Examination of single sensors, sensor combinations, and

molecular weight sensors will now be discussed in turn:

5.4.1 INDIVIDUAL SENSORS ~ ~ - ' L

The results from the simulations' are summarized-in Tables 5-2

through 5-5, which show the V]] and Vé] criteria of section 5.3.
The conversion measurement with 10% error was used as the base case in
these tables, and the increase or decréase of the criteria from the

base case is shown in the third and fourth column. The improvement in

Y
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2

TABLE 5.2a
vi1,Vo1 CRITERIA FOR 5% ERROR IN
STATES FOR EI]=.01 M/L, [S]=.01 M/L, SPLIT=.2 /
Measurement 1. 1 o .1 % Change
-VT 5 V2 , % Change in V] % Change in v, From VT To
x10¥ x10¥ Compared to X]0 Compared to X]O V;
Base X19. ' .372 .299 - - -20
1 Npsg .563 .554 +51 +85 -2
2 Dig .374 .305 +0 +2 -18
3 A .330 .266 -1 -1 J9
4 X 271 .094 27 69 © -65
TABLE 5.2b
V11,V,1 CRITERIA FOR 10% ERROR IN .
STATES FOR‘EI]=.OI~M/L, [Sl:.O] M/L, SPLIT=.2
. “ 9 o
Measurement 1 1 R .yl % Chagge -
V] , %2 5 % Change 1n‘V] % Change in V2 From V?'To
x10~ x107 Compared to X Compared to X 1
- 10 10 )
~ 2
Base X3 = 9.92.6.23 - - -37
1 MNpsg 6.1 15.3 +sz{/ +146 -5
D10 10.0 6.4] +0 +3 ~36
3 Aqg 8.69 5.49 -2, PV -38
X2 8.33 1.57 -16 -75 -81
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 TABLE 5.2c |
, . vil,v 1 CR;IERfK FOR 20% ERROR IN "
- . STATES FDR EI] 01 M, [5)=.00 M/L SPLIT=.2
Measurement 1 o1 SR 1 % cha ge
- _ V] ; VZ ; % Change in V]» % Change in V2 From V] To
_x10° x10 Compared to X ‘Compared to X 1
woxl 10 - Mo,
Base X1g - .282 .1i§ - - -59
- 1 .Npsg ‘.%54,-.383 : +57 +230 -14
2 Do 287 .120 w2 C43 -58
3 Ay 246 - 102 -3 12 =59
4 X .263. °.025 -7 -7 -90
~ F A2 ’ ‘ 8 -9
< - o
. SN ~ TABLE 5.3
"‘\\yf/(/ ' - 71,51 CRITERIA FOR 10% STATE ERROR
. . 'FOR.[Ii=.01 M/L, [S]=.01 M/L, SPLIT=.6 -
T - R S . % Change
'VZ ; Z Change 1n VI % Change in VZ‘ From V?
x10% Compared.to Xlo- Compargd to X10 ‘V;
R
M ¢ )
Base K19 J  1.98 1.24 - - -37
1 Npsg-  3.23 3.06 +63 +147 -5
2 Dyg . 2.06 "1.32 +4. +6 -3
3 Mg 1.81 “1.15 -9 -7 36
. : e
“ 3 Ao 166 312 16 75 -81
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_ ) TABLE 5\¢
vy1,V,7 CRITERIA FOR 10% STATE ERROR -~
R [1§=.02 M/L, [S]=.01 M/L, SPLIT=.2

Measuremen | oyl .oyl % Change
V] 5 V2 5 % Chénge in V] % Change in VZ From V? To
x107 x10 _Compar'ed to )(10 . Compared fo X‘IO' : V;
Base Xjp 12.9 8.08 - ‘ : - - =37
. - (G ‘
1 Npsg® 20.9 19.8 “+62 +145 -5
2 Dig 13.0 8.29 +1 +3 - -36
3 Ag N.2 7.1 3 a2 -37
4 Xy 16.8° 2.08 -16 -75 -8
‘ TABLE 5.5 ', //’//f’ﬂ_
Vi1,vo1 CRITERIA FOR 10% STATE ERROR
~ FOR [Iﬁ=.01 M/L, [S]=.02 M/L, SPLIT=.2
Measurement 1 1 <] syl % Cha gie
V] ; 'VZ ge in V] , % Change in V2 " Erom VT To
x107  x] Compared to X Compared. to X 1.
- 10 , 0 v,
Base Xjg .926/@_‘/ - .- | y -37
1 Npsg 1.47 1.40 +59. +140 T 5
2 Dig .959 .613 W +6 -36
: 2
3 Ay .849 .539° -8 " .7 -37
4 Xo 778 146 -16 -75 - -8]
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~ as the fact that the deviation in V
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state estimates when a measurement becomes available can be seen by

examining the change in the covariance matrix for the predictions

-

N . . -
BK+1/K veréﬁ% the covariance matrix after a measurement is available-

! ! in the fifth column

EK/K’ and the percentage change from V] to V2

was used as a répresentation of this improvement. ‘ '
Tables 5.2b and Tables 5.3 to 5.5 all show-the results obtained

when a 10% model error {i.e. RN) in Ehe particle size states was

assumed. Despite differences in the absolute magnitudes of the

Vi] and VZJ criteria for the different operating conditions, the

percentage changes in columns 3 to 5 were atd<imilar. As a result,

.detai]edﬂresﬁ]ts are only presented for one operating condition and

are summarized }n Tables 5.2a, b and c. By comparingithe criteria,

the data éhow‘that_doubling,the percent error in. the model-results in

‘approximately a ihirty-fo]d increase in V]] and approximately a

twenty-fold increase in the magnitude of VZ] for each sensor type.
A graphical summary of the percent changes shown in Tables
5.2a, b, and c is given in Figure 5.2. The percent.change from

T] to VZ]’ which yields the decrease in covariance once a measure-

v
ment became available, showed that for this model, if the measurement

errors were comparable, so was the increase in knowledge provided by

the measufEa;;:. This couid be seen by observing tqgﬁﬁlosenfss of the

1

curves for X]O’ D]O and A10 for the change of V 1 » 35 well

1
2] and V]] from the bade case was

to V2

small, being 10% or less. This was primarily due to the mode

;.

struc;g:ijin this case, where the dominant term in the I matrix was

~_ J

N\
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the diagonal term relating to washout. For other models, this
conclusion would not hold in general. The measurement of the number
of particles to within 50% provided 1itt1e;information, even in the

- presence of a poor model since even at 26% mqge1 érror, the reduction
in the covariance after a measurementlwa§ oﬁ1y around 12%, and the
deviations of V1] énd'UZ] from the-baééfcase-Were very 1arge‘and
positive. . ' 5 % : , 3§3

Th§ reduction of the measurement efror in the conversion %rom

10% to 2% did yield a substantial improveément in the pova?iance |

1]~to VZ]' The change in

Ny criteﬁia—VZ] and in the change from V

easurement erroe thus represented the only way with this model to
']

improve the state estimate for a given sensor type. g/_\“//"“///ﬂ
- Cd ' It is alse worth noting that aslthe mode] beca&Erﬁe s aCcurate
towards increasing pefcent hode] error, fﬁe importance of the
measurements became greater, which was showﬁ by the greater peréent
decrease from V]1 to V21 as the model degraded.
The conclusions to be drawn are that any givern sensor must have
.a comparable percent measurement error when compared tc anothe®™ sensor
in ggder fo achieve the same‘degree of error in the state estimates of .
the‘overa11 particle size properties, due to the diagonal dominance of

the & matrix. v

% l"\ ‘ ’ . : l

o~
Y e

The results from various sensir combinations are presented in A

5.4.2 SENSOR COMBINATIONS

Table 5.6 for one case operating with 10% error in the prediction of
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A Y
the model pért%c]e size states (i.e. in Rw). Other opérating
‘conditions yié]ded similar resu]tsi\Eﬁd the patterns fotnd with
- q1ffering model error were the ~same as for the single sengor section
(j and so are not discussed furthef.

Several interesting points were apparent from this study. By

1

4 comparing the change in Vz] and change from V] to Vz], it could

be seen tha})rep]icating a good conversion -measurement using a poorer
conversion measgrement (as  shown by the XZ-X]O combination

. compared to the original X, sensor)

—

TABLE 5.6

Vi1,V CRITERIA FOR 10% PARTICLE SIZE .
STATE ERROR FOR [I]=.01 M/L, [S]=.01 M/L, SPLIT=.2 .~
FOR VARIOUS SENSOR COMBINATIONS .

V} . V; % Cha?ge From Basg | % Chaﬁge in V;
x10° x103  For ¥y For V2 From v
N\
(q Base Case 1
X - 833, 157 - -
-1 X3-X10 8.35\::) 1.54 0 -2 S
2 Xp-Nosg 7.3 1.31 -12 -17 -84
‘ 3 " Xp-¥o 8.27 112 - -29 -87
-4 “Xz-Alp 4.67 57 -4 -64 ~93
§ Xp-Dyg 4.77 58 -43 -63 -93
Base Case 2. ) -
Aro 8.69 5.49 - . - . -37
1 Ajg-Npsg  7.69 a.61" -12 -16 -47
2 A1g-Alg 8.09 4.25 -7 23 -5
3 Ap-Dig 5.29 205 -39 61 75



]

153

yielded no improvéﬁents in the state estimation as expected. The
interesting point was that even combining a number of particles sensor
with 50% error yie]ded better state estimation than the replication
with a poor sensor. 5

The improvements shown in Table 5.6 for the number of part%é]es
sensor Npso combined with X2 or AlD are small, and replication
using comparable sensors provided better state estimates than
cambining & sensor witﬁ the poor number of'Eggf?cles sensor, as
shown by comparing XZ-XZ with XZ'NpSO and A,q-A;q with A104Np50.

The ultimate improvement in the criteria occurred us{ﬁg two
different sensor types such as X2-A]0, x2'D1O or A]O—Dlo‘due to
interactions through the model. '

' The best overall sensér combination for this system was found
to be the c:;;?ﬁhtion of a conversion sensor with 2% error with either
a particle surfacg‘area or total particle diameter sensor with 10%
measurement error. This analysis corresponds to.the case whe;e a
variety of sensors are available with already calcu]ated'précfsion or
measurement error. Given this range of sensors and‘some financial
constraints for a system, the optimum sensor eduipment for any set up

would be.determined with this method. For exampﬁe, the study

illustrated that if a conversion measurement was already available, a

-

measure of particle surface area would be the best choice for a second .

v

sensor.
A second use of this analysis is that it could be carried out
with various measurement error possibilities for the instruments in

order to determine-the precision required for each instrument before a

-

/

A

-




154

sufficient improvement in state information could be attained. For
example, thié ;tﬁdy iI]ustrated'that-the nu@Per of partic]e; must have
a precisﬁon of better than 50% measurement error on-line before

imp Qéaént in state information is obtained when comhined with
ano:her SQ&E:;: As such, a number of particles sensor with this

precision wduld not be rgcommended for use with the given system,

5.4.3 WEIGHT AVERAGE MOLECULAR WEIGHT SENSOR

As digcussed earlier, on-Tline instrumentation for measuring
molecular weight averéges is not available at present. Kalman
filtering was used in this study to det§+mine {f development of such a
sensor is worthwhile. That is, could an instrument of this type yield
bette; state estimates and more information than sensor§ presently in
use such as conversion monitors.

1 and V ! criteria for
1 2

Table 5.7 summarizes the V
this section. As before, only one operating condition and degreé of
model error is shown due to the same patterns being present as .
discussed for single sensors.

In this study, the weight average molecular weight was not a
linear combination of the model states, but instead was a combination
of the 02 and Q] model states given Ej:

M, = (Eé) . MW — - (5.16)

W Q MQN - )
where.MHMON is the monomer molecu]af weight. In order to usé tﬁe'

Kalman filtering theory, a linearization must be used. Two

linearizations were attempted. : . ‘2

(Y
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TABLE 5.7

v11,v5] CRITERIA FOR 10% PARTICLE SIZE

STATE ERROR FOR [1]=.01, [S]=.01, SPLIT=.2 ,
FOR MOLECULAR WEIGHT SENSOR AND SENSOR COMBINATIONS

v v % Change From Base % Change in V]
1 3 2 4 i 1 7 2
x10 x10 in V] in V2 From MT
1 M 10.3 7.60 +24 +384 -9
LT
2 Mw -010- 5.85 2.75 -30 +76 -67
10 . ,
3 Mw -X]O 5.84 2.72 -30 +73 -67
10 .
4 Mw 'A1O 5.53 2.62 -34 . +67 -69 .
10 : . o
5_MN]0—X2 4.9 .69 -42 -56 -92
Base XZ 8.33 1.57 - - -81
Best XZ-A]O 4.67 .50 -44 -64 -93
Previous ~

Note! Vql,Vo! refer to particle size state information only.
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-
MW

= MON '

Moo= [ N g oo (5.17)
W (0155 ) 2 | .

MW MW . 0,2 ' -
AF =( MON) o - ( MON fzss) @ (5.18)
W Q]SS 2 . QTSS !

where the first linearization was obtéined by holding Qljconstant at
its steady-state value 0155' The second form was a deviation&
yériab]e form where ZSMH represented the deviation f}om the steady-
state value of Mw, and the linearization was obtained by differentia-
tion of equation 5.16. Boih forms yielded the same results so the |
study used the simpler form of equation 5.17, as shown in the matrix
df equation 5.14 in section 5.4.

As an individual sensor with 10% measurement error, the weight
average molecular weight sensor was not very good as shown in Table
5.7 by comparison with the conversioh sensor above. In combination
wifh the AIO’ D]O or X]O sensors, an imbrovemeﬁt was noted with
all combinations providing roughly the same degree of improvement, but
fhege combinations were still not as good as the X2 conversion

measure.alone. However, M, in combination with the X, sensor did

10 :
yield a noticeable improvement and improved the criteria to

approximately the same degree as the best sensor combination from the ﬁ
previous section, X,-A;q. | h:
Several interesting points could be noted from these stodies.  ~
Despite &he fact that the molecular wéight sensor did not measure any
particle size state or state combinations directly, the use of the

" model with the molecular weipht measurement in combinat%bn with the
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conversion sendor yielded improved particle size state estimates as
shown by the decreased c¢riteria. An additional fac£ not shown was
that since the MN sensor measured propert1es in the molecular weight
section of the model, the system was no longer unob;ervab1e in the
moiecular weightlstates as discussed in section 5.2, and the MN
Sensor cdu]d then be used to yield improved state estimates for the
entire model. -

Also, since an on-h’ne‘Mw sensor is‘not available at present,
this approach using Ka1man.fi]tering illustrated thdt a potential
sensor could be.edaluéted to determine if sufficient improvement in
state estimates could be attained evenlgdfore the necessary

expenditure of time and money was invested for the sensor's

development.

This study showed how th; Kalman filtering théory could be used
to evaluate sensors and sensor comb%nationsmfor a system. Even though
sensors dere either not available at presént, or the preéision of the
instruments was not known, the developmeﬁt in this chapter showed how
to choose which instruments would best suit a given application
without initiating a costiy instrument development for a new sensor.

For the model of this study, it was found that combinations of

different sd;jgps_rather than rep11cat10n was more valuable. Due to

the model styucture used, this study found that a]] particle s1ze

sensors were roughly equivalent provided all sensors had the same
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measurement error, thus indicating for this system that ﬁéductién of -
sensor egror would be the best direction for research in order to
obtain improved state estimates. Also, a mo]eéu]ar weight sensor for
weight average mo]ecu]ar weight' would.probably be the best choice to
combine with a conversion measuremént as it provides almost the best
particle size state estimate§ while at the same time making the full

model observable for this system.



‘CHAPTER 56

. . REDESIGN OF LATEX REACTOR SYSTEM

6.1 INTRODUCTION

As discussed in Chapter 4, the phenomenon of sustained latex
property osciT]ations is a major prob}eh in attempts to carry out
émulsion polymerizations in a continuous manner. Several techniques
such as the use of increased emulsifier levels or the app11cat1on of
advanced control theory such as Tlinear quadratic stochast1c opt1ma1
contrel as discussed in Chapter 4 do not work weld in eliminating the
propegty oscillations for ; variety of reasons which will be discussed
iﬁ a later'section. This chapter presents an approach to eliminating
the oscillations by redesigning the reactor system so that the
oscillations do not occur at all and essentially introduce Tlatex
property control at the design stage rather than appiying control
theory to an already exmst1ng system f?;e system redesign will be
discussed first followed by s1mu]at1on results for the redesigned

SyStem. - L

6.2 SYSTEM REDESIGN

6.2.1 PROBLEMS AND GOALS

As discussed in previous chapters, continuous emulsion

polymerization of vinyl acetate shows the phenomenon of sustained

159
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oscillations for many operating conditions. During the oscillations

“the latex properties undergo a substantial Eyc1iqg behavior. over the

course of approximately four'fesidence times of the reactor. This is

.undesirabie from the viewpoint of Tateﬁiqua1ity control, and large

oscillations to high conversion levels can also lead to catastrophic
égg]oweration. This oberatinq behavior is thus unacceptable for the
operatibp of the continuous syétem._

| Sévera1 approaches can be tried to eliminate the oscillatory
behavﬁor. First,_the emulsifier.level can be increased Lo obtain a

steady-state generation of particles-in the reactor. However, the. .

increase of emulsifier causes downstream problems with foaming, and

also adds additional expense to the product due to added raw materiéT .
costs: If the latex is to be coagu1ated'and used aé\a rubber, the-
extra soap presents an added contaminant in the product which must be
removed. For these reasons.én increase in emulsifier levels does not'
present a sétﬁsfactory ss1utioﬁ in the hajority of cases.

Advanced control theory can a]so-bg applied to the brdblem.to'
try to eliminate tﬁe Q§Ci11ations. Howgver, as shown in Chapter 4,
advanced control theory hag problems in compensating fﬁr'the

o

oscillations due to large non-linearities inherent in the particle
geqeration phenomena. —‘E)

The,mo%el for particle generation developed for-;his system was
discontinuous in the sensé that generation occurred %h‘interva]s for
many operating_condiﬂggns so-that the model structure itself did not

remain constant. The generation.term f{t) remained zero for long
. - 3_ - ,
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periods of tlme, then became exceedingly Iarge dur1ng a short

exp]os1ve generation period resulting in an effective discontinuity in

the model. Ce;E?ol action was -found to be implemented only during the

brief "window" during new particle generation and any'cbntrol actions

. were essentially'ﬁseless once the particles had formed. Since the -

period of new particle generation was usually 5-10 minutes while the

,non-generating period was typically two ours: for a 30 min. reactor

residence time, the result w;s'c pletely inadequqte control on this
syétem.

Kiparissides (1978) and this study also found that reduction of
amp]itude of the oscillations using advanced contro}\theory also
required goind\to higher emulsifier.1eve15 with the same problems as
have beendiscussed for the high emulsifier situation.

The f1rst approach examined by this study is thé redesign of
the reactor configuration in such a way that oscillations do not ‘occur
for the redctor operating conditions. The main aim of this chapter is
bto produce a reactor eystem which is stable over a wide range of -
operat1ng conditions w1thout using Targe emu]s1f1er concentrationg.

A
in add1t1on the reactor system is rede51gned so that flexibility j
&

——

.
chang1ng latex properties and ease of operation could be- achieved.

6.2 hITERATURE SURVEY . f’“) N

onf" at1ons. Greene, et al.- (1976) showed

aY
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was used to seed the reactor system and'étable opefation was shown in

terms of constant conversion. Omi, et al. (1969), Ueda, et al. (197]17

and Nomura and Harada (1981) studied the effects of seeders on the
emulsion polymerization of styrene. Omi, et al. (1969) and Beda, et
al. (1971) examined the use of PFTR type éffﬁéfg‘with he aim being to

maximize the number of particles in the reactor. Howeve , the

were estimated by a steady-state model and start up and change pof

reactor operating conditions was not considered. Nomura and Harada
-7
(1981) considered both continuous reactors and PFTR's for use as

. seeders with in addition a split of monomer feed between the seeder

and the main reactor. Nomura and Harada (1981) concluded that the
optimum conf1gurat1on for styrene emulsion po]ymer1zat1on was a plug
fTow reacfor with some splitting of the monomer feed. Again, the aim

of this jork was to maximize the particles and fog all these papers

the particle size and molecular weight djs;ributioné were not
considered. No work to date was available for the emulsion

polymerization of vinyl acetate with seeders present.

6.2.3 REACTOR SYSTEM REDESIGN FOR VINYL ACETATE EMULSION 2N
POLYMER IZATION

As“the 1iferature §howed, seeding- of the continuous reactor

causes a substarntial énhancement in stability. The choice of seeding

-

methad is either a C@R, a PFIR, or production of seeds batchwise

.“*. .

followed by a steady flow of the batch produced seeds into the reactor.

~. | ~
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Batchwise production of seeds has fhe disadvantage that thére
may be batch to batch variability in the system. This-metH;h is a]so‘
difficult to apply if a more po]ydispersed‘system is desired as for
-adhesives or for lowering the bulk viscosity. As such, the batchwise
seed method is not very flexible for this system.

The seeding of a continuous reactor using a PFTR as described
in the previous section can also be done. However, this system would
still requirsdp premixer for emulsifying the feeds‘to the system which
would correspond to a CSTR.

To take advantage of the better mixing characteristics a éSTR
seeder was therefore used in this study where the CSTR cbu]d also be
used as an emu]sifyin§ stage as well as a seed generdtor.

In order to incréase flexibility of the reactor system to
produce ltatexes with differe E'proberties, a split was a]%o used for

the monomer and the water. In this way it is possible to artificia]{y

create an environment with a high emulsifier concentration in the

P

"seeding reactor theréb&KE;pmoting continuous or nearly continuous

~— .

particle generatﬁon.' To keep emulsifier and initiator levels high in .
the segd reactor all initiator and the majority of emu]siﬁT@g/was fed

to the seed reactof_&g’ﬁaximize the particle geveﬁation in the

seeder. Only enough Soap to stabilize the emulsion was used in the

'
bypass stream to the main reactor. <

« In this fashion the control variables can be considered as the °

initiator and emulsifier conceTj;g;i;Ns of the product plus the degree

. oy . - \*\ .
Y P
' «

,///// Vil '
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of split of the monomer and water. This entra control variable
aflnwed changes to be made in latex properties without changing
emulsifier ieve]s, thus preventing nownstrean problems and increasing
flexibility. - ‘

B The results from the simulations will now be discussed to |~
illustrate the'adVantages of the new heictor configurations.

4 . I

6.3 SIMULATION RESULTS

6.3.1 SINGLE CSTR VS. REDESIGNED SYSThM

Rather than simulating an entire reactor train for continuous
emulsion polxﬁerization,‘this study focnssed on the first reactor in
the train, -Any behavior which occurs in the first reactOf er |
redesigned reactor system will appear ip downstream reacfons so that
the study of the first main 1atex reactor should reveal any trends or
changes due to the redesign of the reactor operat1on

F1gure 6.1 shows the or1glna1 First latex reactor’as the base
case for these simulations® All feeds enter the reectohfand the latex
product is removed to be passed to donnstreeh reaetors!. Figure 6.1

B . [}
also shows the redesigned-.reactor configuration proposed in section -

6.2. As shonn‘fn;‘2he~néﬁ:system, all inigiatorrplus some Araction of

’
/

the monomer-water stream was fed.to the first reactor. The soap was
divided sueh that the.majonity of soap was Yed ¢o the first’seed
reactor wh11e Just enough soap to stab111ze the monomer droplets in

, the monomer water bypass stream was fed to thetmaln 1atex reactdF'ﬁfV é

“The seed reactor sizes represented ‘were approxlmately 1/16) 1/8 and

-~

i - o =‘, | R/’4(”‘ qf:v ‘J.» :  ;,‘,
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- rd i
1/5 the size of the main reactor to simulate the experimental setup ™

which was available. “The overflow from the seed reactor was fed to

the second main reactor, and the product from this main rdactor was

. F
e\ggfjlffred to be the 1nput to downstream réactors r the base case.
Due to the bypass of sqme of the monomer and water ‘the seed
reactor for the new cohf1gurat1on had a high concentrat1on of
initiator and emulsifier leading to nucleation of a sufflicient number
of part1c1es for downstream reactors.
Results from the simulations for the base case and the
redesigned system are shown in Figures 6.2 and 6.3_and.are summari zed
jn Tabie 6.1 for two runs of the redesigned system. The results shown
in the figures corresponds to Case.l in the table. .,
' TABLE 6.1 | ’
COMPARISON OF POLYMER LATEX PROPERTIES OF THE PRODUCT -
= - FOR A SINGLE CSTR (BASE CASE) VERSUS THE NEW REACTOR
CONFIGURATION (CASE I AND CASE II) WHERE I = POTASSIUM
PERSULPHATE AND S = SODIUM LAURYL SULPHATE
(1 (51 X My M N, o
(mo1/1} (mo1/1) (x10%) (x107%) By (x10718) (A OOy
BASE \ ] : .
CASE .01 .01 .62 5.89 2.19 .74 .003 - 400 1.03 &y 4
(single , TO 10 TO 0 TO ' T0 TO
CSTR) : .67 6.02 2.26 .78 .06 6000 2.97
(RANGE OF OSCILLATIO§§) AVE  AVE
- = 2700 = 1.2
. ' .1 '
CASE I  .005 0075 \.66 5.58. 1.91 </J67 .009 2800 1.19
CASE Il .005 .01 .77 B.79  2.09 ~ .72 .009 27

-

R | - '.’//fﬁ | -{f _ -‘f? | }iﬂ.‘
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The simulation results from the base case i]]ustﬁéfe the
phenomenon of sustained broperty osc1T1ation§ due to periodic particle:
generation. Figure 6.2a shows thét tﬁe number 6?533r§icles uﬁdergoes.
a 20-fold increaée during.generation foliowed by a Tong w;shout time.
Due to this, the conversion is seen to oscillate over a 5% range and
from figure 6.2b the averagg\number of branch points per polymer -7 .
moIECU1e BN also shows a 5% osciilation. The most dramatic result Q:f;,?
however is the average particli diameter which also undergoes a
20-fold change since as a burst of new small particles occurs, the -
wayerage diameter drops'dréstfca]]y. This leads to a very
polydispersed particle size distribution being produced by the single "
reactor
With a split of .2 so that 0n1y 20% of the monomer and water
Wwas being added to the seed reactor, the new reactor configuration
exh1b1ted stable operat1on as shown in F1gures 6.3a and 6.3b. No
-osc111at10ns in the number of particles were predicted and all @
properties maintained a constant level. From Table 6.1 for case I it
can be seen that the new. system was able to.produce 2 latex with the .
“same avefage.diameter and(é;;;;;;;ng;s thelé?ngle reactor case but
with fewer branches per polymer particle, and with less initiator and
ému1sf%?§f requirements. In addikion the particle size distribution
(PSD) was narrower fhan théuPSD during sikg]e reactor ope;gzgon. The
10% reduction-in the avenége branch ;oints per polymer molecule
obseryed also 5hou]d yield a more proceé;ab]e product in terms of

. reddced viscosity and die swell for the system.
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" polymerization reactor on its own.
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Case II iliustrates that if the same molecular weight and

particle size averages are desired as for the base_case operation,

- approximately 6% higher conversion can be obtained using less

/\
initiator and still maintain stable aperation. This can represent a

significant savingé in terms of raw material costs plus monomer
removal costs for the system.
Thus, this siudy demonstrated that the redesigned configuration

can achieve superior performance in terms of"more stable operation,

Tower raw material costs and either a higher conversion or more

processable product when compared to a single continuous emulsion

. T
i ..

6.3.2 CHOICE OF OPERATING CONDITIONS . - -

From previous discussion several Opera;}ng parameters could be
he

manipulated for.chénging operating levels of new system.. These
_ . .

consisted of the initiator and emulsifier coﬁcentrafions, the degree

 6f'sp1it or bypass of the feed streams, and the ;?Eé’of the small seed

re%ctor. It is the purpose df this section to digcuss the effects of

these parameters in more detail. ' , [¢
To examine the space of operating par;meters:'egch parameter
Qas examined at 3 levels: .emylsifier anﬁiﬁnitigtor ccgpeﬁxrations
were run at .005, .0075 and .01 gle/L. latex, SPLIT was run at .2, .4
and .6 and the size of the ‘seed reactor was: 1/16, 1/8 and 1/5 the size
of the large main féae{zfeas discussed in section 6.3.1. A total of

eighty?one simulations were then carried out using these parameters in

/’5”./
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all combinations in order to observe parameter effects. These results
are summarized in Appendif III and are too lengthy to present %n
detail here. Instead, the latex prOpentﬁes,wete plotted three
dimensionally as a function of initiator concentration and split for
constant-soap and seed reactor size. The soap wa; not used as an
independent variable since once soap concentration is decided, it-is
seldom changed due to its effect on downstréam operations. Since seed
reactors will usually be of a fixedcsize, plots were not carried out
using seed reactor size as an independ;nt‘variable as well. A
These results are shown in the set of Figures¢6.4‘to 6.15.
\ . Results wil]‘be dfscussed for the different parameter effects for just
one ggulsifier concentration, {S] =;.b1 mole/1. The results are.th%
;gédily extended tegthe other two soap 1eveis.

Thé first three figure§ show thé‘gffect of parameter ]evgls on
conversion. QE;:E??ﬁinihg and cdmpafing these figures the fo]]oQiﬂb
éffec#s were noted: 1) increasing i:;tiator concentration increased
conversfon, ii) decreaéing,sp]ﬁt increased conversion, and iii) all of
the reactof sizes showed éésentially;identica1.conversion levels with

=the Tevels increasing inghtl& with incrgasing size of seed reactor.
Similar studies of the figures for average d{ameter, number average

-

molecular weight and number of particles were done and are summarized
- 1

with the.converéion results in Table 6.2.

*
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- TABLE 6. 2 .
- "EFFECTS OF PARAMETER CHANGES ON

PROPERTIES AS PREDICTED BY -THEMMODEL

(/ © . - Parameter/—» a Increase fh‘ Increase in Increase in Eﬁcrease in
Property (1] ~ SPLIT .V - 18]
NPRODUCT ] 7 ‘1 PRODUCY
i . U
Conversion Increase_ i Decrease Slight - Increase
’ : . increase .
7N . ' : o
Average Little effect Large | Decrease ™ Large
Diameter . . increase ° ~ decrease
" ‘ﬁh_ : 3Tight increase Slight . Decrease STight
: : decrease - _ increase

i o The effect .of increasing the soap concené;;%E;H“$§halso shown, though
e

no figures are proV1ded to illustrate this result.. The effect of
parameters on the number déipart1c1es is shqwn in the fipal three

f1gures and presents some 1nterest1ng results . For Targer seed
<4 /

reactgrs, the number of partlcles decreased w1th increasing sp]1t and

) were effectlvely 1ndependent of changes in 1n1t1ator levels, However,
for the smE]]est size seed-reactor, the numeer of Paetig]es first -
decreased and t;en increaeed with continujng~increaees-in‘the degree

gy : of spI1t'wh1ch is probab]y due to a FESIdenCE t1me effect becoming

important at small seed reactor s1zes. The structure oirthe system
can thus cause large non-linear effects in the number of particles
- /”’*Be1ng generated but these non- 11neaq\eifects do not seem to be

1mportant to the behav1or of the other 1atex propertTes as al] e}her

A

/) ) % ) "'._ - o r:-l
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m)ﬁ#operties usually show either steady decreases or increases with no
real saddle shapes as apMar for the number of particles.’

The particle diameter appeared to be the most sensitive
property to changes in operating variables so that for different
operating parameters it was possible to maintain the same conversion
but vary the particle size using changes in the degree of split in the
system plus £hanges in initiator concentration. Results illustrating
this fact are shown in Table 6.3. The first four rows show the effect
of chaéging only the feed split in the system.‘ This results in g
decrease in particle size from 1200 3 down to 600 E with a 10%

increase in conversion. The amount of long chain branching #d hence

TABLE 6.3

COMPARISON OF POLYMER LATEX PROPERTIES FROM REACTOR 2 WHEN
USING DIFFERENT BYPASS PERCENTAGES AS CONTROL VARIABLE (8p =
1800 SEC., V7 = 75 MLS., [S] = .01 MOLE/L)

[1] X Dp Np MN My BN
Split  {mole/L.) (A) (x10-18)  (x15)  (x10-6)

.4 .01 - .616 16790 .047 5.06 2.40 .756
.3 "0 .637 1340 .075 5.33  3.29  .920
) .01 .666 980 7 5.77  6.22 1.20
. .01 .702 610 .62 6.32 -- 1.67
.4 .01 .616 1670 .047 5.06 2.04 .756
.3 .0085 616 1360 .078 5.21 2.75 .833

) .0069  .617 1010 .16 5.49 3.73 .993
R .005 618 640 .58 5.79 8.06 1.20
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weight average molecular weights also-increase mainly due to the
increase in conversion. The final four rows of Table 6.3 show that by |

. changing the split and decréasing the amount of initiator, the
conversion was maintained constant while the particle sizes were sti]]'
decreased by a the same amount. The increases in molecular weight
were not so dramatic and would usually be controiled by additibn of a
chain transfer agen% in most practical applications.

In none of the simu]aﬁions using the two smailest seed reactors
were any oscillations in the final Jatex préperties observed.. If the
first seed reactor wﬁs increased further in size, however, as in the
case of the largest seed reaztor, it was possible to observe some
small oscillations in the product since the largest seed reactor plus
main %eactor began to approach the usual industrial system of equal
sized reactors where osé:llations do occur.

The conclusions from this section were that the choicé of a
reasonably small seed reactor should prevent oscillations for a]}_
~operating conditions used. In adﬁition, operating conditions could be -
chosen so that a switch frqm one condition to another would not change

the conversion but would alter the average particle size which

indicated a highly flexible reactor configuration.

"*6.3.3 FORCED OSCILLATION FOR BROADENING OF PSD

For certain applitations a lower bulk latex viscosity is

desired. For constant solids, it is possible to Tower the

e e
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viscosity by producing a broader particle size distribution: With the
redeéigned system this can be easily accomplished by cycling the
" degree 3f bypass in some manner, either sinusoidally or in a square
wave pattern, for example, with the‘concentrations and seed reacfor
volume chosen to produce diameters in the desi:éd range. The cycling
behavior in this case can be controlled well and {s accomplished by
changing only a physical variable, the degree of split, which is
easily applied in a practical sense.- [t is the purpose of this
section to present results illustrating the technique and subsequent
broadening of the distribution. |

Resutts from several simulations are shown in Table 6.4. The
simulations were run by first holding the split stéady yielding stable
operaéion and constant 1eveis, then introducing a squafe wave funﬁtion
of a given amplitude into the split.(some small scatter of pértic]e
diameter was still appareﬁt as shown by the non-zero standard
deviation with zero amplitude). The period for the entire square wave
for these simulations was 80 minutes using a 30 minute residence time
for the large reactor and a seed rgactor size of 1/16 of the main
reactor. In this way the split was high for 40 minutes followed by
low for 40 minutes ﬁh:;:g;gg amp]itude was considered as one half the -

27,

difference between high and low split levels.
Case I and II are the results comparing cycling about a split
level of .4 and .5, respectively. These results illustrated that

cycling increased the breadth of the particle size distribution
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strongly és measured by the standard deviation.of the diameter
distribution. As the amplitude increased, however, the average
diameter was seen to decrease yielding the wrong average diameter.
Case III used a technique to eliminate the problem. Case iIIB showed
the same behavior “as Cases I and II with & decrease in average .
diameter.~ Case IIIC showed that by keeping the amplitude constant but
increasjng the average split during cycling that the average diameter

decrease could be compensated for and still yield a broad distribution.

TABLE 6.4
SIMULATION RESULTS FROM SQUARE WAVE
VARIATION OF SPLIT PARAMETER

__ Standard Dev.
Split Amplitudk D  of Diameter X By

Case I: A) Steady 4 0 1640 52 .616 .756
B) Cycling .4 .2 1455 ‘ 89 . .623 .834
C) Cycling .4 .3 1175 165 .648 .97Q '
Case II: A) Steady .5 0 1480 44 614 .803
B) Cycling .5 .15 1420 83 616  .833
C) Cycling .5 .3 1120 128 .639 1.0}
Case III: A) Steady 2 0 980 40 .666 1.20
. B) Cycling .2 A 810 174 .690 1.30
. C) .25 |

Cycling 1090 190 .658 1.08

By proper choice of the average split the—avérage diameter could thus
be maintained constant'but a much brdader distribution produced.

There results are illustrated for Case III in Figure 6.16.
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& One other possibility to eliminate the diameter decrease during
cycling is to change the tybe‘of cycle used. For example, more time
spent at the high sp}jﬁ level would bias the diameters in favor of
larger sizes.. By using a square wave of unequal times at the extremes
the average diameter éou]d be held constant. In effect this would be
the same as shifting the time average split of the sysfem which is the

same result as occurs by the technique used in this study.’

It should be noted that the extent of the diameter oscillations _

,

shown in Figure 6.16 is not as extreme as that of thé single reactor
of figurg 6.2b. However, the forced oscillation system is more
controlled in its opergtion, and as shown by the results in Table 6.4
the djameters can easily be shifted from one level to another by .i?
~ changing a physical parameter, split, rather than emulsifier levels.
The potential for tailor making a distribution by choosing an
appropriate function for cycling the split thus makes this system much
more flexible than a single CSTR operating on its own. While not
illustrated here, larger swings in amplitude should be possible in
ordér to produce a particle size distribution (PSD) comparable to or
broader than the PSD of a single CSTR.

The final conclusion for this section is that by cycling the
split in a controlled manner about a slightly increased average split
level compared to the split for steady oheration, a broader particle
size distribution could be produced with the same daverage particle

diameter as for steady operation.

\

——

e ——— e
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6.4 SUMMARY AND CONCLUSIONS .‘ (_f

The usual industrial system for the production of polymer

atices by emulsion polymerization consists of a series of nearly
:Shal sized CSTR's in which all feed streams enter the first reactor.
The new reactor configuration has several advantages over this
traditional design as discussed in previous sections. ;

The maximum amount of emulsifier required should be determined
by the latex stability criteria and not by the need to préduce.an
adequate number of particles for any reactor system. In the new
configuration, by adjusting the split, the emulsifier levels in the
seed reactor can be set to high concentrations to produce the required
number of particles in the system. In this way the total soap .added
to thé reactor system can be determined by létex stability since the
particles have already-.been nucleated upon entering the main reactor
train. ’ : ‘

The new system was also highiy flexible in its operation. The
volume of the small seed reactor, the degree of spiit and the initiator
can all be used as control variables in the system without changing
the emulsifier levels. Using these variables it is possible to
produce a wide variety of .1atex products as discussed in the simulation
results.

The main advantage for this system is sLab]e reactor operation.
With the seed reactor present no.property oscillations in the latex
produc} are obse;;ed. Even if the seed reactor is undergoing property

oscillations, the combination of dilution of the seed reactor effluent
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by the bypass stream pius the large difference in residence time for
the seed and main reactors damp out any seed reactor oscillations
which occur. This result is illustrated more fully in the simulation
section and the stable operation is demonstrated experimentally in
Chapter 7. |

Another'advantage for the redesigned system is that purification
of tﬂq feed to the éeed-reactors may become economical. The nucleation
step for.emulsign polymerization is highly sensitive to the presence
of impurities. Since all nucleation occurs in the small seed reactor
in the redesigned coﬁfiguration, only impurities in the feeds to the
seeder need to be considered. With thg large bypass in the redesigned
configuration, these feeds are small. Puri%ication of these feeds may
thus Se feasible leading to insensitivity to feedstock changes and a
higher efficiency of nucleating polymer particles. This
reproducibility in the long run may be economical for an industrial
situation. | | .

For some operating conditions, 1owér initiator and soap may be
requiregd than for the conventional system to produce the same latex
p;oduct. This represents a decrease in the raw material costs for
this system. .

For many app]fhations a8 narrow particle size distribution is
desired. However, in some instances such as when a lower bulk 1a£ex
viscosity is desired a broader particle size distribution is better.
The redesigned reactor configuration can produce broader particle size

v
distributions in a controlled manner by cycling of the split for the
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feed streams. Thus, tailor making of a desired particle size
distribution may be possible with this system. 7

- In conclusion, the redesigned reactor configuration offers many
advantages over the conventional system, with stable operation and

high flexibility being the main advantages for this system.

\ A

o~



CHAPTER 7

EXPERIMENTAL RESULTS

7.1 INTRODUCTION

The experiments carried out for this study had two main aims.

First, to prove the simulation results stating that the oscillations
}

could he removed by the use of the split feed seed reactor design as

discussed in Chapter 6. Secondly, to obtain experimental verification
of the molecular weight section of the model and estimates af the

important parameters in the model as discussed in Chapter 3.1.

7.2 EXPERIMENTAL PROCEDURE . b
7.2.1 MATERIALS ]
- at

The raw matéfials used for thig study wer;HVHnyl acetate,
distilled water, sodium lauryl sulphate {SLS) as emulsifier and
potassium persulphate as initijator.

The vinyl acetate was provided by the CIL research laboratories
in Toronto. During the runs for checking out the design stage control
scheme, the vinyl acetate was digtilled once before use to remove the
inhibitor and stored refrigerated in an opaque container Eo prevent
polymerization. This was done to reduce any unreproducible effects
due to monomer soluble impurities in the vinyl acetate monomer. When

carrying out molecular weight determination runs as described later,

196 | ‘ ]
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however, the vinyl acetate was used as supplied without distillation.
The conversion 1éve1 was the important parameter in these runs and
could be measured directly. Any deviation could be compensated for by
changing initiator levels and detailed predictions of all the PSD | . 4
properties were not required so that impurity effects were not deemed
to be as critical.

The emulsifier use& was sodium lauryl su]phat; as supplied by
BDH Chemicals without further purification. The initiator was
laboratory grade (99;7% purity) potassium persuiphate as supplied by
Fisher Chemicals, which also was not purified further. The high
purity nitrogen used to purge the system and to provide an inert
blanket over the reactors was first bubbled through a 5% pyrogallol

solution in 2 N NaOH to remove oxygen traces before being used in the

reactor system for purging or stirring.

7.2.2 REACTOR LAYOUT

The ejyﬁfimental apparatus was designed in such a way that the
syshgm could’be run as a single CSTR alone, or a small seed reactor
could be placed ahead of the large main reactor. By opening and
closing ¢lamps on the feed 1ines,.interchange of feed tanks plus
introduction and removal of the seed reactor were easily accomplished.
The reactor Tayout is shown in Figure 7.1. The large reactor
was a 1.2 litre glass overflow reactor with an external jacket for
heating, and 4 ports in the 1id. The central port contained a

variable speed stirrer which was set at 320 rpm. The other three

/
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ports were used for introduction of raw material feeds or overflow
from the first reactor plus temperature sensors, Teads for the cooling
coil inside the reactor, and for an overhead condenser to recondense
any vinyl acetate vapors.

The seed reactor was a small Erlenmeyer flask (usually of '75 mL
volume when stirred) equipped with a magnetic stirrer. Feed streams
to the seed reactor entered into the top along with a th;rmémeter for
temperature measurement by means of a threas-holed cork with rubber
cement sealant to prevent oxygen contamination. The whole seed
reactor was immersed in a 50°C constant temperature bath. In order to
control the temperature of the small reactor, the feed streams to the
seed reactor were preheated electrically using heating tape and the
temperature control was carried out manually by adjusting the powgr
jnput to the tape by‘means of a variable transformer.

The initiator feed tank was an.8 1itre polyethylene tank with a
bottom take-off. The flow was regulated by a constant diép}acement
pump with the rate being set by the stroke lemgth, though for most
applications the flow was held constant at 5 mL/min. The mixture in
this‘tank consisted of initiator only dissolved in water (INIT in
Figufe 7.1).

The dilute soap feed (DIL soap in Figure 7.1) consisted of a'
monomer-water emulsifier mixture with just enough emulsifier to
Qtabilize the monomer drops according to the scheme of- Figure 6.1.

The concentrated soap feed mixture (conc soap in Figure 7.1) also

~consisted of a monomer-water-emulsifier combination, but containing

[
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the majority of soap. The amount of emulsifier in the concentrated
feed tank was calculated to provide the desired concentration in the
product after accounting for the small amount of emulsifier fed in
with the dilute soap feed stream. The ratio of monomer to water in
both sﬁap feeds was identical, and was set to give the desired monomer
concentration in the total feed to the main reactor. The di]utg soiﬁ;\h‘
emulsion feed was held in an 18 litre po1yet¥ylene tank equipped with
a flat-blade paddie for stirring and b0£t0m éake—off. The
concentrated soap emulsion feed was centered in twao 4 litre~"
“ interchangeable glass tanks which were stirred by nitrogen bubbling in
at the bottom. The flow rates from the two emulsion tanks were set by P
two variable speed pumps which were under direct control of the
minicomputer in this system. These f]owrate§ were adjusted to provide
the desired bypass. Through a calibration curve, the appropriate flowrate
for each pump yielded the mA signal {4 to 20 mA range)required for the
pump. The mA signal was then sent from the minicomputer to a SECO inter-
face 'box which set the pump stroke frequency to give the desired flow rates
for théée emulsion feeds,

The temperature contrel of the large reactor consisted of two
parts. The outer jacket of the large reactor was used for heating. A
centrifugal pump supplied water at 65°C from an external hot water
bath at approximgtely 13 L/min to the jacket to maintain the jacket
temperature constant. The cooling water was then used to co&tro] the
temperature through a control loop as follows. Two chromel-alumel %hermo-
couples inside the reactor were used to measure the latex temperature. The

mitlivolt signal was sent to an Acromag transmitter which transmitted
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a mA - signaT.to the minicomputer where it was converted to a
voltage and input using a woltage analogue to digital converter (Abbii
The computer implemented a PI control algorithm to calculate a
1-9 Vv digital to analogue converter (DAC) output which was transmitted
by cab\e to a voltage pressure transdﬁcer. The transducer provided a signal
in the range of 3-15 psi,which opened a valve on the cooling water line to the
cooling coils inside the reactor., This cooling water flow rate was
the contrél variable used to maintain the temperature at a desired
setpoint inside the reactor. :

The 1atéx product flowed 6ut of khe reactor via an overflow
liné.’ A sample was taken and fed through an on-line Anton Paar DMA-45
digital density meter for measuring the conversion using a constant
_ displacement pump set at approximately 8 mL/min. The product was also
samp1éd and diluted on-line at a variable ratio as determined by the
minicomputer and fed to a Beckman UV spectrqphotometer with t?e éigna]
i from the spectrophotometer being samp]éd and sent to the minicomputer
for data collection. Minicomﬁhter-control]ed solenoid valves around
the spectrophotometer provi?ed a means of bypassing the flow around
the instrumen? while measurements were taken. The dilution ratio was
calculated by the minicomputer to keep the signal from the
spectrophotometer within the range of maximum selectivity.

The remaining latex product could be either sampled for
off-line anaTysié of conversion, soap area, etc. or was sent to a

waste drum for disposal.
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With this system, several safety considerations were required.
Fifst, vinyl acetate represents a pqtentia] fire hazard QUe to its
extreme f]ammébi]ﬁty. a result, all reactors and feed tanks were
. pIaced'in a fume hood. Electrical eGuipment such as heaters, pumps,.
or pump control boxes were kept outside the fume hood to minimize
spark hazards. Also, the waste material from fhe reactor system was
still active and cépablé of polymerizing fufther in ihe waste drum.
Since the reaction is hjgh]y exothermic, hydroquinone was added to the
waste drum to prevent furfher reaction by-eliminating gny-remaining
free radicals. ~

Due‘to the exothermic nature of the reaction, reactor runaway
was also cons%dered, In case of sensof failure, the minicomputer was
instructed t6 turn the cooling water on full to shut down the
reaction, and to stop all entering flows. If the.cdmputer failed, raw
materia] feeds would cease, and the 65°C jacket temperature would
serve to prevent a rinaway condition, since the jacket would serve to
cool the reaction mixture if the temﬁerature exceeded 65°C. A
hydroguinone so1ut{6n was aiso kept handy to dampen the }eaction in

case of any problems in the gystem.

7.2.3 EXPERIMENTAL PROCEDURE

CONTROL RUNS

Th% emulsion recipe consisted of 1000€parts distilled water,

@ .
400 parts vinyl acetate and, varying amounts of initiator (.01-.02 mole

per liter latex) and emulsifier (.0075-.01 mole per liter latex). The

:;/’“\\h\i
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initiator was predissolved and purged with nitrogen. A small amount

- - of sodium sulfite was added to the initiator in sufficient quantity to
scavenge off dissolved oxygen in the reaction system.

Two monomer-soap-water feed solutions were then miged. The

first cénsisted of monomer and'water.in the appropriate ratio plus
Just enough soap to stabilize the monomer droplets in the tank after
emulsifying. The second feed solution consiiﬁgdiaf:égZOmer and water

“in the appropriate ratio plus all remainingfg ap. The amount of soap

vh,

added was calculated to give the desired latex product soap concentra-
tion for the degree of spiit under consideration. These two solutions
were pre-emulsified by a high speed stirrer for an hour under a
nitrogen blanket. The dilute soap emulsion was added to the 18 litre
féed tank equipped with a flat-blade pahd]e, while the concentrated
solutions were placed in the smaller 4 ditre glass feed tanks with
nitrogen bubb1ing used for mixing.

’ The reactor was filled with a pre-emu]sified.mixtu}e of
monomer, soap and water in the correct ratios and burged with nitrogen
for 7 hr to remove oxygen in the reactor contents.

At this point, the main reactor was heated to 50°C by using the
heating "jacket. A small charge of initiator was added to the reactor
and the flows of all feed streams started.

When the seed reactor was brought on-line, the initiator stream -
and concentrated soap MS stream were diverted to the ﬁeed reactor and

overflow from this first reactor was then passed to theﬁﬁ%ﬁ::iiiiifg_/
- . : /
in place of these two streams. v T :
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~~ Samples of approximately 10 mL were collected every 5 m%nutes
for off-line measurements of conversfon, as well as taking density
readings or UV readings at these times. Every half hour, a somewhat
larger sample was taken for use in measuring the surface tension, ATl
the s;;;T;; had a drop of a dilute hydroquinone éo]ution added and
were immersed immediately in ice to prevent further reaction.

In order to calibrate the density measurement for conversion;
several samples were analyzed gravimetrically. This consisted of
transferring i mL of the sample to a preweighed glass dish and drying
to constant weight in a vacuum oven. - - |

Experimental runs were carried oﬁt to examine the benefit of

having a seed reactor, 75 well as examining the effect of the degree

of split on the latex product.

MOLECULAR WEIGHT RUNS

The general preparation for the molecular weight runs followed
the same scheme as the control runs but with the following differences.

Only the main reaﬁtor was used for these runs,rand the soap
concentration was kept high at .06 mole/liter latex. Kiparissides
{1978) showed that under these conditions, a steady-state was achieved
at high convefsion levels.

Oue to theﬁpqt;re of vinyl acetate emulsion po]ymerizationt
brﬁnching phenomena are most apparent at relatively high conversion.
Also, as indicated by the model, the conversion level is the domiaanpﬁ

factor in determining the various molecular weight averages. The

particle size distribution does not play a part in the molecular

o
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weight determination. As a result, the molecular weight experiments
were carried out by achieving a steady-state system and varying the
level of initiator to vary the level of conversion. At each jnitiator
and conversion level, once steady-state was achieved, a sample was:
taken to be analyzed by low-angle laser light scattering (LALLS)
off-line to determine the weight average molecular weight. The
cohversion at that time was obtained from the density meashrement and
the initiator level or temperature was then changed to a new operating
condition.

The sample was first précipitated using calcium chloride and
then washed well with distilled water and several washes of sodium
hydroxide. The precipitated polymer was then dried for constant
weighf fn a vacuum oven. This dried polymer was then dissolved in THF
and the solution used in the off-Tine analysis of weight average

molecular weight by LALLS.

7.3 EXPERIMENTAL ANALYSIS

7.3.1 CONVERSION

In order to measure the conversion, two experimental techniques
were,emp]dyed.

The first technique was off-line analysis of an emulsion sample
by gravimetry. A polymer sample to be anal;zed first haq a drop of
hydroquinone added to inhibit further polymerization followed by
immersion-in 1cé. A 1 mL aliquot was transferred to a preweighed
gtass dish and weighed. This was then dried to constant weight in a

vacuum oven. The-fraction_gﬁ?}ds (FSOL) 1is then given by:

~B
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FSOL = WEIGHT {DISH+DRIED SAMPLE) - WEIGHT (DISH) (7.1)
T WEIGHT (DISH+LATEX SAMPLE) - WEIGHT (DISH) :

i

. \‘
At the time of the sample, from the experimental conditions, the

weight fraction of initiator FI, weight fraction emulsifier FE, and
weight fraction monomer FM in the latex product is known. Thus, the

conversion is obtained as: .

FSOL-FI-FE (7.2)

’ o= 37

The second technique for measuring conversion consisted of a
vibrating glass U-tube with the sample flowing through so that on-iine
analysis was possible. The period of osciliation (T) of the tube
depends on the square root of the mass contained within the tube, and

the density is obtained by:

- JA(TZ'B) (7.3)
where A and B are calibration constants obtained at a given temperature
by using known water and air densities to correct the-instrument
readings. An Anton-Paar DMA-45 digital density meter constructed on
this principle was used on-line with this emulsion system by using a
constant displacement pump with low flow rate to push the latex
product through the U tube. Schork and Ray {1981) have shown that the
technigue works for estimating the conversion of poly(methy!
methacrylate) produced by emulsion polymerization, and the gengra]

equation which holds is given by:
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where fﬁOO is the emulsion density at 100% conversion and Py is

the density at Q% conversion. The predicted calibration curve from
equation 7.4 for the emulsion polymerization of vinyl acetate is shown
in Figure 7.2 along with the experimental curve found by comparison
with gravimetric analysis. While close, the two curves do differ and
the experimental result was used in this study.

-The experimental curve was obtained by a least sguares
regrésgion‘using.62 gravimetric measurements, yielding a correlation
coefficient of .88. Since the conversion in the experimental runs
rapidly increased to high values, the majority of the measurements
were found in the .2 to .5 conversion range. The lack of a large
number of low conversion results may be the cause of the apparent bias
in the zero conversion readings due to extension of the curve beyond
its best predictive range. ‘

Gravimetric analysis, while accurate and reproducible, has <§;
several drawbacks. First, it is not adaptable to on-line analysis,
creating proBlems if control is to be applied to the system. Second,
if a large number of samples are analyzed, time delay occurs betwéen
sampling and analysis. Settling, agglomeration and some evaporation
may all occur causing prgblems in the analysis. For this reason, the
gravimetric analysis was used to examine and calibrate the vibrating
U-tube density meter during the experiments whereupon the density

measurements then provided the conversion measurement.
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7.3.2 SURFACE TENSION

Measurements of surface tension provide a way of examining
whether soap micelles are, present or not. A typical surface tension
versus concentration curve for_sodium Tauryl sulphate in water is
shown in Figure 7.3. If the free scap concentration is above the
critical micelle concentration (CMC) in an emulsion polymerization,
théhiurface tension will remain constant at its lowest value as shown
by the horizontal line. If the free soap concentration is below the
CMC, the surface tension will be somewhat higher. In this way,
surface tension measurements should be able to detect oscilliations in
the emulsion polymerization of vinyl acetate, and possibly provide an
1nd1cafion of- the degree of coveraéé of the polymer particles.

- Several methods of measuring surface tension are available such
as the Wilhelmy p1éte or du Nuoy ring. These methods can be time -
consuming, are best applicable to very clean systems, and present very
iitt]e chance of on-line measurement as well. In this study, the
equipment was a Digitec Surface %ension Meter 500, an experimental
apparatus devg]oped by Madison Kipp Cofporation. It consisted of two
glaé;/éﬁSEEHBf different orifice sizes submerged to the same level in

the sapiple to be tested through which bubbles were emitted with a

constant frequency. A differential pressure measurement, across the
two tubes, after passing through a smoothing filter, provided the
esti of the surface tension. The method was quick {approximately
30 seconds per sample}, was indepeﬁdent of depth or contamination by

dust or dirt and was highly. reproducible. By using a flow-through

P
@
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.
cell, it would also be possib]é to achieve an on-line surface tension
‘-/_/ )
measurement.

Calibration of the equipment consisted of tuning two
potentiometers to give true readings for two substances of known
surface tension.

This instrument was then used in this study to track surface
tension during the experimental runs.

-

7.3.3 MWEIGHT AVERAGE MOLECULAR WEIGHT

In order to test out the molecular weight section of the que],
it was necessary to have a technique for measuring the molecular
weight. Several techniques are available for this purpose.

'.End group aséay, ebullioscopy, cryoscopy and isothermal
distillation are limited to polymers with low molecular weights
(<104). Osmotic pressure can provide number average molecular
weight but has problems with any fraction having a molecular weight
below 30,000. Also, number average molecular weight remains
reasonably constant until very high conversions, even with branching
so that parameter estimates will not be readily resolvable if number
average molecular weight is used. U]tracgntrifugation i; afEB
possible, but due to the Targe analysis time required due to
equilibration, it is not a desired tecﬁnique.

The two best methods for molecular weight analysis of second or

higher moments are probably intrinsic viscosity and light scattering.

They are roughly of comparable overall accuracy. However, in the
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past, 1ight scattering has involved measuremenfs at a variety of
angles and concentrations and extrapolating to zero concentration and
angle, a time consuming and possibly inaccurate method. To combat
this, new instrumentation in the form of Tow-angle light scattering
systems haye become more accepted. The use of the low angle allows
extrapolation only in concentration, and the light scattering
technique has become very quick and reproducible. As a result, a
low-angle laser light scattering (LALLS) system was tried in this
study for determining weight average molecular weight.

If unpolarized light is used to detect isotropic molecules, the

general equation for the Rayleigh ratio is given by:

2, 2 2 2 - ,
. rPI(r.8) _fame\ nFen)’1+cosbe)/ ¢
Ry =T '(& )3) %ﬁ?) ( 2 ) T +ac| -5
A M P(e

i - g) 2
where I{r,8) = intensity of scattered dight at distance r, and
~angle @
"L = intensity of incident light
A = wavelength of light in vacuo
| L = refractive index of solvent -
T (dn/dc) = specific refractive index increment
C = concentrdtion
Mw = weight average molecular weight
A2 = second virial coefficient
-P{8) = particle jscattering function




213

“ingl =2
- 1-1°5
35 \
where S = 44T sin B }F mean square radius of
gyration of the polymer

by 2’
: molecule

and ' = wavelength of light in
the medium

Since small angles only are employed, the particle scattering
function P({8) is eséentia]]y 1.0. As a result, the equation used for

this system is given by:

Rg = (1 Ke ' (7.6)
M + ZAZC) "
W
where K = 222 4 2 (1+c0s%) (7.7)
N )\4 dc :
A

- The instrument available to measure the Rayleigh ratio was a

Chromatix ‘KMX-6 low angle laser light scattering instrument. The

instrument used the following formula to determine the Ray]eijﬁ\ratio.

R =—e£n()‘1 (7.8)
8. G #- '
C OC
where Ge = instrument reading at angle 6 and concentration C .
. C )
GO = jnstrument reading at angle 0 and concentration C
C
D = instrumental gain depending on attenuators used
(ML) 1 = ipstrumental constant depending on angle and field
stop used
R8 = Rayleigh ratio at concentration C
C

~.

/
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The excess Rayleigh ratio to be used in the calculations is calculated

from:
R = R - R (7.9)

where ﬁgc = excess Rayleigh ratio at concentration C. If the specific
refractive index (dn/dc) is known, K can be calculated and a non-1inear
Teast squares fit for equation (7.6) can be used to estimate the weight

average molecular weight.

-

Thé’determination of the specific refractive index (dn/dc) was
available from a Chromatrix KMX-6 laser differential refractometer for

this system.

The overall estimated error for this light scattering measure-

ment is usually\ggfﬁhe order of 5-10%. \’rd’

7.4 EXPERIMENTAL RESULTS

7.4.1  CONTROL RUNS

’

This series of eﬁperimentQI runs was carried out to‘verify the
rwork of Chapter 6 on system redesign, which indicated that stable opera-
tion could be achieved using a small CSTR as a seed reactor for the main

reactor. Examination of the experimental results from conversion and
surface tension measurehents did confirm the dramatic improvement of
stability of the redesigned reactor configuration. With the seed %eactor
present, exténded periods of time were observed with no oscillations.:

These periods also showed’god& stability when upsets to the system

occurred, in the sense that the conversion quickly returned to its pre-

Y

— e |
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upset level and was again stable. Due tg several equipment limitations
however, total sfabi}ity was not achieved. It was felt that major moQL:_’
fication in the process equipment would have been nece;sary to con-
clusively demonstrate the stability. Some of the eqﬁipment problems

and temporary solutions will now be discussed, and the results  from

the experimental runs presented.
pp—

Initial runs not shown here indicated several problems with
the experimental apparatus. First, the dilution cell for the UV
spectrophotometer was subject to settiing out of the po]ymer causing
misleading readings. In addition, other severe problems were \
_encountered in attempts to dilute the sample aCCUraFer in these

/ey
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experiments which meant that on-Jine measurements of turbidity were
not possible with E;é apparatus that was available. Since
Kiparissides' (1978)‘use of the'turbidity‘was mainly for an estimate
of conversion which was already available for this study by use of a
digita]'density meter, detailed work using this instrument was not
carfieg out further in this research.

Secondly, it was found that due to leaks in the equipment
either at connections.of Fuﬁing or through the pumps themselves, a
small quahtity of oxygen was éhtering the system. This conc1hsion was
reached dae to the fact that either 1ittle or no conversion took\pl
in the system without the presence of sodium'sulfite as an'oxygen
‘gcavenggr. In Figure 7.7,,f5r-examp1e, showing conVers{on versus time
for run A, the 1ar§e initial transient shown at- the beginning was due’
to the addition of a Targe‘quantﬁty of sodium sulfite to the main
réactor to start convers{on after several hours ﬁf running yielded
zero conversion. An overshoot to high conversion then occurred
followed by géadua? settling to the lower levels of conversion shown
in the figure.- Sodium sulfite was.éﬁen placed in all feed streams -and
thé reaction proceeded at reasonable levels for the remainder of the
run. . It was fouﬁd that sodium sulfite had to be present in all runs
to achieve adequaté conﬁérsion Jevels in this system. Thus, oxygen
represented an experimental problem difficult to overcome using this
'apparatus. ' e

The resufts from the three control experiments are shown in

Figures 7.4 to 7.9. Runs A and B consisted of running the main
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reactor alone without the seed'rea;tof Efesent for 5 and 7 hrs
resbectively followed by cutting in the Ema]l seed reactor for the
remainder of the experﬂnent. Run C was carrﬁeg‘but by ffrst running
with the seed reactor present for 12 hrs followed by use of the large
CSTR alone for the remainder of- the run.

The results from off-1ine surface tension measurements taken

‘every half hour are shown in Figures 7.4 to 7.6 for runs A to c,

respectively. It can be'séen that the surface tension does not vary a
great deal but it was still possiﬁlfjtﬁ\use fuﬁface tension to detect
when generations had occurred. /?his‘possibility §9u1d be seen as
folTowa. -From the. simulation reéu]ts, it was found that the
conversion showed a lag behind the‘Aumber of particles in its

changes. That is, if the number of particles underwent a massive
nuc]eation, it would be around one half of a residence time before the
conversion would bottom out and start to rise during property |
oscillations. However, the massive generation of new particles causes

a large increase in surface area, hence a decrease in free soap and an

increase in surface tension. Thus, it would be expected that peaks in

- surface tension would lead an increase iR conversion by aroun%,15

minutes or one-half residence time. The peaks in surface tension from -
Figures 7.4 to 7.6 are'ingﬁcated by the dotted afrows o; the 7

conversion plots of Figures 7.7 to 7.9. From the 1ocat50ns it can be

seen that peaks or surges in surface tepsion usually do }ead the

valleys of conversion by around 15 minutes or Half a residence Lima.»>7

In the cases with the seed reactor present, the surge .in surface

tension was usually farther ahead since the conversion changes were

!
\
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also passing through the seed reactor. The conclusion was that even
though the changes in surface tension were small, the surface tension
measurements were able to forecast conversion changes and detect
particle generation times in the system. It is also worth .noting that
for Run B, the surface tension remained very constant from 8 hrs to
13 hrs with the seed reactor present, which indicated the stability of
operation during this period. Run C also showed reasonégﬂe stability
at the same measurement level {29 dyne/cm) as the Run B stable leve]
for the 2-1/2 to 10 hr period of operation during which the seed
reactor was present. Again, the conclusion was that surface tension
did show promise in predicting conversion swings or particle
generations, and did give an indication that the system with seed
reactors was more stable than the single reactor alone, despite the
small variation of the measurements.

The conversion results for this system as mentioned previously
are shown in Figures 7.7 to 7.9. The sections from 7-10 hrs on Run A,

10 to 13 s on Run B and somewhat the section of 4 to 9 hrs on Run C

all showed signs of stability. The beginning of rund A and B

indicated bthe chaﬁge from oscillatory operation with one reactor to
fairly st 1éﬁoperation with the seed reactor present. VThe end of
Run C-showed that when the seed reactor was removed, oscillatory
behRvior resulting in cessation of the reaction occurred.

During all experiments, unavoidable feed solution changes

occurred due to the necessity of small feed tanks to allow all

*~ hazardous materials to be kept in the fume hood during experimental

[
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operation. For this reason, all these experimental runs were subject
to disturbanées due to changeover of the feed tanks yielding changes
in impurity levels of oxygen for examﬁ]e which could cause upsets to
the s;able system. For these reasons the experimental results were
not as éonclusive a test as was originally desired. However, trends

are indicated quite clearly showing the stability which can be

achieved using the redesigned configuration.

7.4.2 MOLECULAR WEIGHT RUNS

In order to use the simulation for the prediction of molecular
weight' averages and degree of long chain branching, it is first
necessary to have accurate values for the parameters Cp, Cm and i
described in section 3.4.4. These parameters represent ratios of rate
constants comparing transfer to polymer, transfer to monomer or
transfer agent, and terminal double bond polymerization rate
constants, respectively, to the.br?pagation rate constant.

To obtain these values more accuréte]y for this system,_severai
experiments were run to high conversions where branching phenomena
become more important. By comparing experimental molecular weights to
predicted values from the simulation, it was hoped that a non-linear
estimation routine such as UWHAUS could be used to estimate these
parameters more accurately, and hence provide a_better means of

calculating these values than was found in the 1iteratqre, yielding

more quantitatively accurate simulation predictions.
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Using the procedure discussed previously in section 7.2.3, the
single large reactor was run at high emulsifier levels (.06 mole/litre
latex), two different temperatures (50°C and 60°C) and various

initiator levels. Experimental dafa from two runs are shown in Table

7.1. These data represent values found once the reactor had reached

stable operation for approximately 2 residence times as indicated by

fairly steady density values.

TABLE 7.1

CONVERSION DATA FROM TWO RUNS FOR USE IN
MOLECULAR WEIGHT PARAMETER ESTIMATION

Density ' ‘
Run No. Sample No. (gm/mi. ) Conversion Temp. (°C)

D i L9912 26.7 50
2 1.0128 . 56.9 60
2-2 - 1.0161 61.5 60
Final 1.0370 90.8 60
Ey- 1 .9998 38.7 50
-2 . 9965 34.1 50
3 1.0302 B1.3 60
4 1.0300 81.0 60
5 1.0307 82.0 . 60
6 1.0267 76.4 60

7 1.0226 70.6 60 -

Several experimental difficulties were encountered in running

the reactor during the molecular Weight runs. The major difficulty

was the massive agglomeration which occurred usually after only a very

few hours of operation. A typiéa] result illustrating the complete

"setting up" of the reaction during these runs is shown in Figure 7.10.

Several possibilities exist for this phenomenon. The first is the

" broad particle size distribution which results due to the continuous

N\




. particle nucleation occurring in the single large reactor. Smail
particles and large particles have a;greater affinity for each other
*than equal siied particles so that the broader particle size

distrﬁbutions should yield increased agglomerations. A second

ossibility is incorrect agitation_ s with higf shear often causing

of a latex, but is prabably ngt a major prob]em in this
Likely reason was probabTy the high jonic strengths

which“occur fiue to the high initiator 1evels required for high-

avenger to a]]ow suff1c1ent generataon of free rad1cals The
/;Pdd1t10n of h1gh salt levels leading to high ion concentrations with
7 an anionic surfactant such as sodium lauryl sulfate results in “:}-
compression of the electrical double layer around the particles and -a
subsequent destabilization of the 1atéx. It can be noted from the
data that catastrophic agglomeration resulted at the highest ;
conversion levels wheré the initiator concentration was highestx\mj///
indicating that the high ionic strength is probably the mogt'likely
cause for this problem. |
A second experimental problem which OCCUFre& at the high‘l )
conversion levels followed from-%hemgzsyious problem. As the latex
,wés pumped-through the density meter, severe piugging of the tubes
began to occur due to agglomeration. This necessitated shutting dqwn
the ,pump and rapidly flushing the tubes with distilled water. This
event was usually the first indication of the onset of catastrophic

. agglomeration in the reactor so that in these experiments once the
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FIGURE 7.10 - Experimental Example of Catastrophic Agglomeration
-
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conversion measurement. became unavailable, the reactor usually set up /f

about five minu@es later.

I?‘was decided after these experiments to use theé limited
amount of experimental da;a shown in Taﬁle 7.1 in an attempt to obtain
parameter estimates for the molecular weigﬁt model discuséed in
section 3.4.4 before proceed%ng further. The latexes were coagulated
with calcium chloride and rinsed as discussed in section 7.2.3 to
remove the salt. Known weights of fhe polymer samples were then
placed in a volumetric flask containing tetrahydrofuran (THF) to
provide a Eoncentration étandard at the upper end of fﬁe concentration
rangéFdesired for the LALLS system (4 to 5 x 10'3 gm/mL as shown_fn
Hamielec, Ouano and\ﬁebenzah1 (1978}). These.were to be diluted to
provide the range of concentrations requiredofor the analysis.

It was at this point that the final experimental pfob]em '

manifested itself. Despite the excellence of the solvent THF for

poly(vinyl acetate} the polymer samples did not dissolve to any

tappreciab]e degree in the solvent. After several months, the highest

conversign samples had swollen slightly but had not disso]Ved to any
noticeable degree and remaingq as targe pieces floating in the
solution. Even the lower conversion samples did not dissolve fully
but were présent as small gels which ‘could be suspendéd upon shaking
the flask. This lack of solubility ﬁrevénted any meéﬁingfuT anafysis
of the sémp1es and weight average molecular weights we;e not
attainable in this research. The Tack of solubility was mést likely
due to a high degree of crosslinkiné of the poly(vinyl acetate) at the

higher conversion levels used.
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For'the‘reasons presented in the preceding discussion, this
research was unable to proviae a useful technique for estimating the
molecuiar weight model' parameters for this system. Higher quality .

laboratory apparatus yielding fewer oxygen problemsiin conjunction
lwith‘a goéh redox catalyst system to provide high initiation rates at
- lower 1onic_strengths could possibly solve the agglomeration problem.
From this poinﬁfmore controlled experfments at convérsion 1eve]s lower
than\those attempted in. thts research, in order to lower crosslinking,

may yield a better chance 'of prov1d1ng parameter estimates, but this

study carried the work no further.

)

7% concLusIons &
- The use of a small seed reactor with bypass in front of the
main reactor showed marked improvement in controlling the latex
property oscillations of the system. Despite.several experimental
problems resulting'mainly from equipment limitations plus the long
experimental run-time§ required for thie.s stem, exeerimenta1 results
verified_gge_gzabilizing influence of the seed reactor in this_system.
Atteﬁpts to use the apparatus for parameter estimation of |
kinetic parameters for.molecular, weight states were unsuccessful due
to extens1ve cross]1nk1ng at the h1g; coﬁﬁers1ons required.~ The Tong

exper1menta1 times to obtain the samples amrgd data would also indicate

that the use of alternative methods is preferable.




CHAPTER 8
CONCLUSIONS AND FUTURE WORK

Inherent in the continuous emulsion polymerization kinetics for
vinyl acetate is the possibility of sustained property osci11étigns
err_a wide range of operating conditions. The modelling and confrol
of this phenomenon represents a challenging problem which needs to be
solved before continuous emu]sjon polymerization reactoré‘cap be
utilized on an industrial scale. Thé.iiﬁgqf'this work was the
development of a technique to eliminate the pfoperty oscillationss
while yielding a flexible reactor system in terms of latex properties
which can}be roduced.

The first step involved the development of a detailed dynamic
moded:hich was—able to describe tHe pgrticle size deve]opmentxplus
the moiecu]ar weight development of the emulsion system. Iq_Chapter‘3,
tbgddéve1oped model was used to simulate the experimenta¥ datd of
 Kiparissides (1978) and Greene, et al. (1976) with a high degrge of
success. The model was extended ﬁ? simulation of the batch emylsion
polymerization data of Keung (1974), and was also extendeq’pp)
;Sﬂe1ling of continuous styveﬁgﬂemulsion polymerization to show the
general applicability ﬁf the'medel. The model was also used to
determine an optimum sEart—gp_po1icy for a single CSTR, cdfresponding

for example to the first reactor-in a chain of CSTR's. Inability of ”E;rJ
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the model to predict the entire particle size distribution (PSD) was
shown not to be a limitation by the development of a method for
predicting the current PSD based on past history of the overall latex
properties.

The second step involved the use of the model in developing a
control scheme for the elimination of the latex property oscillations.
Advanced control theory in the form of linear quadratic stochastic
optimal control was shown in Chapter 4 to be inadequate for this
syétem'due to the highly non-linear nature of the emulsion po]y;eriza-
tion kinetics involved. Instead, the reactor configuration was
redesigned using a small continuous seedinglreactor with a large
degree of bypass to effectively introduce control at the design stage.
Simu]étion studies in Chapter 6 showed this to be a highly effective
means_pf eliminating the oscillations while still yielding a flexible
system capable of changing the latex property levels in a relatively
easy fashion. In Chapter 7, experimental verification of-the ability
of  the redesfgned reactor system was provided with a reasonable degree
of success.

A major problem with any control scheme for use with
polymerization §ystems in general is the lack of good on-line sensors
for heasuring thé polymer or latex properties. Chapter 5 showed that
Kalman filtering theory could be used to guide the development of
sensors in terms of sensor type and sensor measurement, error required
to yield the most information about an emulsion polymerization reactor

system, using the dynamic model developed in Chapter 3.
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The experimental use of a digital density meter. for mea;uring
conversion in a continuous emulsion polymerization syétem was illus-
trated in Chapter 7 with é high degree of success. Off;1ine measure-
ment of surface tension was shown to yield information about particle
nucleation times but further development of this techniquefis réquired.

Attempts to obtain molecuiar weight parameters from the continuous
rgactor system by running at high conversions were unsugféssfu] due to

the high degree of crosslinking which resulted.

While the application of the redesigned reactor configuration
for eliminating property oscillations was shown to be succes;fu],
additional future work is needed to give a more conclusive demonstration
of the improvements tbat should result from the process modification.
Improved equipment should provide much better verification of the-efﬁi;
ciency of the redesigned system, plus allow quantitative study of latex

property changes as a result of operating parameter changes in the sys-

tem.

Extension of the model to styrene kinetics achieved reasonable
success in this work. Improvements to the model and extensions to

copolymerization systems would be of interest.

The problems discovered in testing on-line sensors described
in the'experimental section, do indicate the need for further develop-
ment of good on-line sensors for the latex properties. The ideas o

optimum sensor choice should serve as a reasonable starting point

T -~
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for future development work, both for emulsion polymerization systems
and other polymerization systems as well.

Finally, although the model was mainly applied to continuous
reactor systems ‘and to continuous reactor control, it was shown that
the model could be used as a starting point to study other app]ica—
tions, such as batch reactors, sehi-bqtch reactors or reactbr start-

up in detail.
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. APPENDIX I

S

'LIST OF SYMBOLS

ratio of'radicé1 proddttion to termination, Chapter 2

surface”cﬁvéfage per emulsifier molecule, dmZ, Chapter 2

(nxn) dynamic state matrix

density meter calibration constant

total surface area of monomer drops, dm/L latex.

total micellar surface area, dm/L latex-

-total surface area of the class of particles n(t,T)dT, dmz)

lTatex . /,ﬁ_///FF .
~o{t,T)dT, dml

surface area of a particle ofclass

¥

toEa] surface area of polymer particles, dm?/L 1atex
- sub-matrices of partitioned A matrix -

- ratio of desorption to termination, thaptef 2

- {nxr) coefficient matrix for control variables

- dénsity metér calibration constént

- average number of branch points per po]yméQ'mo1ecu1e

- constant in monomer vo]hme fraction equation, Chapter 3

- constant in light scattering theory, Chapter 7 ]
-xiﬂX(hﬁH#&Y) coefficieﬁ;VZifi}x in control theory, Chapter 4

- initiator concentratip n initiator stream, mole/L stream

C s . ST . L L. _
- fnitiator concentration in control initiator gtream, mole/
L stream

ar
AN
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CSC

feff

fGEN(t,T)

polymer density, gm/L

248 L

ratio of rate constant for transfer to'monomer over
propagation rate constant, kfm/kp

ratio ofc?gte constant for transfer to polymer over
propagat1on rate constant, kfp/kp

emulsifier concentration in emulsifier-monomer-water-
stream, mole/L stream, Chapter 4

emulsifier concentration in control emulsifier-water
stream, mole/L stream, Chapter 4

light scattering .instrument coefficient
(nx(n+7bﬁ1)) coefficient matrix, Chapter 4
diameter of a particle of class n(t,T)dT,.dm'
density of.aanomer, gm/L |
number average particle diameter, dm

N~

sum of particle diameters over all cIasses at time t, dm/L
latex

- maximum degree of polymerization

surface average particle diameter, dm

volume average particle diameter, dm

d1ffus1on coefficient of monomer in the water phase,
dmé/sec

expectation operator
(rx(n+7+u)) eoefficient matrix, Chapter 4
b Y

particle nucleation rate, #/sec

initiation rate coefficient to denote fraction of initiator
radicals which succeed in initiating a polymer chain

- generation rate of new particles of class n(t,T)dT in a
reactor due to inflow of particles at time T
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- generation rate of new pértic1es of class n(t,T)dT in a
reactor due to inflow of particles at time T
- equivalent to f(t) - i
fraction of emulsifiér in gravimetric sample, Chapter 7
fraction of “initiator in gravimetrié sample
flow rate of initiator stream, mL/min, Chapter 4

flow rate of control initiator stream, mL/min, Chapter 4

fraction of monomer in gravimetric sample, both as polymer
and free monomer

flow rate of monomer-soap-water stream, mL/min, Chapter 4
flow rate of control emulsifier stream, mL/min, Chapter 4
fraction solids in gravimetric sample

general function of T

general function in (i,j) position of A matrix

1ight scattering instrument reading at angle & and
concentration ¢ M )

non-linear measurement matrix, Chapter 4
identity matrix, Chapter 4,5

intensity of scattered light at angle s, distance r,
apter 7 :

intensity of incident light, Chapter 7
concentration of initiator in feed stream, mole/L stream
concentration of initiator in water phase, mole/L Tatex

vector of parameters, Chapter 4

- ratio of rate constant for terminal double bond

p

Olymerizétion to propagation rate constant, k; /kp

light scattering constant




M*

M
(MIF
(MImon
Mlp

rXx

250

Kalman gain matrix

rate constant for radical capture by polymer particles,
dm/sec .

rate constant for initiator decomposition, sec™!

rate constant for radical desorption from polymer particies
of the class n{t,T)dT, L/mole-sec

rate constant for transfer to monomer, L/mole-sec
rate constant for transfer to polymer, L/mole-sec

rate constant for transfer to chain transfer agent,
L/mole-sec

rate constant for homogeneous nucleation, sec”]

rate constant-for migellar nucleatiodn, dm/sec
propagation.rate constant, L/mole-sec

rate constant for terminal double bond po]ymerization;
L/mole-sec '

rate constant for radical termiﬁation in the water phase
L latex/L aqueous phase

Einstein diffusion length, dm

(n+7L+u) linear feedback matrix

partition coefficient of monomeric radicais between water
and particle phase

(mxn) Tinear measurement matrix

{(mx(n+7+g) ) augmented M matrix

gubmatrix of partitioned M matrix,.Chapter 5
concentration of monomer in feed stream, mo]e/L.
concentration of free honomer, mole/L..

concentration of monomer in the polymer phase *
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concentration of total monomer units existing in free
monomer and as units in polymer chains

concentration of monomer in the water phase
number average molecular weight
weight average molecular weight

molecular weight of the monomer

'number of states in control theory

number of particles in class n(t,T)dT at time t

~ number of particles ﬁn class n(t,T)dT due to nucleation

number. of particles in class.n(t,T)dT present due to inf]ow
Avagadro's number -

total number of particles at time t, #/L latex
observgbility matrix, Chapter 5 . \

general macroproperty_ét time t

particle sgattering function

- property of a class of particles nGEN(t,T)dT due to

nucleation

property of a class of particles n.,(t,T)dT due to inflow

IN(
general function in (i,k) position of B matrix

covariance matrix of the states (after measurements
available)

covariance matrix of the state estimates’

average number of radicals per polymer particle of class
n(t,T)dT - '

(nxn) penalty matrix on state deviations
(n+7L+p)x(n+71+;u)~ augmented penalty matrix
total number of yadicals in class n(t,T)dT

N
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~ll

sum of rth polymer moments over ali classes

number of control variables -
critical chain length for pfecipita&ion of polymer radicals

re?ression coefficient of V on P where V = variable s € or
&' and P = property = I orAS concentration

) Loy L. .
(rxr) penalty matrix on control deviations from setpoint

total rate of polymerization, mole/sec-L latex

P, .

rate of po]ymé;%;at%on i® polymer phase, mole/sec-L Jatex

rate of polymerization in_aqueous phase, mole/sec~L latex

(rxr) measurement covariance matrix

. (nxn) state covariance matrix

concentrag}on of radicals in the water phase in the
reactor, L latex .

water phase radicals present in the feed stream, #/L stream

excess Rayleigh ratio at angle e, concentration c
light scattering function
critical micelle concentration for the soap, mole/L water

soap concentration in the feed, mole/L stream

total soaﬁ\&oncentration, free plus adsorbed plus micellar, -

male/L Jatex - u:.
(n+7lﬁu)x(n+7lﬁu) matrix in control theory

surface aréa of the polymer particles stabilized by end
groups, dmZ/L latex

surface coverage per emu]sifigr molecule, dm?

;;time. sec ' - e

'_//
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micellar disappearance time, sec

birth time (same as<T)

period of one discrete time step, séc

period of oscillation o%‘density meter

induction time, sec

concentration of chain transfer agent, mole/L latex
(rx1) vector of control actions at étep k

vector of desired control levels

(rx(n+727u)) matrix in control theory

volume of polymer in a particle of class n(t,T}dT, dm3
(nx1) vector of whité noise measurement erroré_at time k
volume of particle of class n(t,T)dT, dm3

total volume of polymer particles at time t, dm3/L latex

lpk+1/k|.]/2"lpk/k[]/2 respectively

lpk+1/k| ]/ZPSD,lPk/k,]/zPSD respectively :

(nx1) vector of white noise errors in state at time k
(n+ﬂﬁu)x] augmented stéte noise vector

conversion

critical conversion

vector of desirea‘states in control theory

(nx1) vector of states in control/estimation theory at
time k '

(nx1) vector o% state derivatives of time k

vector of molecular weight states
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XpSD

A

Xk /k

A
Xk+1/k
Yk
Yn(t’T)
Yor(t)
y(t)

1
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vector of particle size states

vector of state estimates given a measurement at time k
vector of forecast of state estimates one step ahead
(mx1) vector of measurements at time k

number of polymer radicals in a class n(t,T)dT

total number of polymer radicals, #/L latex

average number of polymer radicals per polymer particle at
time t

vector of properties, Chapter 3

({n+7+u)x1) augmented state vector in control theory

light scattering ang]e )
residence time, sec

nhmbér of desired control levels
radical, capture rate

density at conversion x, gm/mL

radical generation rate, #/L latex-sec

) 3
rate of radical desorption from polymer particles,
ole/L Tatex~sec

rate of initiation, mole/L latex-sec

coalescence rate

mean square radius of gyration of polymer

kab/km

Kho/km

number of desired state levels, Chapter 4

volume growth rate of polymer particles, Chaptér 2

birth time (same as T)
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difference,ope}ator

Kronecker delta function

Dy ’
lumped diffusion coefficient = (1+0,/mDy)="
constént in particle growth equations, vinyl acetate
constant in styrene particle growth equations

wavelength of light in VACUO .

wavelength of light in medium

time varying‘fﬁnction in particle growth équations, vinyl
acetate ) .

S(t) (1-4(t)) . |

time varying function in ;tyrene particle growth equations
function in particle size differential equations |
refractive index of solvent -

specific. refractive index increment

number of desired state Tevels;

monomer volume fraction in polymer phase

-(nxn) stat@ coefficient matrix at interval k

{
! -
augmented (n+72tu)x(n+72ﬁp) state coefficient matrix

surface tension, dyne/cm

1%.ht scattering instrument parameter 4
{nxr) Eoeffﬁgient matrix for controf variables
((n+?2jufxr) qygmented contro1-coefficient matrix

area growth rate based on volume growth rate M

[
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APPENDI X II

DETAILED SIMULATION RESULTS

OPERATING COHDITIONS
S

{mole/L.latex} Split

W )
(mL.) X

D
(8

.100E-01
. 100E-01
.10GE-Q1
.750€-02
.750E-02
.750E-02
*.500E-02
.SOQE-Q2
.500E-02
+500E-02
.500E~02
.500E-02
.750E-02
.750E-02
.750E-02
.10CE-01
L 100E-0)
L 100E-01
.100E-01
.100E-01
-10QE-01
LTS0E-02
.750E-G2
.750E-02
.500€-02
.500E-02
.500E-02
.750E-02
.750E-02
.750E-02
.100E-01
L100E-01
.500E-02
.500E-02
.500E-02
.500E-Q2
.500E-02
.500€-02
.750€-02
.750€-02
.750E-02
.100E-01
L100E-01
. 100E-01
.750E-02
.750E-02
. 750E -2
L1GOE-01
.100E-01
.1D0E-Q)
.S00E-02
. 5008 -02
.500£-02
. 100E-01
.100E-01
L750E-07
.500E-02
.S00E-02
.500E-02
.500E-02
.500E-02
.J50E-Q2
JS0E-02
J100E-01
00E-01
L 100E-01
JooE-q1
.100E-01
L750E-Q2
-750E-02
L750E-02
.500E.02 -
.500E-02
LE00E-02
.100E-01

.100£-01
.100E-01
-100E-01
.100€-01
.100E-0
~100E-01
.100E-01
. 100E-0Y
.100E-0]
.750£-02
.750E-02
.750E-02
.750£-02
.150E-02
.750E-02
.750€-02
.750E-02
.750E-02
.500E 02
.500E-02
.500E-02
.500E-02
.500E-02
.500€-02
.500£ 02
-500€-02
.500E-02
.100E-01
-100E-01
. 10GE-01
.100E-01
.100E-01
.10QE-01
.100E-0
, 100E-01
.750E-02
.750£-02
.750E-02
.750£-02
.750£-02
.750E-02
.750€-02
.750E-02
.750E-02
.5Q0E-02
.500€-02
+500€-02

.+ +500E-02

.500€-02
.S00E-02
.500E-02
.SQ0E-Q
.50CE -022'“\
- 100E-01
.100E-01
. 100E-01
.100E+-Q1
. J0OE-01
J750E-02
L780E-02
L750£-02
.750E-02
. 750802
L750E-02
L780E-02
.500€-02
L5008 -02
.500E-02.

.500E-02

.500E-Q2
.500E-02
.5G0E-02
.500E-02
+SC0E-02
J10QE-OT

L400E+00 7508402 .616E+00 - .164E+04
+200E+Q0 .7S0E+02 .666E+00 .979E+03
/200E+00 .750E+02 .62BE+00 .995E+03
LA00E+Q0  .750E+02 .SBIE+00 .I151E+04
LGO0E+QQ, .750E+02 .577E+0D .12BE+04
.600E+Q0% .750E+02 .530E+00 .11SE+04
J400E+00 ..750E+)2  .S30E+Q0 135844
L200E+00 ,750E402 .571E+00 .103E+00
L200E400 .750E+02 .524E+00 .144E+04
.A00E+00 .750E+02 .492E+Q00 .1GBE+04
.GO0E+00 ,7S0E+02 .4G5E+00 .l141E+Q4
LGOOE+Q0  .75QE+02 543E+00 .157E+04
LA00E+0  L750E+402  .543E+0C . 187E+04
L200E400  .750E+02 ,S84E+QQ . .139E+04
© L200E+00 ,750E+02 .624E+00 .137E+04
.400E+X00 ,7S0E+02 .S79E+)0 .201E+04
.600E+00 ,750E+02 .S7SE+Q0, .172€+04
LBO0E+G0  .750€+02 .519E+00 ~,244E+04
L400E+Q0  .750E+02 .518E+0ga’1285E+ﬂ4
.200E+00 750840 .233E404
L200E400 7508402 .STIE+00  .237E+04
L400E+Q0  .750E+02 .484E+00 . 263E+04
.600E+00 .750E+02 .4B5E+00 .224E+04
LG00E+Q0 .75QE+402 .43BE+00 .202E+04
LA00E+Q0  L750E+02  L434E+00  .23BE+04
L200E400 .750E+02 .450E+00 .248E+04
L200E+00 L 150E+03 .659E+00 -,S08E+03
JAQQE+00  .150E+03  .G14E+00 .155E+04
LGO0DE+C0 .150E+03 .590E+00 .184E+04
.600E+00 ,150€+03 27E+00 .202E+04
.400E+00 . 150E+03 :&%000 . 149E+404
.600E+00 .150£+03 .SBIE+00 . 16BE+04
.400E+00 .150E+03 .S54E+00 .16NE+04
L200E+00 .150E+4Q3 .GOGE+0D .93QE+Q3
L20GE+Q0 .150E+03 .559E+00 1326404
LA00E+Q0  L150E+03  .506E+0Q  .221E+(4
L6Q0E+00 " (15QE+03  .490E+00 .208E+4
. BOOE+Q0  .1S0E+03 .S47E+)0 ,230E+04
LG00E+00  .150E+03 .56TE+00 .21SE+04-
.200E+00  .1S0E+Q3 .6IBE+I0 .127E+04
L200E+00 .1S0E+D3 .6S6E+00 ,124E+04
L400E+Q0  .150E+03 .BISEHQ0 .206E+D4
.600E+Q0 .150E+03 .SBOE+00 .257E+04
L200£+00 . 1S0E+03 .S45E+00 ,223E+04
4008400 L150£+03  .490E+0Q L 373E+04
“L600E+00 L 150E+0) .4BEE+N0 |, 323E+04
L600E+00 .1508+03 5256400 .J47E+04
LA0CE+00 .150E+03 .S540E+00 .353E+04
LZ00E+00 ,150E+03 .586E+0) . 218E+04
L600E+00 .ESQE+N]  .427E+00 .29BE+04
LA00E+00 L 1S0E+03  .437E+00 .J54E+04-
.200E+Q0 .150E+)3 .48BE+00 .221E+04
.600E+C0 +01 .G6SBE+00 .191E+04
LA00E+00 225 .GABE+D0 . 11BE+04
L600E+00  .225 .60BE+00  .205E+(4
LG00E+00  .2250203  .544E+00 .Z212E+(4
LA00E+00  .225E+Q3  .SBSEAQY L 148E+04
L200E400  L225E+03  LSBIEH)0 . 124E+(4
LA00E+00 2256403 .53BE+Q0Y .210E+04
LG600E+Q0  .2256+03 .480E+00 .290E+04
J600E+00 2256403 .562E+00 .2B0E+04°
L4008+00 2258403 .598E+00 .203E+04
LA00E+00  .225E+03  .642E+Q0 .19BE+Q4
LB00E+4I0  (225E403  L6D4E+N0  .ZBSE+04
.600E+00 .225E+03 .S533E+00 .457E+08
LG00E+00  .225E+03 .SASEHI0  .J49E+04
LECCEA0  L225E403  .ROSE+00 .204E+04
.200E4Q0 ,225E+03 .S6BE+00 .20BE+(4
LA00E+00 ~, 225E+03  .522E+00 .153E+04
L600E+00  .225E+03  .499E+Q0 .406E+04
LG0QE+Q0 . 225E+03 ,437E+Q0 .376E+04
L400E+00 L 22S5E+03  .455E400  LI7AE+04
L200E+00  L226E+03 5108400 .223E+04
.200E+00 .897E+03

.150€403 L 695E+00

- * 600E400 .7505+02 .61IE+00 .613E00

&

© RESULTS

-.522E+01 .2B5E+01
LS06E+0] L 244EHN
JS77E+01  LS76E+D
LS55EH0T L 431E401
JS0QE+D]  .228E+D}
LS14E401 L 256E+40
LSQ1E+01 L217E+0]
L490E+01 L 198E+0)
L625E+01 ~.27VE+))

~.604E+01  .219E+0)
.482E+01 . 182E+01
LAGTEHT L 197E+0]
L505E+01 L2265+
L4938+01  L204E40Y
5328401 L292E+00
LB53E+401 L 3956401

*S00E+4Q1  .226E+))
LS14E401 L 254E40)

LA98E+0) ,209E+01
L4BBE+0Y  .193E+01
.STBE+01 . 246E+01
L497E+0] .205E+01
LA7BE+01 . 178E+01
L488E+01  .191E+01
LA74E+01  .167E+01
AGBE+O1 . T5BE+01
4726401 . 165E+0)
5936401 .791E+0)
\512E+01 L 248E+01
.4BIE+0)  .186E+0)
485801 .196E+01
.531E+01  .302E+01
475E+01  L1TIESD)
LABTEHO1 L 1BBE+01
S61E+01 4226401
5376401 136401
LATOE+01 . 163E01
.A6BE+01 .1B1E+01
LAT7E+01 1756401
L493E+01 . 199E+01
(SEBE+Q1  .472E+D
.59TE+01 .790F+01
LS12E+01 . 255€+01
.A80E+01  .184E+0)
.52BE+D1  .274E+01
LBBAE+Q] .. 1858401
LJ468E+01  .1BIE+Q]
LATAEHAT L 17IE40]
.4B2E+Q]  .18QE+0
_.550E+01 . 363E+01
L856E+Q1 . 145€+01
L450E+01 . 139E+01
.S01E+01 . 209E+01
LA98E40) L 215E401
.558E401  .404E+0]
LABIE+D] . 1BOE+01
JABIE+01 . 153E+01
.S07E+01  .222E+01
5626401 L6AIE+OL.
©LA8BE+D . 190E401
J453E+01 1326401
LABGE4DT . 159E+01
.S13E+0] .224E+01
SIAE401 L 751E401
4B0E+Q1  .183E+01
.459E+01 . 150E+01
LA99E+0] L 204E+0
.575E+01  .6G5E401
G55E«] . d9BE +D1
L4BIE+Q) L 178E+0!
L4S4E+0) L LA4E+L
JA&TESD] L 13BE401
L4SBE+01 |, 1a6E+01
5256401 L284E+01
G16ESQ)

.BasE+0
L757E+00
. 1206401
~104€+01
.711E+00
.784E+00
.7O0E +00
.643E+00
.B3BE+00
.707E+00
.S90E+00
.639E+00

L722E+00.

.660E+00
L879E+00
-102e+00
-7Q9€+00
.781E+00
+679E+00
.628E+00
JJBIE+00
.671E400
-579E+00
-622E+00

-+ S40E+00

~505E+00
.53REHI0
J31E+01
J76E+00
.610E+00
6426400
<912E+00
.562E+00
.626E+00
J10RE+D)
.898E+00
+530E+00
.523E+00
-576E+00
+639E400
OT1EHN
1298+
JT9EHI0
-602E+00
.B44E+HD
.500E+00
<S20E+00

.S58E+00

.S98E+00
L9B7E+00
LASTEXD
L427E+00
LEB7EH)0
7176400
.108E+01
.B10E+00
4935400
.73I8E400
07840
626E+00
LA44E+01
S21E+00
ST IESON
~S10E+0D
.BO5E+00
L4B2E+00
.GB5E+00
L17EH01
L102E+01
.588E+00
L453E+00
LA13E400
LA65E+00
.B24E+00
L151E+01

My 8, . N
(x10-3)  (x10-6) B X118

.766E-01
-467E-01
174E+0
.168E+00
.588E-01
.929E-01
< 127E+00
.B04E-01"
.155E+00
.576E-01
-&05E-01
.649E-01
.483E-01
.02e-01
.626E-01
L646E-017
.245E-01
-377E-01
L129E-01
LB24E-02
.133€-0]
-128E-01
. 105€-01
.160E-01
+2126-01
+135E-0
- 155E-01
+203E400
.505E-01

,.344E-01

.264E-01 |
-563E-01
.439E-01
LAT7E-01
L193E+00
.6B3E-01
.183E-01
.222E-01
.172E-01
.192E-01
L794E-0)
.B02E-0N
L218E-Q1
L123E-01
J46E-01
-BBSE-02
1E-02.
.505E-02
-452E-02
.154E-01
J731E-02
LA6JIE-02
. 128£-01
+2R7E-01
-652E-01
.239E-01
.225E-01
+555E-01
LJ79E-01
.207€-N
.B17€-02
.968£-02
L217E-01
.22RE-01
.509E-02
W233E-02
LASRE-Q2
7RE-01
TEL00
L487€-02
+J25E-02
.399E-02
.375E-02
L 154E-01
. 209E+00



-r}; | APPENDIX II1
DATA FOR VINYL ACETATE MODEL

— | _ , |
USE: VA in Hp0, .SLS, KpSp0g - ' _ g
Dy = 930 gm/L
Dp = 1150 gm/L
Dp(t,t) = 50.E-09 OM = 50 A ) it

kfm = .716 L/mole-sec @ 50°C
kp = 2924 L/mole-sec @ 50°C
L = 8.E-05 dm @ 50°C

=27.1

5;f 5.E-17 dm®/molecule
ey -

Xe = .2 ’ p

MW = 86 . =~ : ]
H = .55 - .: 3
fkq = 5.086x10-6sec-1 | o~ N

Semc = 3.-2E-03/1.4 mole/L.latex

—r * ) o 2

- k= 1700.-169.59*x i”n79.92*x - 1014.3%°
P . v
/——"\
k¢ = 9.36E+07 [exp(- .44ij + 6. 753x2 + .3495x3 )] o .
Dw = 77E 07 P“
£i=-24.4 B ;
Ciroz 2.45E-04 . , _
- ' - . ) v . L
*Cp A ~FOE-04 . e L |
- K = . ‘a R L") . '.7w ‘ A K N -
. R T ) o N
*Cp reduced®tY prevent numerical runaway/;?\ﬂ; and By. et ;
' ! \ A é \ - a [ . V. _— h._.-' ]
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APPENDIX IV
DATA FBR~STYRENE MODEL

\\5

Physical Data
% 104, Solubility: ‘smail
.Pmon = .9 @ 60°C, gm./mL. | %
Pro1y= 1.04 @ 60°C, gpJ/mlL. |

Polymerization Data

385 L/mole-sec. @ 60°C - 5 .

Kp.
125 L/molexsec. @ 50°C

nwon

xe = .27

K\___ﬂ/‘ fkd 1.0x10-6 @ 50°C (ammon1um persu]fate)sec‘}ifq

= 6] A2/mo1ecu1e SLS

Y
—
b
0 -
’\.4 e, "(\\.“.._\‘
| ™ ‘ ”
L \ o |





