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ABSTRACT 

This thesis addresses itself to the two principal problems of 

cOr!Jpu~er-aided-testing in analog circuits. namely. fault analYSis and 

postproduction tuning. 

A' unified approach to fault location in large analog circuits is 

introduced. ' The approach closely meets the goals of practical criteria 

'for fault arialysis.' Network decomposition and logicai analysis are 

in~orporated. to identify faulty subnetworks. Necessary and almost 
. 

'sufncient testing condi'tions for locating faul t-free subnetworks are 

derived. ' These conditions are based on invoking KC<L and topological 

relations between subnetworks. The application of the approach to 

practical linear and nonlinear networks is presented. , ' 
further fault' 

analysis, 'is carried 6ut to identify faulty elements or regions inside 

the faulty subnetwork~ Deterministic and approxim?te methods are 

'introduced for that respect. The approximate method utilizes an 

estimation criterion. namely. the least-one objective fanct~on,to 

predict the most likely faul ty elements. The deter'ministic method 5 

I 

verify the existence of faults by examining the consistency of al,gebra1c . '." 

equations or by matching the subnetwork response using faulty models, of 
. . " ',\ 

the subnetwork elements. A number,'of ne!:'work examples, are consl,dered to 

1l1'ustrate the application of the ,introduced methods. 

The deviatiol) in the response of' a manufactured circuit can ·onen 

be compensated by adjusting', specified tunable elements. 
" 
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a~pect~ of the postp'roduction tuning problem are studied. In 

particular, the relevant fundamental concept~ and definitions are given, 

the tuning algorithms either functional or deterministic are reviewed 

and new technique~ for choosing tunable parameters and critical re~ponse 

points a e introduced. ,Two new functional tuning technique~ are 
• 

presented. Jhe 'application of the. new technique~ in tuning a microwave 

network example is ill~trated. A comparison and evaluation of four 

different tuning techniques. are given by testing them in tuning an' 

acti ve fil ter example .. 
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