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ABSTRACT

Empirical studies confirm the existence of a male-female
earnings differential in Canada, with females on the average receiving
about half the earnings that males do. This dissertation attempts to
develop the most thorough and systematic model of earnings determination
yet achieved in Canada, and to investigate the potential utility of a
segmented economy approach to identify sources of male-female earnings
inequalities. The earnings determination model includes individual
earnings-related characteristics, background characteristics, and a
measure of the industrial sector of the economy. The data used are from
the 1973 Canadian Mobility Study and the Labour Force Survey. Findings
indicate that women who are employed receive so little compared to men
partly because they differ in the average levels of their income-related
characteristics and partly because they differ in the processes by which
they earn income. Of the two factors, however, the second is by far
the most important source of income inequality between the sexes. When
the economy is viewed as composed of three distinct economic sectors --
the core, the periphery and the state, the three sectors do appear to
differ in the ways in which certain earnings-related characteristics
are remunerated. Further, it appears as if the differences between
men and women in their economic returns are not the same from sector to
sector. The findings support two general conclusions in this regard.
First, differences in returns for men and women are more frequent in the
periphery than in either the core or state. Second, while still distinct,

the processes by which men and women earn income are more similar in the



state than in either the core or the periphery. In the state,
men and women receive nearly equivalent economic returns to their
human capital factors, such as education and experience, while this

is not the case in the other two sectors.
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CHAPTER 1

THE PROBLEM IN CONTEXT

Women in the Canadian Labour Force

In 1941, only one out of every five women in Canada worked for pay
or profit (Armstrong and Armstrong, 1978:17).l Today, almest one out of
every two women in Canada between the ages of 15-65 is in paid employment,
and women currently make up some 37 per cent of the labour force (Canada,
1977). Who, then, are these wcmen, and how do their employment sxperiences
compare with those of men?

Not ail women are equally likely tc participate in the labour
foerce. Participation rates vary with age, marital status, the presence
and age of children, level of education, and other factors as weil
(Gunderson, 1976:98). Women aged 20-24 are much more likely tc be employ-
ed than are older wemen; single women have higher participation rates than
do ever-married women; and wcmen with children are less likely to work for
ray than are those without. Furthermore, the more formal education women
have, the more iikely they are to be emplcoyed.

Labour force participation rates have not increased uniformly for

f2
pa
[

categories of women over time. In particular, the participation rates

H;

or older women have increased much mcre dramatically than have those for
vounger ones. To illustrate this point, consider that, between 1521 and
1971, the labour feorce participation rate for women zged 20-24 increased

by 57 per cent; for women over 35 years cf age, however, it increased by



250 per cent (calculated from Gunderscn, 1976:Table 4.1). This increase
in the labour force participation of middle-aged women has meant a marked
increase in the employment of married women, as well as of women with
children. Almost no historical data on the labour force activity of
married women exist for Canada, although Ostry (1968) has been able to

piece together fragmentary data from the Census of Canada which bear on

this issue. These data indicate that, in 1941, less than 4 per cent cof
married women were employed; by 1951, this figure had risen to 11.2 per
cent and, by 1961, to 22.0 per cent (p. 4). Gunderson (1376:98) reports
a labour force participation rate of 38.3 per cent for married women in
1971. In thirty years, then, the participation rate for married women
increased ninefold -- far mere rapidiy than for women as a whole. Thus,
it has been the entrance of clder, married women into the labour force
which has contributed most significantly to the overall growth in
women's participation rates.

Although there has been a sharp increase in women working cutside
the home in the past forty years, these women have not moved into jobs
distributed evenly across the range of industries or occupations. Women
are disproportionately located in the trade, finance, insurance and real
estate, community, business and personal service industries (see
Gunderson, 1976:47), and are highly ccncentrated in a relatively small

number of occupatiens, most notably as stenographers and typists, sales

(e

lerks, babysitters, maids and related werkers, tallorssses, furriers
and related workers, waitresses, nurses and nurses’ assistants, teachers,
telephone cperators, and janitors and cleaners. These occupational cate-

gories accounted for 46.4 per cent of all female workers in Canada in
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1971 (Armstrong and Armstrong, 1975), Data from the 1571 Census of
Canada show that 55 per cent of working women are employed in just three
of the twenty-one major occupational categories -- clerical, sales and
services -- whereas males are much more evenly distributed across occu-
pational divisions (see Hunter, 1981:115).

While the processes of the concentration and segregaticn of
women in particular industries and occupations in Canada are not under-
stood in detail, it is clear that increases in the demand for labour
involving skiils which are extensions into the marketplace of the tradi-
tional female domestic role occurred at a time when increasing numbers of
(especially married) women were available for employment outside the home.
In 1941, for example, 32 per cent of the labour force in Canada were
employed in four broad industrial categories: trade, finance and real
estate, community, business and personal services, znd public administra-
tion and defence, and these same four categories employed over two-thirds
of all women in the labour force (Gunderson, 1976:78-79). By 1871, these
four industrial categories accounted for 54 per cent of the total labour
force and over three-quarters of all employed women (as czlculated from

the Canada Year Book, 1978-79:363). Parallel to this, women became pro-

gressively more available to take on extra-familial roles with declining
rates of fertility, decreases in the burden of housework, and changing
attitudes toward married women and mothers working outside the home
(Cppenheimer, 1397Q).

Gender and Earnings

Men and women in Canada differ not only in their occupations and
2

industries of employment. They also differ in their earnings.” There is



a substantial male-female pay differential in Canada, with females receiv-
ing on the average a little more than about one-half of what men receive.
This is a phenomenon which has received increasing attention in recent
years from social scientists, who have sought to account for this

enormous earnings gap. To neoclassical economists, differences among
people in their earned incomes can be best understood by reference to
differences among them in their productivities, and it is clear that the
gap in pay between men and women who are comparable to one ancther in
terms of such factors as hours worked, labour force experience, age, and
occupation is much smaller than the overall gap between them (Edgeccmbe
Robb, 1978; Coyder, 1981). At the same time, even the best-designed
studies taking a large number of such factors into account typically
report that a not inconsequential earnings gap remains unacccunted for,
and the usual conclusion is that hidden productivity differences between
men and women remain (Gunderson, 1976). To sociclogists, the neoclassical,
'""human capital' approach to the analysis of earnings differentials between
men and women is seen as useful to the extent that obiective factors of
productivity can be shown to be involved, but many are skeptical of
attributing the unexplained carnings gap to unmeasured productivities in
the face of evidence of income discrimination by gender. Even so, it is
likewise implausible to identify the male-female earnings gap with dis-
crimination alone, and it remains to be shown just what the extent of

’ . . e D . . :
arnings Jdiscrimination is and precisely what forms it assumes.

(¢

A newly-emergent, ''third" approach to the analysis of the pheno-
mena c¢f gender earnings differences can be found in a loose body of

writings by an increasing number of economists and sociclogists who
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question certain of the central assumptions of neoclassical econcmic
approaches, most notably the assumption of a single, homogeneous market
in which the buyers and sellers of labour operate in a state of unfetter-
ed competition according to the principles of supply and demand (Averitt,
1268; O'Connor, 1973). Instead, it is more and more frequently suggested,
there are some sectors of the economy in which the assumption of cpen
competiticn is useful in making sense of what happens when labour is
bought and sold, and other sectors in which what happens makes Getter
sense if the assumption of unrestricted competition is relaxed. As yet,
it is too early to judge if a coherent body of telling criticisms of
human capital theory will emerge from this new literature, much less that
a viable, alternative theory is being forged from scraps of the old. No
single research endeavour will decide these matters once and for all.

The first purpose of this dissertation, however, is to develcp the most
thorough and systematic model of earnings determination yet achieved in
Canada, so that the best estimates available to date can be made of the
extent to which male-female earnings differentials can be shown to de-
rive from factors relevant to productivity. The second purpose is to
extend this model in an effort to identify more precisely than has been
done before the nature and extent of gender market discrimination in
Canada. And the third purpose is to investigate the potential utility
of a segmented economy approach for understanding hew it is that equal

: A
work does not necessarily mean equal payf



FOOTNOTES

This pattern of increasing labour force participation parallels the
pattern found in many other countries such as the United States,
Great Britain and several of the Western European countries,but in
this dissertation, we refer only to the Canadian experience.

Earnings refer here to monetary remuneration for employment in the
labour force. This includes both salaries and wages. The terms
income and earnings have been used interchangeably throughout.

Earnings discrimination refers here to that portion of the male-female
income gap which is not due to gender differences in the average level
of earnings-related characteristics.

A few selected references on equal pay for work of equal value are:
M. Gunderson, ''"Male-Female Wage Differentials and the Impact of Equal
Pay Legislation', Review of Economics and Statistics, vol.LVII, 4
Nov., 1973.

L. Langlois-Trudel (Labour Canada), A Preliminary Study on the
Principle of Equal Remuneration for Work of Equal Value. June, 1576.




CHAPTER 2

A CRITICAL REVIEW OF THE LITERATURE ON DETERMINANTS OF EARNINGS

Introduction

In recent years, Norfh American sociologists have been increas-
ingly drawn to consider the general issue of earnings determination and,
in particular, of how it is that earnings vary so much by gender. This
concern has a counterpart in the continuing interest of many economists
who have studied this same problem from a neoclassical, "human capital"
perspective. While economists focus espacially cn the relationship
between earnings and human capital investments, such as schooling (see,
for example, Mincer, 1970), sociologists concentrate primarily on the
role of occupational status in determining wages and salaries --
specifically, on the ways in which occupational status intervenes between
education and earnings (see, for example, Duncan, Featherman and Duncan,
1972; Jencks, 1572; Treiman and Terrell, 1976). Sociologists also stress
the importance of ascribed characteristics, such as family background,
ethnicity, and sex, for earnings (sece, for example, Featherman and
Hauser, 1376). While the emphasis in this chapter will be on a critical
review of sociological models of male-female differences in earnings, the
human capital literature will also be considered.

The Beginning: The Blau-Duncan Model

The development of models of earnings determination in socioclogy

can be seen to begin with the Blau-Duncan (1967) mcdel cf status attain-



ment. The basic Blau-Duncan model is a causal analysis of how the social
standing of a person's present occupation can be shown to be the consequ-
ence of the social standing of the person's first jcb and level of
educational attainment, and how all three of these variables are to some
degree determined by one or more parental status attributes -- most often
the level of educational attainment and occupational status of the father.
A continuing concern in research on status attainment is the
existence of other factors which might substantially modify the conclu-
sions drawn from the basic model. Blau and Cuncan began this tradition
by considering the effects of factors such as race, region, national
origin, and farm background on educaticnal and occupational attainment.
Following in their footsteps, scciologists, both in the U.S. and in
other countries, have considered and reconsidered these and other
factors thought potentially tc modify the model. Of particular note here
are the findings when women are compared to men with respect %o status
attainment. The original Blau-Duncan study and its 1973 replication (see
Featherman and Hauser, 1978) sampled only males and, censequently, the
female status attainment data revorted in these studies are based on
men reporting about their wives. A number of recent studies in the
United States allow a comparison of male and female intergeneraticnal
(DeJong, Brawer and Robin, 1571) and intragenerational
occupaticnal mobility (Treiman and Terrell, 1975). McClendon (19786)
employs the basic Blau-Duncan model for the U.S., as does Beyd (1973
for Canada, and the major conclusions from these studies and chose
cited above are that the male and female occupational status attainment

structures are very much alike, and that respondent's educaticn is the



most important determining factor for allocating both males and females

o ; : . . 1
to positions in occupational status hierarchies.

The Income Attainment Model

In 1972, the status attainment model was extended for males to
include income as a final dependent variable, with education, present
occupation, and the three background variables of father's education and
occupation and number of siblings as causes of income (Duncan, Featherman
and Duncan, 1972) and, in a later version of the '"income attainment
model', these authors also added a measure of intelligence at age 12.
This extension of the Blau-Duncan model to income, however, was only a
modest start in the development of a model of earnings determination, as
the basic model explains only some 11 per cent of the variance in earn-
ings, as compared to 25 per cent of the variance in present occupaticnal
status, and it cmits a number of variables which have subsequently been
found tc be important determinants of earnings.

Jencks, et al.'s Inequality: A Reassessment of the Effects of

Family and Scheooling in America (1972) reanalyzes an enormous body of

prior research in an attempt to discover the roots of social and economic
inequality and the role of education in these. Their model is, in ess-

- ence, an extension of the status attainment model to consider the rela-
tionships among inequality in school facilities, family background,
cognitive skills (as measured by childhood I.Q. and adult I.Q) and
educational, occupational and income attainment. With respect to earn-
ings, the general conclusion is: 'Neither family background, cognitive
skill, educaticnal attainment, nor occupational status explains much cof

the variation in men's income' (p. 5). They attribute the bulk of the



variation in income to "luck", and proceed to argue for programs of income
equalization. Inequality has been criticized on a number of different
grounds, with the luck hypothesis a major target (see Levine and Bane,

1975). In a sequel to Inequality, entitled Who Gets Ahead?, Jencks,

et al. (1979) estimate that the combined effects of family background,
cognitive skill, noncognitive traits and education explain 55 to 60 per
cent of the variance in status, and at least one-third of the variance

in earnings. Again, Jencks introduces the notion of luck to account for
the unexplained variance, but this time he offers a further elaboraticn
of what he means by luck. It refers to labour market imperfections cr
structural features of the econcmy which cause identical workers to have
unequal status and earnings, although he cannot imagine a research design
that would measure these imperfections directly.

The status attainment model has been severely criticized as an
explanation of earnings determination. The major critique -- sometimes
labeled '"The Great Rz Debate' -- centers on the large amount of variance
left unexplained by the model, where a number of authors (see Crowder,
1974; Levine and Bane, 1975) argue that, in addition to the factors
considered in the status attainment model, other important determinants
of earnings must also be included in the model. In response to this
critique, the model has been expanded to include such earnings-related
characteristics as years of experience, hours worked and age (Featherman

and Hauser, 1976).

Male-Female Differences in Models of Earnings Determination

As previously noted, women earn much less than men cverall, and

women also earn less than men, even when the sexes are ecuated in terms
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of their levels of educational attainment and occupational status, al-
though the gap between is reduced when education and occupaticn are taken
into account (seeTreiman and Terrell, 1975; Featherman and Hauser, 1976;
Bibb and Form, 1977; Goyder, 1981). What then might account for the fact
that employed men earn measurably more than employed women do?

Male-female differentials in earnrings derive from one or the other
or some combination of: differences between the sexes in their average
levels of certain earnings-related attributes, and differences between
them in the processes by which they earn income. To assess how these
differences relate tc male-female earnings differentials, sociologists
typically compare results from income attainment models run separately
for women and use one or another version of a special technigue (see,
for example, Duncan, 1968). It will serve us well to describe this
technique -- the decompositiocn of differences -- before reviewing the
sociological literature on male-female earnings differentials.

First, a regression equation model is defined and is estimated
independentliy from data in several subgroups. This model takes the
partial regression coefficients as representing the soccial prccesses of
income attainment.

Second, the mean values of the independent variables for one
group are then substituted into the equation for the other group. When
this is done, it is possible to estimate what the average value on the
derendent variable would be for the second group, if that group did not
differ from the first in terms of their mean values on the independen
variables. So, if separate regression equations for men and women are
computed, in which amount of earnings (the despendent variable) is pre-

dicted from some earnings-related characteristics (a set of independent



variables) for each group, and the mean values for these chare

for men are substituted into the equation for women, it is possible to
estimate what the average income of the women might be if they did not
differ from the men in these characteristics. For example, Fuchs (1974),
in the first major study which examined the differences in hourly earn-
ings between men and women, substitutes the male means into the female
regression equation in an attempt to account for the earnings different-
ial between men and women in the 1960 U. S. Census. He finds that
women earn on the average abcout 60 per cent as much as men in hourly
income; however, this figure increases to 61 per cent when the data were
adjusted for colour, schooling, age and city size, and to 66 per cent
when marital status, class of worker, and length of the work trip were
also taken into account.

Third, the regression coefficients for the independent variables
for one group are then substituted into the equation for the other group
(or alternatively, the mean values on the independent variables for the
"other group' are then substituted into the equation of the original
group). When this is done, it is possible to estimate what the average
value on the dependent variable would be for the original group, if that
group earned income by the same processes as the other did. 3So, if the
male regression coefficients were substituted into the female equation,
this would allow an assessment of how much the male-female earnings
differential would be reduced if women earned income by the same pro-
cesses as men do.

One final note on technique: the equations are often calculated

in both standardized and unstandardized form, and the interpretaticn of



each provides answers to separate questions. The standardized (''beta')
ccefficients allow, primarily, an assassment of the relative importance
within each gender of the determinants entered into the model. For
example, Goyder (1981) employing standardized regression coefficients,
finds that the single most important determinant of earnings for females
is hours worked. The unstandardized regression ('b") coefficients allow
an assessment of the relative importance of determinants between the
sexes. For example, in a comparison of the unstandardized regression
coefficients from the male and female equations, Goyder concludes that
occupational status converts into income at a higher rate for males than
for females.

In a2 study which serves as a prototype for a number of more
recent analyses, Suter and Miller (1973) match samples of each sex in an
effort to compare the wage cr salary incomes in 1966 of women 30-44 years
of age in the U.S. to those of men in the same age group, classified
according to educaticn, occupational status and work experience. This
study attempts to estimate the combined and independent effects of fact-
ors that influence women's income as against similar effects for men by
comparing separate regression equations for men's and women's income.
Suter and Miller observe that, on the average, women exchange educational
level or occupational status for income at less than half the rate
received by men. When they examine the payoffs to education and occupa-
tional status for income for a select group of career women, they find
that the coefficients for career women are in rfact closer to those for
men but they, too, are far from equal. Thus, they conclude, ''women are

unable to change education and occupational status into earnings at the



same high rate as men even when women are full-time workers wit

able lifetime work experience" (p. 971). Suter and Miller also introduce
marital status and presence of children as additional factors affecting
income level in the model, but find that once women's occupational status
and work experience are known, marital status and presence or absence of
children dces not significantly improve the ability to predict income.
With three independent variables--educational attainment, occupational
status, part-time versus full-time employment--Suter and Miller's model
explains 29 per cent of the variance in income for men and 49 per cent
for women. This higher per cent of variance explained for women is due
largely to the greater importance for women of the full-time versus part-
time factor in the model. Suter and Miller also estimate the proportion
of the overall disparity in income that is attributable to male-female
differences in determinants of income. Their data reveal that mean
female income reached only some 62 per cent of the male average, even
after adjustments for the effects of education, occupation, career dis-
continuity, and part-time versus full-time work. They note that the
remaining 38 per cent represents the portion of male/female income
differences produced by all other factors that have not been taken into
account in this study.

Treiman and Terrell (1975) extend Suter and Miller's analysis as
part of an investigation into '"Sex and the Process of Status Attainment™.
They compare the processes of educational, occupational and income
attainment for working women aged 30-44 and their husbands, utilizing
data from a more recent representative national U.S. sample (Parmes, et

<

al., 1970). As expected, the processes and levels of educatiocnal and
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occupational attainment are found to be virtually identical for women and
men, but women are found to earn less than half as much as the men; and
when differences in hours worked per year, per cent of years worked, and
number of children are controlled for, the female-to-male income ratio
rises from 42 to 67 per cent.

Following Suter and Miller's example, Treiman and Terrell also
consider differences in the specific determinants of income. They, *tco,
find that the income advantage of additional education is about one-
fourth for wives of what it is for their husbands, while the payoff for
each additional hour of work is twice as large for women as for men. The
far greater importance of amount of time spent working as a determinant
of the earnings of wives is reflected in the differential ability of the
model to predict earnings for wives and husbands. Over half of the
variance in the earnings of wives 1s attributable to variations in edu-
cation, occupation, amount of time spent working, and work experience,
whereas the same variables account for only about one-fifth of the vari-
ance in the earnings of husbands (R2= .531 vs. .197). Also, ths number
of children has nc significant effect on earnings for either husbands or
wives.

Treiman and Terrell also examine differencass in earnings and the
determinants of earnings of single and ever-married women. Their findings
suggest that single women earn substantizily more than married women
(although much of this discrepancy is due to their higher educaticnal
and occupational status, longer working hours, greater work experience
and fewer children), but still much less than men. In addition, the

determinants of earnings for single women are more similar to those of
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men than are those of ever-married women.

The work of Featherman and Hauser (1976) is a development of the
earnings determination model used by Suter and Miller (1973) and Treiman
and Terrell (1975). It includes a number of additional social background
variables, such as number of siblings, father's occupation, and farm back-
ground, as well as hours at work in the year prior to the survey, an
estimate of years of work experience, and experience squared to represent
the decay or deterioration of human capital as a function of age. The
latter two factors, they admit, are especially problematic for the female
sample, as they are based simply on age, and do not take into consider-
ation career interruptions. They employ data on husbands and wives aged
20-64 from the original Blau-Duncan sample and its 1973 replication. The
data on women may be suspect because they originate in information
provided by men about their wives.

Featherman and Hauser's data indicate that the ratio of female to
male earnings was .39 in 1962 and .38 in 1973, despite similar average
levels of educational and occupational status for men and women. Income
differences are reduced by only 15 per cent (from $4,815 to $4,100) in
1962 and 16.1 per cent (from $6,942 to $5,825) in 1973 when mean differ-
ences between the sexes in the determinants of earnings are controlled.
This should not be surprising, they note, given the virtually equal
composition of the sexes with respect to family factors, education and
occupational status.

The separate multiple regression equations in Featherman and
Hauser's analysis dccument the different processes by which the earnings

of husbands and wives are generated. The major factors for men arc the
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countervailing effects of the accumulation cof occupational experience

and the deterioration of capacity--both associated with aging. Education,
occupation, and hours worked in the previous year follow in order of rel-
ative importance as income determinants for men in both 1962 and 1973.
Family origins play a rather minor role in the determination of men's
earnings, although the effects are statistically significant, even among
men of equal age, schooling and occupaticnal status. By contrast, family
background has no appreciable bearing on earnings for women, except for
the '"cost'" of farm origins. At both survey dates, time in the labour
force is the most important influence on women's earnings. But, as
Featherman and Hauser note, expsrience and experience squared have rather
doubtful interpretations for women.

As reported in other studies, Featherman and Hauser also find
that women receive lower net returns to education and occupational status
than men, despite the apparent equality of educational and occupational
status between the sexes. The ratio of female to male net returns to
education is 0.25 in 1962 and 0.38 in 1973. The ratio of female to male
net returns to occupaticnal status in the full model is .66 in 1962 and
.48 in 1973. Similar to those in other studies, Featherman and Hauser's
model explains more of the variation in earnings for women than for men,
largely due to the appreciable compositional differences between the
sexes associated with work experience and time in the labour force.

Goyder's (1981) analysis is the first sociological study in the
Canadian literature that estimates the importance of education, occupa-
tion, career continuity, and part-time versus full-time work for men's

and women's earnings. The data in this study are taken from the



Canadian Mobility study, which was a supplement to the July,

1973 Canadian Labour Force Survey. This study was similar in scope and
design to the original Blau-Duncan study and its 1973 replication
(Featherman and Hauser, 1978); however, the Canadian study includes
females as respondents, rather than simply asking husbands questions
about their wives. First, examining the means and standard deviationms,
Goyder points out that, while female incomes are on the order of only
46 per cent of male incomes, women have slightly higher occupational and
educational statuses than males (a finding dissimilar to U.S. findings,
but see Lyon, et al., 1982), that males work considerably more hcurs per
year than did females, and that males are far more likely than females to
have uninterrupted careers. Second, using the substitution of means
technique, he estimates that, if women aged 30-44 worked the same amcunt
of time each year, the same proportion of years over the career as males,
and held the same education and occupational status, their average earn-
ings would be about 64 per cent of the male average.

Goyder examines the determinants of income by sex and, con-

sistent with findings from the U.S. (see Suter and Miller, 1973; and
reiman and Terrell, 1975), he reports that there is a greater payoff to
occupational status for males than females, and that the factors of hours
worked and career continuity are more important for women's incomes than
for men's. Marital status and number of children are of negligible
importance when added to the model incorporating career continuity and
hours worked. Contrary to U.S. studies, Goyder does not find greater
income returns to education for males than for females. Rather, for the

3C-44 year old sample, the converse is true and, for the full sample, the
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payoffs to each additional year of education are essentially the same for
males and females when occupation, hours worked, and continuity are in-
cluded in the model.

In this review of the sociological literature on the determinants
of income, a number of consistent patterns can be seen. First, in both
Canada and the U.S., women earn at best about half of what men earn, al-
though the female-to-male earnings ratio appears to be somewhat lower in
the U.S. than in Canada. When differences in such inccme determinants as
education, occupational status, hours worked, experience, etc., are con-
trolled, the income disparity between the sexes is somewhat reduced, but
a large earnings disparity remains. Second, the data indicate sharply
different processes by which the earnings of men and women are generated.
In all studies, males are found to receive more income for each unit of
occupational status than do females and, with the exception of Goyder's
research (1981), the same is true of years cf education attained. For
women, the most important determinant of earnings is hours worked per
week but, since this predictor has very little variance in the male
sample, it has virtually no effect as a determinant of earnings for men.
Marital status and number of children are not impertant earnings deter-
minants, net of other factors for either males or females, while family
background factors appear to play a small role in the determination of
income for males, but nct for females.

The Economics Literaturs

The study of income inequality transcends disciplinary boundar-
ies. At the same time &s sociologists havs been studying male-female

differences in earnings, economists have alsc been investigating income
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inequalities between the sexes, These two apprcaches share many similar-
ities, but differ in a number of important ways. In this section, the
major approach to studying individual earnings in economics will be out-
lined; the major findings by economists on sexual discrimination in earn-
ings in Canada will then be reviewed; and, finally, similarities and
differences between the sociological and economic approaches will be
identified. The chapter will then end with a critical review of tradi-
tional models of earnings determinaticn.

The study of the determinants of earnings by econcmists has
largely been done in the context of necclassical economic theory,
especially that application of neoclassical economics known as human
capital theory. Human capital theory is an extension of neoclassical
economics to explain the "investments' which people make in themselves
(hence, '"human' capital) in relation to the rewards which they receive in
return, the principal author of which is Becker (1957). Briefly, human
capital theory views people as choosing to acquire productive capacities
{e.g., general education, specific training, on-the-job experience, 2tc.)
SO as to maximize their long-run (monetary and nonmcnetary) benefits for
that part of their time which they prefer to devote to paid employment
(Cain, 1976). It is assumed that these choices are made inteiligentiy,
within the limits of people's abilities and their educaticnal and occu-
rational opportunities (Mincer, 1970), and that people are paid their
marginal products, i.e., the incremental market value of their contribu-
tion to production, by profit-maximizing employers operating in open
competition with cthers of their kind.

In the neoclassical theory of earnings determination, a wage rate
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is generated in a labour market as a result of the interaction of the
supply of and demand for labour. Demand for labour is determined by the
demand for products, as reflected in their monetary value, and the link
between wages and the value of products is established through the con-
cept of marginal productivity, s profit-maximizing firms will be in
equilibrium when the value of the marginal product equals the marginal
cost or price of labour as a factor of production (Sorensen and Kalleberg,
1982:54).

Differences in skills and, hence, in '"productivities', according
to human capital theory, result in different wage rates and earnings.
From this perspective, the distribution of earnings is determined by the
distribution of productivities--those factors which affzct a worker's
productivity, such as education, on-the-job training, experience, and
even motivation (see Mincer, 1974). Thus, the basic proposition derived
from neoclassical theory is that differences in earnings reflect differ-
ences in the productive capacities of persons as a result of their train-
ing, education and experiences. There may be transient variations in
earning, but the basic source of inequality in earnings is unsqual endow-
ments in productive capacities of individuals. In the words of Sorensen
and Kalleberg (1982:55) "identical persons are assumed to obtain almost
identical earmings, regardless of the characteristics of the jobs they

are in."

A Review of Economic Studies on Discrimination in Earnings

Studies by economists of male-female earnings in Canada rely on
techniques which are very similar to those described above. Briefly,

earnings is regressed on a number of income-related characteristics



separately for males and females to estimate the causal importance of
each, and other variables, such as industry, occupation or region are
often included (typically in dummy variable form) in order to control for
their effects (see, for example, Oaxaca, 1973; Edgecombe Robb, 1978).
Then, using the substitution of means and regression coefficients tech-
niques, the extent and sources of earnings discrimination are identified
(see Ostry, 1968; Holmes, 1976; Edgecombe Robb, 1978).2

In a review of these studies, Agarwal and Jain (1978) point to
two major conclusions which emerge from the data. First, similar to the
findings reported in the sociological literature, the esarnings different-
ials between men and women are considerably narrower after controlling for
differences in occupation (see Ostry, 1968; Holmes, 1976, Edgecombe Potb,
1978) and experience (see Ostry, 1968; Edgecombe Robb, 1978). Agarwal and
Jain note that the extent of discrimination in earnings revealed in these
surveys ranges from 8 to 44 percentage points, the average being 23,
and they conclude that certain occupational groups tend to have somewhat
lower male-to-female earnings ratios, such that, within high level occupa-
tional categories there are above average earnings differentials between
the sexes (see Ostry, 1968; Gunderscn, 1975).

The findings reported by economists concur with the conclusicns
reached in the sociological literature that the processes by which men
and women earn income are very different. Malss are rewarded mere highly
than females for comparable education (see Holmes, 1976; Edgecombe Robb,
1978), and experience levels (see Edgecombe Robb, 1978), and the most
important determinant for women is weeks worked per year (Holmes, 1977).

The findings with regard to marital status are quite interesting.
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Edgecombe Robb (1978:358) reports that the market appears to reward
married males more than single males, but that the opposite is true for
females--a result which she finds uninterpretable.

Gunderson's (1975) study of the impact of equal pay legislation
is quite unique. He is able to match males and females in occupations
within establishments to assess the extent of discrimination in earnings
against females. His findings indicate that male wages exceed female
wages by 22 per cent in jobs with identical job descriptions. Turning
his attention to possible sources of discrimination, he finds that unions
are effective in bargaining for equal pay, with a male-female pay differ-
ential 10 percentage points smaller in unionized than in nonunionized
establishments and, as well, firms with incerntive-pay systems have a
smaller female-male pay differential than do firms with no such system.
His findings also indicate that there is a large male-female wage differ-
ential in the trade sector, that discrimination against females tends to
be strongest in skilled jobs, and that the earnings differential is
smallest in large cities.

As we have seen, sociclogists and economists share a common in-
terest in the processes that produce variation in individual earnings.

In addition, they employ similar research designs and statistical pro-
cedures, and their findings tend quite consistently to reinforce cne
znother. At the same time, the inteliectual histories which have led
sociologists and econcmists to study these labour market processes are
quite different. Sociologists can trace the origin of their interest in
the determinants of earnings to a concern with explaining status attain-

ment, while economists have evolved an interest in empirical research
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on earnings out of developments in neoclassical economic theory,
especially that extension of the theory known as human capital theory.
While the theoretical underpinnings of the status attainment
model are not as explicitly laid out or developed as those in neoclass-
ical economics, both share many of the same basic assumptions.3 Both
sociologists and economists, for example, focus on the individual and
his or her earnings, that is, on issues of supply. Both groups include
as determinants in their models those income-related characteristics
which an individual brings to a job, such as education, on-the-job train-
ing, experience and motivation. Neither group gives much attention to
factors that structure the demand for labour. Both groups recognize that
earnings differentials also capture variations in ability, where ability

refers to such characteristics as I.Q. (see Jencks, 1972, 1S79),
motivation and creativity (see Mincer, 1974).

One major difference between the sociological and economic
approaches to studying individual earnings seems to be the emphasis given
by sociologists to the role of a worker's occupation in determining earn-
ings and, in particular, to the ways in which occupational status inter-
venes between earnings and education and measured I.Q. Also important to
the sociological model of earnings determination are social background
characteristics which operate both directly and indirectly (through their
influence on educaticn) to determine earnings. Economists, by contrast,
tend to focus on the role of education and other factors that influence
productivity, such as on-the-job training and experience, as determinants
of income, and typically pay little attention to the role of occupational

status or social background characteristics.



A Conceptual Critique of the Neoclassical/Human Capital Approach

The human capital theory adaptation of neoclassical economics has
an attractive, formal simplicity. It has found appiication in a wide
variety of seemingly unrelated problem areas in social science outside
of economics as such, and it has generated a voluminousempirical litera-
ture. At the same time, questions can be raised as to the adequacy of
certain central assumptions involved in it, and it provides a conceptual-
ization of labour market phenomena which is incomplete in several import-
ant respects.

What, then, are some of the problems in the assumptions of human
capital theory? First, how viable is the assumption of perfect competit-
ion in the labour market? In practice, neoclassical economists acknow-
ledge that competition in real-world markets is "imperfect', so that the

basic disagreement revolves about the usefulness of treating markets as if

they were freely competitive. Proponents of the neoclassical position
argue that existing market imperfections (e.g., labour unions, employer
monopsonies, certain kinds of government legislation, etc.) do not in-

validate the theory in the long run (Cain, 1975,1976; Sahota, 1978).
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Opponents claim that there are departures from perfect competition which
are significant enough systematically to confound the predications of neo-
classical theory (Gordon, 1972; Bowles and Gintis, 1975; Blaug, 1976;
Kalleberg and Sorenson, 1979). The problem here is that important aspects
of the deductive power of the neoclassical theory are lcst when the
assumption of open competition is relaxed, and that no very satisfactory
theory of the distribution of economic rewards exists for markets that are
neither perfectly competitive nor entirely mcnopolistic.

Second, how plausible is it to assume that people are paid their
marginal products? For one thing, marginal productivity theory is
ambiguous and, therefore, difficult to test because of such outstanding
questions as the time period (e.g., instantanecusly? weeks? months?
years? lifetimes?) over which product payments are made, z2nd whether
it is individuals or groups who are paid their marginal products
(Thurow, 1975: Appendix A).

Third, human capital theory purports to deal not only with
people's menetary returns from investments, but also their nonmonetary,
or ''psychic'", returns. Since we do not know how psychic benefits (e.g.
intrinsic job satisfaction, pleasures derived from living in a particular
neighbourhood, city or province, etc.) may compensate for monetary returns,
the theory is strictly testable only under the assumption that the desire
for psychic benefits does not differ from person to person nor from
job to job (Osberg, 1981: Chapter 7).

Human capital theory per se can also be seen to present an
incomplete conceptualization of certain labour market phenomena. First,
it largely ignores the role of occupation fcr earnings and the earnings

determination process, even though we know that labour markets are seg-
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mented along occupational lines, i.e., that electricians compete

with electricians and sociologists with sociologists, but not electricians
with sociologists, etc. Further, having an occupation is the means through
which a person receives earnings, and both the amount of earnings

and the processes by which they are received differ across occupations
(Stolzenberg, 1975). Second, it is primarily a theory of labour supply,
and little effort has been made to incorporate demand factors into the
model.4 Third, human capital theory tends to emphasize the importance of
such easily measurable, individual-level factors as amount of formal
education and specific vocational training, and the length of on-the-job
experience, to the relative neglect of the often more elusive elements

of family social background influences, ability, preschool and informal
experiences, type of education or training, and attitudes as possible
determinants of productivity and, hence, of earnings.

In general, most economists and sociologists recognize some gender
earnings discrimination in the labour market, and a number of '"theories of
discrimination' have been developed to explain this phenomenon. First, the
male-female earnings gap has been explained by economists as a result of
discriminating attitudes on the part of employers, of male employees or
of customers. Such '"'tastes'" for discrimination form the basis of the
""theory of discrimination'' advanced by Recker (1957).

Briefly, he argues that neoclassical economics is based on the
assumptions that workers seek to maximize their earnings and employers
their profits by means of rational decisions made under conditions of free
competition. However, employers who discriminate against women by
paying them less do so at a risk of profits foregone. For example, if

they decline to hire women, some of their competitors will hire them at
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a reduced rate of pay and reap the benefits of cheap labour. If they
hire women but pay them a lower rate of pay, some of their competitors
will lure them away with offers of higher wages. In either case,
employers who discriminate will pay for the privilege and discrimination
will exist only as a short-run market imperfectiocn. Thus there are
reasons within this theory to expect such earnings differentials to be
eliminated in the long-run through the operation of natural market forces.

The second theory of discrimination offers perhaps the best
explanation of gender earnings discrimination. According to the model of
statistical discrimination, if employers, either rightly or wrongly, believe
that cne category of people, i.e., women, are less productive than some
other group, i.e., men, profit maximizing behaviour may lead them to
discriminate against women in the labour force. They may pay a woman with
the same productive capacities less than a man with the same productivities
or they may fail to hire her at all for a specific job. Thus women may
suffer from ''statistical discrimination' because of the objective
characteristics of the gender to which she belongs, although she, herself,
is satisfactory. However, if men and women are, on average, equal in
abilities, etc., then the same argument applies here as in the cases of the
neoclassical model. If there are profits to be made while everyone else
is discriminating by not doing so, those firms who do not discriminate
will drive the others out of business.

How viable is the assumption that the labour markets are moving
towards equilibrium, such that '"imperfections'", e.g., earnings discrim-
ination by gender, are but a transient phenomenon which will tend to

disappear in the long run? In the case of earnings discrimination, there



is some evidence to suggest that, far from decreasing, the income gap
remains constant (Carroll, 1980) or is in fact increasing over time
(Ostry, 1968; Gunderson, 1976; McDonald, 197%).

Other Sources of Earnings Differences

Neoclassical economists argue that not all (and some argue that
"mone'') of the earnings differences between the sexes is due to
discrimination. Some, like Block (1982), contend that the institution of
marriage creates advantages for men and disadvantages for women in the
market, making it appear as if there is emplcyer discrimination, whereas
there is not. Others admit to some earnings discrimination in the labour
market, and a number of additional ''theories'' have been developed tc
account for it.

Firstly, the human capital approach has bteen used to explain the
earnings gap in terms of the differential work exparience of men and
women (Mincer and Polachek, 1974 and Gunderson, 1976). Gunderson {1575}
claims that females will have lower productivities than males for a number
of reasons. First, women tend tc stay in the labour force for shorter
and more intermittent periods when they engage in household activities,
especially child-raising. He writes that, '"Because of this weaker commit-
nent to the labour force women in general do not acquire as much labour
market experience as men. In many cases, women and their employers have
been unwilling to make substantial investments in training and labour-
market-oriented education, in case the wcmen leave the labour force and
not use the training" {p. 119). To a certain extent, prcductivity differ-
ences are captured by some of the explanatory variables included in the

models. Hewever, it is impossible to measure and include many of these
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hidden productivities in the model. Productivity differences, regardless
of source, he says, will influence earnings because they affect perform-
ances, which is the employer's principal concern. In answering the
question as to what are the reasons for the differences in earnings, he
concludes:

The extent of the differential that can be attributed to
discrimination depends on the extent to which productivity
differences themselves arise from sex discrimination. If
one argues that current productivity differences are due

to past discrimination, then all of the unadjusted wage

gap can be attributed to discriminaticn. Alternatively,

if one argues that current prcductivity differences reflect
rational choices, especially with respect to household
responsibilities, then only a small portion of the wage gap
can be attributed to discrimination. But even if we use the
more conservative productivity-adjusted wage gap, a sub-
stantial differential of approximately 10 per cent still
exists. (Gunderson, 1976:120; emphasis my own.)
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In Summary

In this chapter, an attempt has been made to review research which
measures gender discrimination in earnings in the Canadian labour force.
Both sociologists and economists have attempted to arrive at quantitative
estimates of the extent of discrimination in earnings, controlling for
those characteristics on which men and women differ and, as we have seen,
these estimates range from & to 44 percentage points, depending on the
factors controlled. This still leaves about half of the earnings differ-
ential unexplained. What, then, could account for the unexplained
discrepancy in earnings?

There are at least two possible answers to this question. First,
the model may be either misspecified or simply incomplete, in that all of
the individual characteristics or marginal productivities which determine
earnings have either not been properly included in the model or have not
been included in the model at all. What, for example, is the role of
motivation in determining income? Second, notwithstanding the attempts
by sociologists to include occupational status in their models, little
effort has been made to take account of '"demand" factors or 'structural
variables'". Attention is not paid to the manner in which industries
structure the occupational distribution, or to the fact that many charac-
teristics of occupations, such as earnings, vary by industry. Gordon
(1972:38), in criticizing the human capital model, notes that, 'even when
industry is a unit of observation, industrial characteristics are stan-
dardized by the 'skill mix' in the industry to escape the necessity of
explaining variaticn among industries in occupational structures''. So,

too, with earnings: models of the determinants of earnings concentrate on
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describing the marginal productivities that a worker brings to a job as
the crucial factor determining earnings, rather than focusing on the ways
in which institutions may tend to define and 1limit the income available.
A number of conceptual criticisms have been made of the status
attainment and neoclassical/human capital models of earnings determina-
tion. It is these models which provide the theoretical basis for the
empirical research on earnings differences in Canada. These criticisms,
if valid, may partly explain why these mcdels do not explain the persist-
ent male-female wage disparities. A number of attempts have been made in
recent years to address these criticisms, and the next chapter reviews

one of the more important of these--segmented economy thecry.
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FOOTNOTES

These studies can be criticized, however, for employing socio-economic
index or SEI scores (Duncan, 1961) constructed from male data for both
men and women, and for not considering the very different distributions
of men and women in the occupational structure.

Edgecombe Robb, for example, estimates earnings functions for both
males and females using the one per cent 1971 Census tape. These
results are used to calculate the percentage of the logarithmic earn-
ings differential attributed to discrimination.

The status attainment research (which includes its extention to earn-
ings) is an outgrowth of the structural function perspective on social
stratification (see Davis, Kingsley and Wilbert E. Moore, ''Some
Principles of Stratification,'" American Sociological Review, 10(1945)
242-249).

For an example of a neoclassical economic study that does incorporate
demand factors into the model, see Freeman, 1976.



CHAPTER 3

THE THEORY OF THE SEGMENTED ECONOMY AND ITS EFFECT ON EARNINGS

Introduction

A major development in research on income inequality in recent
years has been the call for sociclogists to incorporate institutional and
structural variables into the socioeconomic achievement model. It is
possible to identify at least three separate, but related, responses tc
this call. These inciude: (a) the incorporation of variables measuring
aspects of occupation in addition to socioeconomic status (see, for
example, McLaughlin, 1978; Hunter and Manley, 1982), (b) the inclusion of
variables that measure Marxist class membership (see, for example, Wright
and Perrone, 1977; Kalleberg and Griffin, 1980; Lord and Falk, 1580), and
(c) the incorporation of variables that capture economic segmentation
(see, for example, Stclzenberg, 1975, 1978; Spilerman, 1977; Bibb and
Form, 1977; Beck, et al, 1978, 1980). While the first and second approach-~
s have both been shown to make important contributions to understanding
earnings inequalities, this chapter is mainly concerned to develop the seg-
mented economy model and to include segmented econcmy measures in earnings

determination models.

The Theory of the Dual Eccnomy

The predominant segmented economy approach in sociology is that
of the dual econcmy. Despite its frequent and increasing use in studies
on earnings, however, dual economy theory remains in a relatively un-

developed state. In one of the first attempts systematically to lay out



a well-defined theoretical model of the dual economy, Hodson and Kaufman
(1982) have identified four basic elements involved in it:

a dual economy which represents the organizational
structure of capital; a dual labor market which
represents the organization of labor within capital
structures; a set of outcomes for workers which
result from their participation in the labor market;
and a social division of labour in terms of racial,
ethnic, and gender groups (pp.728).

The following analysis of dual economy theory elaborates upon each of the

four elements identified by Hodscn and Kaufman.

Capital Structure

In dual economy theory, economic sectors are conceptualized as
structural entities which derive from the nature of modern industrial
capitalism. This theory posits, in part, that the industrial economy has
evolved into a dualistic structure, in which one sector is characterized
by oligopolistic capitalism and the other by competitive capitalism
(Averitt, 1968; Baran and Sweezy, 19€6; Beck, et al., 1978, 1980; Bibb
and Form, 1977; Bluestone, et al., 1973; Cain, 1976; Edwards, et al.,
1975, 1979; Fusfeld, 1973; Gordon, 1972; Harrison, 1974; Hodson, 1978
Kalleberg and Sorensen, 1979; Reich, et al., 1973; Galbraith,

1973; Wallace and Kalleberg, 1981). These secters have been given various
labels; ''core'" vs. 'periphery' (Beck., Horan and Tolbert, 1978, 1980),
""monopoly' vs. "competitive' (O'Connor, 1973), 'centre" vs. 'periphery"
(Averitt, 1968) and 'planning' and '"market' systems (Galbraith, 1973).
Although there is no consensus with regard to the names given to the two
sectcrs, there is basic agreement on what the key characteristics are which
distinguish them from one another, namely: financial size, influence,

scale of emplcyment, conglomerate crganization and long term planning



capabilities, and, most importantly, market power or concentration.
Specifically, core firms are identified as being monopolists or

oligopolists in their product markets, while periphery firms are competitors
(Hodson and Kaufman, 1982). The core sector is characterized by a

relatively small number of large oligopolistic firms (typified in Canada

by the automobile manufacturers and iron and steel mills (Marfels, 1976)).
Their organizations are corporate and bureaucratic, and they tend to have
high product market concentration, product diversification, high profit
margins, capital intensiveness, inelastic product demand and high public
visibility (Bluestone, et al., 1973:28-29). Their assets are substantial

and they generally employ a very large labour force. By contrast, the
periphery sector is composed of a large number of small firms, often family
owned and operated. In Canada, the periphery can be associated with firms

in the trade and personal service sectors, and in such manufacturing indus-
tries as knitting mills (Marfels, 1976). Firms in the periphery are charact-
erized by low product market concentration, low profit margins, few assets,
labour intensity, low productivity, elastic product demand and strong precduct
market competition (Bluestone, et al., 1973:28-29). Periphery firms are noted
for low job skill needs, low wages, minimal on-the-job training and high
worker turnover. The degree of market concentration or, conversely,

market competition determines the ability of a firm to administer prices,
rather than having them determined chiefly in the market. In the peri-

phery sector, product market competition is fierce because a iarge

number of small firms compete with each other, none of which can gain

control of the market. Other things being equal, productivity increases

in periphery industries tend to mean lower commodity prices, instead of
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higher profit margins or higher wages. In the core sector, because of
greater market concentration, prices are not primarily determined by
market forces or directly tied to the ccst of production, but rather
accord with a desired level of profit (O'Connor, 1973; Galbraith, 1973).
What are the origins of the dual economy? Theorists from this
perspective suggest that there has been an historical trend toward the
development of a dichotomous industrial structure. Various features of
the economic and social organization of production have been identified
as responsible for this duality. (See Wallace and Kalleberg, 1981 for a
detailed discussion of the origins of the dual economy). Among these,
three particular causes are frequently singled out. The first was the
ability of some firms to adapt successfully to a changing environment
through a technical evolution of production (Averitt, 1968; Galbraith,
1973). This involved capital investment in modern machinery and equip-
ment, so that producticn demands could be met in a more technically
efficient way. In manufacturing industries, for example, this resulted
in the assembly-line method of production. The second factor is the
accumulation and centralization of capital in a relatively small number
of dominant corporations (Averitt, 1968; Wallace and Kalleberg, 1981).
As more investment was made in capital equipment, firms were able to
recognize economies of scale and to grow (in terms of assets), preventing
smaller, less capital intensive firms from competing successfully in their
market. As a result, some firms developed a high degree of market power
--concentration-~-in their industry. The third factor is the development
of bureaucratic control. As some firms became larger in size and more

centralized in their product market, it was no longer possible for a



single person to oversee directly the entire production process. The
result was the development of a policy of bureaucratic control that has
been pervasive in core firms since World War II (Edwards, 197S9). In the
periphery, control tends to be personal in nature, with authority vested
in a single person or, in larger firms, in layers of foremen or super-
visors in a hierarchical structure. In the core, control is generally
vested in the formal structure of the firm, rather than in personal
relaticnships between owners and workers. Because core firms can administer
prices and are not bound by the short term profit maximizing constraints
of periphery ones, they are better able to make long range planning
decisions (Galbraith, 1573), and to minimize worker unrest by responding

to the demands of labour for better wages and working conditions.

Organization of Labour

The dual economy model is linked to that of dual labour markets,
and the manner of articulation and the degree of overlap between the two
models are topics of recent debate. Dual economy theorists typically
argue that corresponding to the core and periphery sectors are two
distinct-- even separate-labour markets: a primary and a secondary one.

As well, it is often suggested that 'internal labour markets''are character-
istic of core industries, but nct of periphery industries. Before turning
to the debate over the relationships between economic sectors and labour
markets, however, the literature on duals labour markets will be reviewed.

As noted previously, debate surrounds the question of the use-
fulness of the assumption in theoreticzl analyses of a perfectly competit-
ive labour market. While it is generally agreed that imperfections do

exist in labour markets, not everyone agrees that there are enduring



features of these markets which must systematically be taken into account
and given explanation. Some, however, do. These include, most notably,

a group of labour economists in the U.S. whose position began to take
shape in the 1960s (the chief spokesman being Piore, 1968, 1969, 1970,
1973, 1975). 1In their view, deviations from the perfect market assumpt-
ion of orthodox economic theory are not seen as mere imperfections, but
rather as pointing to the existence of multiple, isolated labour markets.
Within this emergent tradition, there are two clearly identifiable
approaches: one which assumes that the national labour market is segment-
ed into two (sometimes three) distinct markets with barriers to mobility
between each--often labeled the '"segmented', "multiple'", or, in a very
popular version, ''dual labour market' perspective; and a second which
emphasizes the specific institutional setting for labour market processes,
and makes a fundamental distinction between external and internal markets--
often labeled the "internal labour market' perspective.

The dual labour market approach is largely descriptive in nature,
and was initially proposed as an attempt to understand the labcur force
problems of the disadvantaged in the U.S., particularly black workers in
urban, core areas. The basic hypothesis is that the labour market is
divided into two distinct sectors, termed the 'primary'' and the '"secondary',
based on the characteristics of jobs in each sector. The distinction
between the two sectors is fundamentally between ''good' and ''bad" jobs.
The primary sector offers (gcod) jobs with relatively high wages, favour-
able working conditions, chances for advancement, equity and due process
in the azdministration of work rules and, above ail, employment stability.

The secondary sector, by contrast, provides (bad) jobs which are often
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low paying, with unfavourable working conditions and little chance of
advancement. These (bad) jobs are characterized by considerable in-
stability, high labour force turnover, and highly personalized relation-
ships between workers and supervisors which leave wide latitude for
favoritism and arbitrary work discipline (Piore, 1975:126). Piore
further distinguishes between upper-tier and lower-tier primary jobs in
terms of such characteristics as status, pay, opportunities for promotion,
and autonomy. The most important characteristics distinguishing jobs in
the primary sector from those in the secondary sector appear to be the
behavioural requirements of the work force, particularly

employment stability (i.e., regularity and punctuality). Edwards {1575)
points out that stable work habits can also be seen as a consequence of
the organizaticnal context of jobs in the secondary sector. Employers

in this sector offer little incentive to workers to stay on the job;
workers respond by switching jobs frequently. Further, Piore argues, the
behavioural traits associated with the secondary sector are reinforced by
the prccess of working in secondary jobs and living among others whose
lifestyles are accommodated to that type of employment.

A central hypothesis of the dual labour market approach is that
there is little mobility between sectoral divisions within the labour
force. The available empirical evidence, however, does not lend strong
support to this prediction (see Kalleberg and Sorensen, 1979:367 for a
survey of these studies). A more promising approach seems to lie in
Piore's (1975) conception of 'mobility chains'. He argues that the
threefold divisions between a secondary and a primary sector, with the

latter split into an upper and a lower-tier, reflect differences in
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"mobility chains", and it is these differences which are each sector's defining
characteristics (p.128). Mobility chains are the lines of progression

or sequences of jobs that people hold. Thus, the critical distinction
between the primary and secondary sectors is that the mobility chains of
the former constitute some kind of career ladder along which there is
progress toward higher-paying and higher-status jobs, whereas those of the
latter do not. This is true in both the upper and lower tiers of the
primary sector, and constitutes the rationale for speaking of the two as
comprising a single sector. In the secondary sector, by contrast, jobs do
not fall into any regular progression of this kind: they are held in more
or less random fashion, so that, for example, a worker coming into a job
may take the place of another perscn moving to the job which the first
worker just left. Piore suggests that the underiying determinant of the
division into different types of mobility chains is the structure cf
technology. In particular, ke distinguishes between a specialized,
capital-intensive technology and a more general techmology in which the
work is less finely divided into a set of individual, carefully defined
tasks. In the second type, considerably less capital equipment is employed
in production. He identifies several factors that determine the type of
technology employed, including ''stability'f,"'certainty of demand for the
product®, and the degree of ''standardization'. The capital-intensive
technology dictates a core of jobs that lend themselves to the building of
lower-tier mobility chains: the jobs at the bottom of these mobility
chains can, but need not, be detached and formed into a secondary sector.
The capital-intensive technology which generates the core jobs also re-

quires a much smaller complement of workers, which iends itself tc the
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establishment of upper-tier mobility chains. The more general technology,
Piore argues, is typically translated into secondary sector jobs (1975:
141-143).

The concept of internal labour markets was first developed by
institutional economists in the 1950s. It refers to ''the complex of rules
which determine the movement of workers among job classifications within
administrative units such as enterprises, companies or hiring halls"
(Dunlop, 1966:32). These markets are distinguished from 'external labour
markets', where pricing, allocating, and training decisions are controlled
directly by market forces.

In contrast to the dual labour market tradition, the empirical

literature on internal labour markets has not sought to classify the

economy as a whole into sectors; instead, it has taken a more disaggregated

approach and examined specific internmal labour markets, such as those in
manufacturing plants, union hiring halls, scientific institutions, and
banks. A general model of how internal labour markets relate to the oper-
ations of the economy as a whole has not, as yet, been developed very far.
Internal labour markets are generally seen to be of two major
types. In the first, (Kerr, 1954), the internal market is usually equate
with a particular firm. Entry is controlled by the firm, and workers
tend to be promoted from the entry job classifications to higher-level
jobs in the firm along orderly lines of progression. In the second,
(Doeringer and Piore, 1971), the internal market comprises a particular
occupation group, usually a craft occupation. Here, entry is generally
controlled by members of the occupational group. In this latter kind of

market, the job security derives not from the individual emrloyer, hut from
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occupation's skill, the ccmpetitive supply of which is contrclled by the
occupational group.

Traditional views of labour markets focus on external markets,
in which competing (potential) employers face competing (potential) work-
ers. But the pervasiveness of large corporations with internal markets
makes this view incomplete. According to Edwards (1975), internal labour
markets exist in ''big firms'', and the analysis of these markets views the
social relations in the workplace, in part, as a system of labour exchange
within the firm, regulating promotion, job placement, the setting of wage
rates, and so forth. In some cases, workers may have the right to ''bid"

®
for jobs when a vacancy occurs; in most cases, however, placement and
promotion is based on seniority. More generally, firms establish promoticn
ladders. New workers are recruited from the ''external" labour market
primarily into bottom-rung jobs, and mest higher vacancies are filled
"internally'" from the pool of workers already employed by the firm. In
this cass, the worker's work record and recommendations from superviscrs,
as well as his or her formal training, skills, and seniority, determine
whether he or she gets the job (p.5,6).

Althauser and Kalleberg(1981) argue that there is a need to re-
define labour market types as there are many inconsistencies in research-
ers' attempts to operationalize the original, broad definitions of them.
In particular, the original definitions tend to be multidimensional,
including employment outcomes, such as earnings, along with worker labour
market characteristics. Althauser and Kalleberg prefer to redefine inter-
nal labour markets so that jobs wculd be included in an internal labour

market, if and only if they '"form a ladder, with entry limited to the
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bottom and where movement upward is accompanied by progressive develbpment
of skill and knowledge' (pp.145). Furthermore, these authors distinguish
two subtypes of internal labcur markets: firm internal labour markets and
occupational labour markets. Finally, they identify three types of exter-
nal labour markets: (a) occupational labour markets, which are character-
ized by specialized skills, but an absence of movement up an occupational
ladder; (b) firm labour markets, which contain jobs whose cccupants enjoy
vertical tenure, although these jobs are not arranged on any job ladder;
and (c) secondary labour markets, which lack the elements that define the
other markets, namely job ladders, development of skill or knowledge,
significant investment in training by either employer or employee, limited

entry or notable entry requirements, and options for firm-specific tenure.

While Althauser and Kalleberg's redefinition of internal labout markets hold
some promise for future research, it needs yet to bve empirically tested or
evaluated.

Dual Economy and Dual Labour Market Theories

There appears to be some confusion in the literature as to the
conceptual distinctions and theoretical linkages between labcur markets
and economic sectors. Where some theorists and researchers tend to treat
labour markets as corresponding quite directly to sectors of the economy

(for example, see Tolbert, et al., 1980), others argue for a2 less-than-

perfect correspondence betwesn output markets and labour sectors, i.e., that
the two should be conceptualized independently of one another (see, for
example, Piore, 1977; Hodson and Xaufman, 1982; Althauser and Kalleberg,
1981). This tendency to confuse the two constructs with one ancther has

led to scme unsuccessful operaticnalizations of the dual econocmy, in which
industrial characteristics are combined with labour force characteristics and

outcome variables (such as earnings) to produce & summary measure of the
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dual economy (see, for example, Oster, 1979; Tolbert, et al., 15980).
An examination of the theoretical relationship between the dual

economy and dual labour market models may help to clarify the connections

between them. Two points seem clear. First, economic sectors are products of
the historical development of industrial capitalism, and can be viewed as

logically prior to labour market categories, which are aspects of job conditionms.

The economic characteristics of the sectors have an important impact on
the characteristics of jobs which are located there. For example, firms
in the core sector are characterized by a bureaucratic contrcl structure
and a capital intensive technology, resulting in more primary sector and
internal labour market jobs. The secondary labour market represents a
continuation of the characteristics of a more competitive, small business
capitalism (Edwards, 1975). Second, there is an imperfect empirical cor-
respondence between econcmic sectors and labour markets, although the
actual degree of overlap between the two remains an open question (Hodson,
1979; Edwards, 1975; Piore, 1977; Althauser and Kalleberg, 1981; Hodson
and Kaufman, 1982). Specifically, the literature suggests that most
secondary jobs are located in the periphery, although there are some in
the core, and most primary jobs are located in the core, although there
are some in the periphery. Likewise, most internal labour markets are
described as being in the core, although there are also some in the peri-
phery, and most external labour markets are described as being in the
perirhery, although there are also some in the ccre.

If the core sector differs from the periphery in the dispropor-
tionate numbers of primary anc internal labour markets jobs which the

former contains, then what can be said more precisely about the
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characteristics of jobs in each of these two sectors ? The labour market
literature suggests that the most important characteristics that dis-
tinguish primary from secondary jobs are working conditions, opportunities
for advancement and, above all, job stability. That is, jobs in the core
sector can be distinguished from those in the periphery by their better
working conditions, opportunities for advancement, and job stability. If
this is true, then what can be said abocut the characteristics of workers
hired to fill the jobs in the core and periphery sactors? Gordon (1972)
argues that employers in the core attempt to hire workers with those
characteristics valued most highly in the job--stability and tenure or

job experience. Being unable to measure these things adequately, however,
employers rely on educational credentials as screening devices, on the
assumption that diligence at work depends upon the same characteristics as
success in school. Thus, formal education in the core sector is widely
used to mediate individual access to different job ladders.

The segmented labour market approach has been the subject of
considerable debate because of its essentially descriptive nature and the
claim that it is not neoclassical. It has been labeled as 'sketchy',
"vague' and "diverse', with descriptions and taxonomies prevailing over
theoretical model development. Cain (1976) argues that labour market
theories '"'are stronger in their criticism of neoclassical theory than they

are in advancing a cocherent self-contained theory as a replacement'

(p.1224) and, in lengthy critique, he argues that there are fewer
disagreements between neoclassical economics and the labour market
approach than proponents of the latter have suggested. Rosen (1974)

also emphasizes the similarities between the segmented labour

market approach and the basic postulates of economic
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theory, and Wachter (1974) argues that many of the findings upon which it

is based can be accommodated to the neoclassical framework. At the same

time, Wachter argues some of the findings are not supported empirically.

For example, he finds considerable mobility between primary and secondary
sectors. Further, he argues that, even though different parameters
characterize the populations in each labour market, it has not been established

that different economic processes occur in different labour markets.

Worker Outcomes

The third element which Hodson and Kaufman (1982) identify in the
dual economy model is a set of outcomes for workers which result from their
participation in the labour market. Specifically, they identify three sets
of outcomes for labour--the likelihood of mobility between sectors, the
condition of labour in terms of various tangible and intangible rewards,

such as earnings, and the consciousness of workers (pp.730). The follow-

ing discussion will focus on the second of these outcomes, and more
particularly on earnings.

The core sector is generally described as being distinguished from
the periphery by the relatively higher earnings paid to workers. If this
is true, then what factors might account for the relatively greater
capacity of core firms to pay their workers high wages and salaries?
O'Connor (1973:19) argues that earnings in the periphery are determined by
""total demand in the economy as a whole'. Increases in periphery
sector money wages are attributable to inflation, not to technical pro-
gress or improvements in productivity. By contrast, the core sector is
composed of large, oligopolistic industries which can often set prices

without fear of open price conflict. Thus, wage increases can be passed



along at rates equal to productivity, while the competitive firm is often
forced to lower prices, rather than to increase profits or wages. In some
cases, the oligopolistic firm may be forced to raise wages evem above
productivity gains, (e.g., responding to a union's demands for a pay
raise) paying for them by cutting into monopoly profits or by boosting the
price of their products. The highly competitive firm is rarely in such a
position (Bluestcne, 1973:99).

Bluestone (1973) notes that a highly concentrated industry per se
is not a necessary and sufficient condition for a higher wage scale, for
there is nothing inherent in the size of a firm or in the absence of pro-
duct market competition which accounts for tetter wages. Instead, oligo-
poly provides a ''permissive economic environment', within which other
forces can generate higher wages. This environment consists of
capital-intensive production possibilities, the ability to set prices
based on product demand conditions, high-public visibility, low firm
entry, and the opportunity for strong unionism (p.99).

Unionism plays a central role in determining inter-sectoral wage
differentials. A number of studies have shown that higher wage rates are
associated with (1) a relatively high degree cof oligopoly, (2) high profit
rates, and (3) strong unions (see, for example, Bowen, 1560). These
forces, however, do not act independently of one another. According to
Bluestcne, 'higher product market concentration and high profits provide
the footing for a permissive economic environment in which strong unions
can reap economic and social rewards for their members' (1977:101).
Through collective bargaining and the threat ef strike action, these

unions can transform the capacity of industries to pay higher wages into



49

real wage advances for their members. Likewise, O'Connor (1973) argues
that ultimately it is the collective power of organized labour that wrests
higher wages from monopolistic corporatioms.

In the periphery sector, unions tend to be weak and ineffective,
if they exist at all. In contrast to the core, the periphery to some
extent represents the end result of a "'repressive economic environment'
(Bluestone, 1973:101). When industries are marked by easy entry, fierce
national and international competition, highly elastic product demand, low
profits and low productivity, union organization is stymied and the press-
ure for higher wages is low. In fact, the ability of many low-wage ind-
ustries to pay adequate wages without drastically cutting employment is
open to question.

According to Kalleberg, et al. (1981), good reasons exist for ex-
pecting unions to locate in the core sector. They write:
~Unions are more likely to organize in firms with a large
number of employees than in small firms. Further, once
industrial markets become concentrated, unions often col-
laborate with powerful employers to create higher entry
barriers for nonunion sources of labor. High volumes of
profits, assets, and sales (i.e., economic scale) encour-
age unionization by creating a larger economic pie for
employers and workers to divide, thus providing an incent-
ive for worker crganization. Unions are also important
mechanisms for ensuring that workers benefit economically
from increases in productivity which may be due to more
capital intensive forms of production. Finally, industries
that engage in state-sponsored production are likely to be
unionized because of the existence of a relatively stable
supply of labor in those industries, a precondition for
effective organization. (pp.658)
Although the literature is inconclusive as to the importance of unicnism

for inter-sectoral wage differentials, Kalieberg, et al. conclude that the

effects of economic segmentaticn on wages must be interpreted in light of
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differences among the economic sectors in the strength of their unions.
Related to the overall earnings advantage posited by dual economy
theorists for workers in the core sector, it may also be that core work-
ers tend to be remunerated according to somewhat different principles than
periphery workers. Specifically, it is frequently argued that workers in
the core tend to be paid in some relation to their employment character-
istics, such as education, training, experience, seniority and employment
stability, whereas workers in the periphery are not. Gordon (1972:50)
suggests that, in the periphery, hourly wages are largely independent of
individual characteristics, and that workers respond to this by switching
jobs frequently, as they suffer little or nc economic ccnsequences for

doing so.

Social Division of Labour

The fourth element involved in the dual economy model which is
identified by Hodson and Kaufman (1582) concerns gender, age, and racial/
ethnic divisions in the labour force, i.e., the social division of labour.
Since the core sector requires a workforce that is stable and trainable,
while the periphery requires one that will accept inferior working condit-
ions, lower pay and a higher risk of work imstability, the suggestion is
that those persons who belong to social categories which have historically
occupied the weakest positions in the labour market will tend disproport-
ionately to be recruited into the core sector. Reck, et al. (19380), for
example, argue that, for this reason, women, the ycung, and members of
racial/ethnic minorities tend to be drawn into the periphery, and that
being employed in the periphery further weakens a worker's labour market

position, since workers there are less likely to have stable employment
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histories or to have acquired substantial skills as part of their work
experience.

By what mechanism do members of different gender, age, and racial/
ethnic categories tend to be allocated to different economic sectors? One
argument is that this occurs in a process of ''statistical discrimination,"
whereby persons belonging to social categories whose labour market posit-
ions have been relatively strong in the past tend to be preferred for the
better, i.e., primary, jobs. According to this view, persons who possess
certain highly visible attributes thought to be associated with employment
stgbility and trainability (e.g., being male, relatively young, white,
fairly well educated, well groomed, high paper-and-pencil test scores,
etc.) tend to be selected first for primary (and, hence, core) jobs, leav-
ing the rest more likely to be selected for secondary (and, thus, periphery)
jobs. This happens, the argument continues, because it is a reiatively
inexpensive way to make hiring decisions, not out of any universal or
strong conviction that men always perform better than women, that the
prime-aged always perform better than the middle-aged or elderly, etc.,
although the result may turn out to be much the same. So, women tend dis-
proportionately to be assigned to secondary (periphery) jobs at the begin-
ning of their careers or upon re-entry to the labour force and, once there,
it becomes even more difficult for them to move into primary (core) jobs.
Discrimination may thus operate to some extent by assigning individuals tc

''bpad" context, rather than by overt means (Kalleberg and Sorenson, 1979:

Piore (1977:95) argues that discrimination of any kind increases

the size of the captive labour force in the secondary sector, and thus lowers

the



wages which their employers must pay. This gives such employers an
economic stake in its perpetuation. Primary wovkers also have a stake in
discrimination, as it limits their competition and raises their wages.
Discrimination is not generally of economic value to employers of primary
workers, since it forces them to pay higher wages. Through statistical

discrimination, however, these higher wages are at least partly compen-

sated for by the reduced cost of screening job candidates and the
perceived higher work quality achieved, so that the interest of primary

workers in such discrimination tends to be shared by employers generally.

The State Sector

While the dual economy has been the predominant conceptualization
employed by U.S. segmented economy theorists, there are a number of reascns
why it might be useful to treat the state as a sector separate from the
core in Canada. First, while ﬁnder 20 per cent of the labour force
in the U.S. is employed by the state (Hodson, 1979) the corresponding
figure is closer to one-quarter in Canada (Statistics Canada, 1978).
Second, government ownership of business enterprises (e.g., crown corpor-
ations) is much more extensive in Canada, with crown corporatiocns domina-
ting much of the utilities and transportation industries, as well as
operating the mail service. Third, men and women are differentially
allocated to the state sector in Canada. Boyd and Humphreys (1979:44) find
that, of native born full-time paid workers, 12.6 per cent of the males
and 25.9 per cent of the females are in the state sector.

To date, very little theoretical work has been done which treats
the state as a sector distinct from the ccre and the periphery. In Canada,

the services provided by government are diverse in nature, and are carried



out by various administrative bodies. It is possible to distinguish two
separate, but related, government components involved in the production of
goods and services that are organized by the state--(a) public administra-
tion, defense, and government services, and (b) state-regulated government
enterprises. The first covers establishments primarily engaged in act-
ivities that are basically governmental in character. This includes those
arms of federal, provincial and local governments which are primarily
engaged in public administration, such as enacting legislation, enforcing
and administering the law, collecting public revenues, and controlling
the disbursement of public funds (Canada, 1970%:42-43). Also
included are government services, such as health, social welfare, and
education, which are usually financed out of erdinary revenue. While
nominal fees are charged for some general community services, for the most
part there is no direct relationship between the taxes and levies paid by
an individual and the use or benefit the individual derives from this
service (Canada, 1973a:17). The second is composed of state-
regulated government enterprises involved in

the production of economic goods and provision of services

for sale, at a price to the consumer which is intended to

compensate wholly or largely for their costs and in some

cases yield a profit. These activities are usually carried

out by a crown corporation or special agency of the govern-

ment having specific powers and being subject to varying

degrees of financial ccontrol by the government and of

public accountability (Canada, 1973a:17).
These enterprises were established by'political decision-making bodies,
and operate under a separate and clearly defined mandate. They were

initially created as mconopolies in response to a popular demand for

services, such as telephones, electric power, transportation, etc., under
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circumstances where private enterprise could not be expected to do so in

a way that did not conflict with the public interest. In the last two
decades, however, Berkowitz (1979) notes that crown corporations, especially
in the west, have begun to expand into new spheres of activity or to increase
the scale of their activities in old areas to the point that they have
started to operate in direct competition with private enterprise.

How can the state be then characterized? On the whole, it is comp-
arable to the core in many important ways. It has large bureaucratic
structures, sophisticated intermal labour markets, stability of employ-
ment, job security, and high rates of unionization. There are, however,
important differences between the public administrzticn and service com-
ponents on the one hand, and the state-regulated component on the other
hand. In the former, the ratio of capital to labour is relatively low,
and production growth depends mainly on increased employment. Thus,
production depends on budgetary priorities and the government's ability
to mobilize taxes (O'Connor, 1973). In the latter, the activities of
crown corporations and other government regulated enterprises are of an
outright commercial or industrial nature, whereby goods or services are
produced for sale on the open market at a price related to the cost.

These enterprises maintain an '"'independent system of accounts, have a
relatively autonomous management in the conduct of routine, day-to-day
operations, and are staffed by personnel not normally subjected to the
statutory requirements governing employment in the general public service,
such as norms that govern hiring, promotion, transfer and other personnel
decisions" (Canada, 1973a:17). Despite this, and unlike most

businesses in the private sector, they are subject to state regulation
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with respect to the overall conduct of their affairs and the prices they
can charge. For example, utilities and railroads must

all have government approval for rate increases. Thus, their profits are
controlled.

Earnings in the State Sector

In the dual economy model, the state has typically been treated
as a component of the core with average earnings comparable to those elsewhere
in the core. At the same time, the factors that determine earnings in the
state may differ from those in either the private component of the core or the
periphery. For one, O'Connor (1973:30) maintains that, in the U.S., there
is a general tendency for state earnings to be driven up to the level in
the core (which he treats as separate from the state). First, workers
employed by state contractors and state agencies typically receive unicn
pay scales, as in the core. Second, many state and local government
employee associations and unions have considerable bargzining power, and
seek to enforce wage and salary scales commensurate with those in the
core. As for the state vs. the periphery, market fcrces do not determine
earnings in the state. According to O'Conror, earnings in the state are
determined politically, and a floor is thus placed on the average pay
scales--a floor that is absent in the periphery sector.

Gunderson (1979:230) argues that, in Canada, the basic difference
between the public and private sectors in the factors which dastermine
earnings is that, in the former, the profit constraint is replaced by an
ultimate political constraint. He identifies a number of political forces
that influence public sector earnings indirectly through institutional

channels which ultimately affect the framework within which bargaining
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occurs. These include such matters as the right to organize, the allowable
number of bargainable issues, appropriate dispute settlement procedures,
civil service regulations, comparability earnings surveys and appropriate
earnings criteria and Gunderson suggests that these impart an upward bias
to earnings. In addition, other factors, such as wage-price guidelines,
reduced intergovernmental transfers, and decisions to curb the growth

of the public sector, can affect public sector earnings.

There is no empirical research for Canada which permits any very
satisfactory comparison between state and core sactor earnings. There is
evidence to suggest, however, that public administration employees earn on
the order of 5-15 per cant more than private sector employees (see
Gunderson, 1977, 1978, 1979). This difference comes about, Gunderson
argues, partly through a pure earnings advantage in the public sector, and
partly through differences between the underlying earnings determination
processes of the two sectors. For example, public administration employ-
ees have greater returns to education than do employees in manufacturing,
and this fact accounts for a major part in the over-all earnings differ-
ential between the two (Gunderson, 1979). Further, the earnings advantage
tends to be larger in the junior levels within an occupation, and smaller
(or even negative) at the more senior ievels (Gunderson, 1577, 1979), and

is greater for females than for males (Gunderson, 197%; Smith, 1977b),

Segmented Economy Theory and Earnings Discrimination

This review of segmented economy theory suggests that it is not
sufficiently well developed to be considered a satisfactory alternative to

neoclassical economic theory. The model is sketchy, poorly specified, and
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suggests only vague hypotheses which might be tested. Perhaps it will not
ultimately come to be seen as an alternative approach, but rather as a
critique of the neoclassical model. Regardless of its role in economics,
however, it is potentially useful to sociology. For one thing, it leads us
to consider that analyses of earnings determination which assume homogeneous
market conditions and estimate the earnings returns to individual character-
istics, such as education, social background, and work experience, may produce
results which are misleading or inaccurate, because of misspecification
of the economic structure. For another, it suggests that, by incorporating
structural variables, such as economic sectors, into a model of earnings
determination, we should be able to explain bvetter how it is that women
earn much less than men. It is from this perspective that our research
program proceeds.

This research has a twofold purpose. The first is to develop a
model of earnings determination for all males and females in the Canadian
labour force, which will include human capital variables, social back-
ground variables, occupational status, a measure of unionization and a
measure of sectoral attachment. Using this model, it will be possible to
arrive at an estimate of the extent of gender discrimination in earnings
in Canada. The second purpose is to use the approach suggested by
segmented economy theory to explore a more structural interpretation of
discrimination. Segmentated economy theory suggests that sex differences
in earnings and in the earnings attainment processes of men and women are
influenced importantly by their sectoral attachments.

As previously discussed, the argument from neoclassical economics
is that discrimination in the lahour force represents a short-run imper-

fection in an otherwise open, competitive system of reward allocation. In
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marked contrast, the view from segmented economy theory is that at least
some discrimination is embedded in the structure of production in capit-
alist society. How, then, might this latter assumption contribute to a
further understanding of the earnings gap between the sexes? As outlined
above, segmented economy theory suggests that the economy consists of two
or three economic sectors which differ in the average earnings of their
employees, such that the average level of earnings in the state will
equal those in the core, and that the average earnings in both of these
will be substantially greater than those in the periphery. Further, it
is suggested that the sectors differ in the processes by which earnings
are determined. In the core and state sectors, for example, the expect-
ation is that workers will be more likely to be rewarded for their human
capital factors (such as education, training, seniority, experience and
stability) than are workers in the periphery. In particular, the differ-
ential returns to education across economic sectors has been the focus

of several recent studies of economic segmentation (see, for example,
Stolzenberg, 1978; Beck, et al., 1978). Also, Kalleberg, et al. (1981)
suggest that unions are better able to bargain for higher wages and
salaries in the core and state than in the periphery.

There have been a number of recent attempts to include structural
characteristics of labour markets in models of earnings determination
(see Stolzenberg, 1975, 1978; Bibb and Form, 1977;. Beck, et al.(1978)
are the first to compare the process by which earnings are determined in
the core and periphery sectors in the U.S.1 They find sectoral differ-
ences in the processes by which earnings are determined. In particular,
their analysis indicates that '"schooling, net of degree levels, has an

important pcsitive effect on annual earnings in the periphery, tut no
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significant effect in the core. In contrast, the net effects of level of
degree attainment are significant and positive in the core but not in the
periphery." In a later study, however, Beck, et al. (1980) find that both
males and females have greater dollar returns to schooling and experience
in the core than in the periphery, and that the difference in rates of
return appears to be greater for males than for females. For Canada,

Boyd and Humphreys (1979), with a subsample of native-born, full-

time workers, find that the income attainment process of males in the core
does not differ from that of males in the periphery, whereas females in
the core receive a higher rate of return for their years of experience
and education than do females in the periphery.

While fragmentary, and not entirely consistent, there is evidence
to suggest that earnings returns to human capital investments differ
across economic sectors. If this is the case, then what dces this mean
for the male-female earnings gap? Beck, et al. (1980) argue that the
male-female earnings gap would be reduced if all females and malies were
evaluated at an homogeneous rate, noting that the ratio of female to male
earnings would increase from .43 to .51 if all females and malies were
remunerated according to the criteria used for each in the core sector.
So, they suggest that segmentation exacerbates the zarnings inequality
between the sexes.

Segmented economy theorists argue that there are two points at which
discrimination cccurs: differential allocation of the sexes to sectors,
and different earnings determination processes for each sex within each
sector (Beck, et al., 1980). Using a dual economy approach, Beck, Horan

and Tolbert (1S580) find evidence in the U.S. of the differential allccation
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of minorities to sectors. For sxample, they report that being female

reduces the likelihood of being in the core by 24.5 percentage points.

[
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tion of the sexes to the core and periphery sectors. When they distinguish
between core and '"'public administration'', however, they find disproportion-
ately more males in the former and more females in the latter. Since their
sample consists only of native-born, full-time workers, however, it is
impossible to genmeralize their findings to the labour force as a whole.
Discrimination in earnings may also occur through the different-
ial evaluation of human capital for males and females within each sector.
In Chapter 2, it was demonstrated that the earnings determination process
differs by gender (see, for example, Featherman and Hauser, 1976:
Treiman and Terrell, 1976; Goyder, 1981). Segmented economic theory
takes this one step further and argues that there is a differential
evaluation of workers' credentials by gender within each sector of the
economy, and there is some support for this in the literature. Boyd and
Humphreys (1979) find that the differential evaluation of characteristics

by gender within labour sectors is a major source of the lower income of

women in Canada. Three specific findings emerge from their work. First,
across all industrial sectors, full-time native-born women get lower rates of
return to their years in the labour force than do full-time,native-born
men. Second, women in the periphery and in the core receive lower
returns to their current occupaticnal status than do men. Third, in
contrast to workers in the core or the periphery, men and women in public
administration tend to have similar returns to their education

and current occupation status. Beck, et al.'s (1980) findings on the
differential evaluation of human capital for males and females within
sectors are similar. Using a substitution of means technique, they cal-
culate the expected earnings for females on the assumption that they are

remunerated on the same basis as males within each sector. They find that
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in the U.S., for females there is a $3,103 cost to being female in

the core and a $2,153 cost in the periphery.2 Both Boyd and Humphreys

and Beck, et. al. suggest that discrimination is more severe in the

core than in the periphery.

This review of the segmented economy literature suggests several
possible sources of male-female differences in earnings. One purpose of
this research is to consider a number of hypotheses which are part of
segmented economy theory and, in particular, to address the following
questions:

(a) How do economic sectors differ in their employment characteristics
and in their labour force compositions?

(b) Are males and females differentially allocated to the three sectors
and, if so, what is the consequence of this for male-female
differences in earnings?

(c) Hew do the sectors differ in the ways in which worker characteristics
are remunerated? Specifically, are workers in the core and state more
likely to receive economic returns to their human capital facters
(such as education, seniority and stability) than are workers in
the periphery?

(d) Finally, within each sector, are males and females differentially
rewarded for their earnings-related characteristics, and if so,
to what extent does this contribute to male-female differences in

earnings?
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FOOTNQTES

Data are from the 1976 Current Population Survey (March Supplement).
From the overall CPS sample, Beck, et al. selected a subset of workers
who were civilians, 16 years or older, and employed either part- or
full-time or, only recently unemployed.

However, they do not control for occupation or hours worked in their
earnings determination model, as they argue that it is partly through
differential occupational placement and differential access to full-
time employment that discrimination in the labour force exists. If
they control for these, they argue, they would restrict the analysis
and censor estimates of the differential returns to human capital,
thereby reducing the apparent extent of discriminaticn against minority
labour in the marketplace.



CHAPTER 4

METHODOLOGY

Introduction

The purpose of this chapter and the next is to describe certain
important methodological aspects of this dissertation. One of these is
the systematic evaluation of different solutions to the problem of miss-
ing information in the data set; another is the measurement of the
variables employed in this investigation (including a number of import-
ant 'mew'' variables, namely economic sector, unionization and career
interruption which, to date, have not been considered as sources of male-
female earnings inequalities in Canada). Chapter Four begins with a
description of the data set to be used here, and devotes considerable
attention to procedures for dealing with missing information--a major
preblem with the data set. Chapter Four also describes the measurement
of the variables to be employed in this investigation, except for economic
sector. Chapter Five deals solely with the attempt to develcp a measure

of economic sector.

The Data Set

The data for this investigation come from a national survey con-
ducted to study social mobility in Canada. The Canadian Mobility Study
{CMS) was funded by a Canada Council research grant to Professors Frank
Jones and Peter Pineo at McMaster University, John Goyder at the Univ-
ersity of Waterico and Monica Boyd, Hugh McRoberts and the late John
Porter at Carleton University. The survey was administered by Statistics

64
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Canada as a supplement to their July, 1973 Monthly Labour Force Survey
(LFS), and the data were coded and edited by Statistics Canada and
released to the principal investigators as a set of individual records.

In the approach taken and the type of data collected, the CMS is
comparable to the 1962 and 1973 studies of occupational attainment in
the United States (see Blau and Duncan, 1967 and Featherman and Hauser,
1976). Respondents were asked about their backgrounds (parental birth-
place, number of brothers and sisters, their ordinal position in the
family, where they were living at age 16, the current occupation of the
head of the household, and their parents' levels of education) and their
own social, educational and occupational characteristics (marital status
and age at first marriage, educational attainment, nature of first full-
time job and when it was begun, length of time in the armed forces, job
in 1562-63 and present job and income in 1972). There are a number of
ways, however, in which the Canadian study differed significantly from
its American counterparts. First, the Canadian experience of continued
immigration and its traditions of bilingualism and multiculturalism
necessitated the inclusion of additional questions on languages spoken,
ethnicity and immigraticn background. Second, while most occupatiornal
attainment mobility studies have sought conly to investigate the occupational
attainment of males, females were included in the CMS, and this necessitated
the re-working of some standard status attainment questions and the addition

of others (questions on career interruptions and children, for example.)

For a copy of the CMS interview schedule, see Appendix A.

The Sample Design

The Labour Force Survey sampling procedures determined the
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population and sample for the CMS and, so, the sample design for the LFS
will be described in some detail.1 The target population from which the
LSF sample is drawn is the civilian non-institutional population of
Canada, excluding the Northwest Territories and the Yukon, who are 14
years of age and over.2 The sample is a multi-stage stratified proba-
bility sample of this population. The basic unit of the sample is the
household, and approximately 35,000 households were sampled at the time
of the CMS. Participating households are divided into six panels, with
each panel remaining in the sample for a period of six consecutive months.
Each month, a new panel rotates into the sample, and the panel in its
sixth month rotates out.

The Labour Force Survey sample is drawn in two parts: Self-
Representing Units and Non-Self-Representing Units. Each will be briefly
described below. Non-Self-Representing Units are those units which lie
outside Census Metropolitan Areas and other cities over 15,000 population,
where it is considered impractical to draw a sample
due to the time and cost factors involved in interviewing. Thus, a four-
stage sampling design is employed. At the first stage, the area 1is
divided into strata and then into primary sampling units (PSU). These
are then sampled, and those PSU's selected are said to ''represent' other
units which were not, hence the term 'mon-self-representing'. At the
second stage, the selected PSU's are divided into segments composed of
cne or more Census Enumeration Areas. At the third stage, the Census
Enumeration Areas are sampled, and those segments chosen are broken down
into clusters of four to five households. At the fourth stage, households

within clusters are selected. The Self-Representing Units are urban areas



with populations of 15,000 persons or more, or areas of unique or special

interest. The boundaries of these areas are the same as those used for
the metropolitan areas in the Census. In the larger cities (units), the
city is broken down into segments which, in turn, are sampled independ-
ently within each sub-unit. Households are then selected from each
chosen segment.

The basic design of the Labour Force Survey is such that the data
are self-weighting by province; however, due to the very large differences
in population size among the provinces, each province is sampled at a
different sampling ratio. In order to make inferences to the country as
a whole, then, it is necessary to weight each case by the inverse of the
provincial sampling ratio. Statistics Canada also uses three other
weights in order to arrive at an overall weight for the cases in the
sample. The second weight is a ''balancing for non-response' weight, and
is calculated using '"balancing units'", which are urban or rural pcrtions
of primary sampling units or sub-units (compact areas of about 15,000)
within self-representing units. The third and fcurth weights are the
""urban-rural factor" and the 'age-sex factor', the computations of which
are complex and will not be described in detail here. Basically, sample
proportions are compared with census population estimates in order to
create correction factors for ''population slippage', which refers to
changes in the population occurring since the basic design of the sample
was established. The final weight placed on each record is the product

of the above four weights.3

Field Procedure

The CMS survey instrument was dropped off at the time of the July, 1973
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Labour Force survey interview and picked up later in the week by the
enumerator. At the time of the drop-off, all those eligible for the CMS
survey (18 or over and not a full-time student) were left a questionnaire
to complete. At a prearranged time, the enumerator called back to pick
up the questionnaire. Up to three call-backs were made, except in remote
areas (where a stamped return envelope was left with the respondent).
Also,if the family was not found at home, copies of the instrument and a
stamped return envelope were left for all family members.

It is particularly fortunate for this research that Statistics
Canada also made available the LFS data on respondents who had answered
the CMS questionnaire. This results in additional data on respondents,
such as a variety of 1973 labour force characteristics, including =smployment
class of worker, full- or part-time work, and the occupational 2-digit Major

group and industrial classification of the job held by the respondent.

The "Gainfully Employed"

In this dissertaticn, an attempt is made to inciude all men and
women employed outside the home--not just those with uninterrupted
careers who work full-time (see, for example, Boyd and Humphreys, 1879).
The basic reason for this is that the overall difference between the
sexes in their earnings may have importantly to do with prior differences
between them in their career patterns, and whether they are employed full-
or part-time--points which are stressed in the segmented economy litera-
ure. No assessment of the gender earnings differential in the context
of a segmented economy model, then, would be complete without a thorough-

going analysis of gender differences in patterns of employment.
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In the CMS there are 23,049 women and 21,820 men, for a total
sample of 44,869, although many of these women and men are not employed
in paid labour outside the home. Since this dissertation is about dis-
parities between the sexes in paid labour, it is necessary to eliminate
from the analysis those women and men who do not work for wages or
salaries. Thus, a subset of the sample, called here the 'gainfully
employed", is selected for analysis, including only those who report
either a job in the reference week (as reported in the LFS), a present
occupation, or income from employment in 1972. This selection results
in a sample which contains 49.7 per cent of the females and 89.4 per
cent of the males, for a total of 30,945 gainfully employed respondents.

Unfortunately, it is not possible to use all those '"gainfully
employed" in the analysis of the determinants of earnings which is at the
centre of this dissertation, as the questionnaire was mistakenly designed
with improper ''skip patterns', such that all those who had never had a
full-time job or who had experienced a ''single periecd of one year or more
when you were not working for pay or profit'' and returned part-timé

were skipped past the question on present occupation in the CMS

(see groups 2, 4 and 6 in Table 4-1). Furthermore, a number of respond-
ents, although employed in 1973 in the reference week, were not employed
in 1972 and gave no income from employment for that year (see groups S
and 6 in Table 4-1). It is also necessary to include in the analysis of
earnings determination a measure of economic sector location, and this
is only available for those respondents who were employed in the refer-
ence week, as our measure of sectoral location is based on the question

on industry of employment which was asked in the LFS (see group 3 in



TABLE: 4-1

The Sample of the Gainfully Employed by Type of Information Available

DATA AVAILABILITY WOMEN MEN
Occupation  Present
Income & Industry Occupation o _
Group in 1972 From LFS From CMS  Number Per cent Number Per Cent
1 Present Present Present 5,993 52.40 14,528 74.51
2 Present Present Absent* 1,069 9.34 1,717 8.81
3 Present Absent Present 1,544  13.49 493 2.53
4 Present Absent Absent* 1,011 8.83 271 1.39
5 Absent Present Present 805 7.03 1,427 7«32
6 Absent Present Absent* 1,025 8.95 1,062 5.45
Total 11,447 19,498

* Due to improper skip patterns.

** Per cent of gainfully employed.
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Table 4-1). As a result, the analysis of the determinants of earnings
presented below is limited to those who reported an income in 1972, who
were also in the labour force in 1973 and who reported an occupation and
industrial location for that year--that is, those groups 1 and 2 in Table
4-1.

There is a further problem related to using those persons in
group 2 in the earnings determination analysis. These respondents (9.34
per cent of the women and 8.81 per cent of the men) reported no present
occupation in the CMS, due primarily to the improper skip patterns out-
lined above. It seemed imperative, however, that this group be salvaged
for analysis, as it contains those persons whom the theory predicts will
be located in the secondary labour market in the peripheral sector of
the economy. To salvage them, it is necessary to arrive at some measure
of their current occupational status, and the attempt to do so is present-
ed later in this chapter.

Missing Data

It is argued here that it is necessary to keep all those who are
employed in the labour force in the analysis of earnings differentials
between the sexes. Most researchers, especially those with large samples,
Tun their analyses using a listwise deletion of cases, eliminating all
those respondents who have missing values on any of the variables of int-
erest. While this technique has a number of advantages, there are also
certain disadvantages attached to it, not the least of which is that the
presence of non-trivial amounts of missing data could mean that the
sample of cases created through listwise dzletion is not representative

of the larger sample of which it is a part. Consequentiy, it may not be
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possible to make inferences about the population based on sample data
when listwise solutions are run.

The use of listwise deletion is problematic for the CMS data, as
there are very high rates of non-response for part-time workers on critic-
al questions. Boyd and Humphreys (1979:20) point out, for example, that
'""the rates of non-response to the current occupational question in the
Canadian National Mobility survey for full-time and part-time workers were
12.7 and 20.6 per cent respectively for native-born males age 25-64 and
20.C and 42.0 per cent for females respectively’. To include only those
persons in the labour force with no missing data (as in a listwise dele-
tion) could severely bias any results obtained.

What, then might be the best solution to the problem of missing
data in the present analysis? Kim and Curry (1977) comparz the relative
advantages and disadvantages of a number of alternative procedures for
handling the problem of missing data in multivariate analysis, and the
logic of their arguments will be applied tc arrive at some solution to
the problem of missing data here. There are basically three approaches
to handling missing data; listwise deletion, pairwise deletion and re-
placing missing values with some estimate from available information.

Of these, listwise and pairwise deletion are the simplest. In pairwise
deletion, when a value is missing, that case is eliminated from calcu-
lations involving that variable only. Whereas, in listwise deletion,
when a value is missing, that case is eliminated from calculations invol-
ving all variables. The basic problem with listwise deletion originates
in the relatively greater loss of data as compared with what happens

with the other twoc methods, whereas pairwise deletion gives rise to
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potential problems of inconsistency in the correlation and covariance
matrices in multivariate anazlyses (Kim and Curry, 1977:216).

If listwise deletion can be ruled out as an adequate means of
handling missing information, what, then, about pairwise deletion as a
useful procedure for handliing the problem of missing data? Kim and Curry
suggest that pairwise deletion with a large data set with medium-sized
correlations and random missing valuesneed not bias the results, and is
clearly the preferred method of handling missing data (p. 227). The data
set clearly meet the first two criteria (i.e., large data set, medium-
sized correlations) and, if it could be shown that the missing data are
randomly distributed, then the pairwise procedure for handling missing
data might be an adequate solution to the probtlem here.

Is the pattern of missing data in the CMS random? Cchen and
Cohen (1975) suggest that it is convenient to represent the existence of
missing data with dummy indicator variables (that is, for each variable
create a bivariate code, present-absent). Using these, there are two
tests for random missing data that can be made. The first, and less
critical of the two, involves an examinaticn of the correlation matrix
for the set of missing-data indicator variables, which serves as a way of
ascertaining whether there is any unusual clustering between missing
values for pairs of variables. Corresliations between any two present-
absent dummy variables may indicate non-random missing data and, as can
be seen in Table 4-2, there is a clustering of missing values between
first and present occupation, and between each of these two variables and
years in the labour force. This is not surprising, as all three variables

were skipped if a respondent had never worked full-time in the labour
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Correlation Matrix of Dichotomous Missing Indicator Variables**

Present
Occupation

First
Occupation

Heours Worked
Per Week

Weeks Worked
Per Year

Years in the
Labour Force

Education

7 Marital Status

8 Career

Interruptions

2 3

.612*  ,091

1.000 113

1.000

N = 2,162

+376%

.000

.459%

. 530%

.073

+J29

1.000

Denotes non-trivial clustering of missing values.

Based on a 10 per cent sample of the Gainfully Employed.

+093

.119

.002

.020
.000

.169
-.008
1.000

152

.069

: 075

.080

.142
115
.109

1.000
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force. There is also clustering of missing values between weeks worked
per year and hours worked per year, as persons who had not worked any
weeks in 1972 were instructed not to answer the question on hours worked
per week. Thus, the first test shows possible clustering among missing
values of the independent variables.

The second, and more important, test of the randomness of ﬁiss-
ing values involves regressing the dependent variable, income, on each
of the independent variables (each dummied with respect to present-absent).
In this test, the regression coefficient indicates the magnitude of the
difference in income i1 ~ those with and without data on the independent
variable missing, anc + F-ratio can be used tc test for the signific-
ance of this differen 2. Table 4-3 shows that there is a pattern of
missing data bztween income and first and present occupation, years in
the labour force and career interruptions (based on a strict criterion
of significance of .001)'4

Kim and Curry (1977:222) suggest that, if the pattern of missing
data does not deviate significantly from the random model, the easiest
options to consider are listwise and pairwise deletion of missing data
(see also Donner, 1982). However, it has been shown that the missing
data in the CMS violate the assumption of randomness, so that the third
procedure suggested by Kim and Curry--the replacement of missing informa-
tion with an estimate of its true value--should be considered. The
simplest example of this technique is when the (arithmetic) mean value
for a variable is used in place of a missing value on that variable.
This will have the general effect of reducing the variances of variables

treated this way and, typically, of reducing their correlations with one
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Regression of Income on Selected Dummy Data Indicator Variables

on a Ten Per Cent Sample of the Gainfully Employed *

Present Occupation

First Occupation

Weeks Worked

Years in the Labour Force
Education

Marital Status

Career Interruptions

Regression Significance

Coefficient _F Statistic Level
1881.868 58.319 .000
1144.110 16.498 .000
1417.539 8.769 .003
1582.399 32.967 .000
1316.534 2.441 119
701.977 .349 +555
1421.219 15.261 .000

* This was done using single variable regression
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another and with other variables.

Table 4-4 presents correlation coefficients for income with a
number of variables important to this study under three different proced-
ures for handling missing data. Where the correlation between missing
values is small, differences in the correlations, especially between the
pairwise and substitution of means solutions are minimal. Where the
correlation between missing values is greater than,16, substitution of
means results in a somewhat greater reduction in the correlation coeffi-
cient. In general, the listwise correlations differ substantially from
the other two, as a consequence of the clustering of missing data caused
by the improper skip patterns previously discussed.

As a solution to the problem of missing data in this data set,
based on the prior analysis, three things are suggested. First, missing
values will be replaced with means on those variables which 1) do not
appear to cluster on missing values, 2) do not show substantial income
differences between present-absent cases and 3) do not have more than
about five per cent of the cases missing. Second, for those variables,
such as first and present occupation and years in the labour force, which
have more than five per cent of cases missing, show clustering of missing
values and have income differsnces between those with codes present and
absent, means will not be used to replace missing values, but rather
nissing values will be replaced with estimates based on related informa-
tion in the data set. These solutions will bes discussed in more detail
in the following sections of the chapter. Third, for those variables
which are to be entered into the regression equation as sets of dummy

variables (i.e., career interruptions), one of these variables will
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TABLE: 4-4

Correlation Coefficients of Income with Selected Independent Variables

Under Three Procedures for Handling Missing Values™*

Listwise Pairwise (N) Substitute Means

Correlation between Missing Values Large (i.e. >.16)

Present Occupation .482 .470 (1350) .433
First Occupation .3€0 .363 (1392) +352
Years Worked .134 117 (1389) + 117
Correlation between Missing Values Small (i.e. .16 or less)
Education .367 .360 (1517) .360
Weeks Worked Per Year «355 .393 (1536) +392
Hours Worked Per Week .128 .156 (15398) .156
Career Interruptions <131 .188 (1449) .184
(1213) (1336)

* Based on the 10 per cent sample of the Gainfully Employed.
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represent the category of missing information. For a complete descript-

ion of how missing values were handled for each variable see Appendix B.

Estimating Present Occupation for Those With Improper Skip Patterns

The measure of present occupational status used here (for reasons
to be discussed in a later chapter) is the Pineo, Porter, McRoberts'
scale (1977), which is a classification of the four-digit CCDO codes

(Canadian Classification and Dictionary of Occupations) intc sixteen

occupational status categories. This variable, which is taken from the
CMS, has many missing values, since those persons who had never worked
full-time or who had experienced a major career interruption in their
lives were instructed to skip past the present occupation question. This
meant that, in our sample of the gainfully employed (N=30,954), 6,154
persons did not provide information on their present occupaticn on the
CMS schedule. Of these, 4,839 did respond to occupation in the reference
week on the LFS, but the remaining 1,315 reported no occupational informa-
tion at all.

Is it possible to estimate a value for present occupation on the
CMS from information on occupation contained in the LFS? The answer is
"yes', but the problem with doing this is made difficult by the coding
of occupation in the LFS. Here, occupation in the reference week was
coded into both the 1961 and 1971 major groups of the Census and there
is no simple way to convert either of the major group codes into the
Pineo, Porter, McRoberts' scale.

The strategy employed to estimate missing values for present occu-
pation involves a number of steps. First, using information from the

1961 and 1971 major census groups codes in the LFS, a 'mew' measure of
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occupation is created for all those with information on both present
occupation and occupation in the reference week. ''New' occupation is
divided into three occupational status categories--upperAwhite collar,
clerical-sales-service and craft-trades-manual (see Pineo, Porter,
McRoberts, 1977:95).5 Second, to determine how good this new three-
category measure of occupational status is, present occupation was re-
gressed on '"mew' occupation. The equation for males and females respect-
ively are: Y = 3.0486 + 2.8997 (X), Y = 2.4102 + 3.5789 (X) where Y is
present occupation and X is ''new' cccupation. The resulting correlation
is .61 for males and .69 for females (in a 10 per cent sample of the
gainfully employed). This indicates a moderate to fairly strong rela-
tionship between the two, and provides a basis for using these regression
equations to estimate the missing values for present occupation. Third,
a value of '"new' occupation is computed for all those respondents who
were improperly skipped past the question on present occupation cn the
CMS, using information from the 1961 and 1971 major census groups on the
LFS. This value on 'mew' occupation is then substituted into the regress-
ion equations presented above, as a means of estimating respondents'
scores for present occupation. Table 4-5 shows the frequency and percent-
age distribution of Pineo, Porter, McRobert scores with the substitution
of estimated values for missing information.

How good is the measure of present occupation with the substitu-
tion of values estimated from the regression esquation of present occupa-
ticn on 'mew' occupation? Table 4-6 shows the correlations between
education, income and present cccupation, with and without estimated miss-

ing values included. t can be seen that the correlations between
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Distribution of Present Occupation Including the Substitution of Values

Into Missing Categories, Males and Females*

Occupational Categories
for Present Job

Self Employed Professional
Self Employed Professionals
Hi-Level Management
Semi-Professions
Technicians

Missing Replaced

Middle Management
Supervisors

Foremen

Missing Replaced
Skilled-Clerical-Sales
Skilled-Crafts-Trade
Farmers

Missing Replaced
Semi-Skilled Crafts
Unskilled-Clerical-Sales
Semi-Skilled-Clerical-Sales
Unskilled Labourers

Farm Labourers

Total

Males Females
Frequency Per cent Frequency Per Cent
10 Wi 38 6.0
91 6.0 2 D
33 2.2 59 9.4
36 2.4 8 1.3
30 2.0 14 2.2
28 1.9 4 .6
37 2.4 41 6.5
80 5.2 1 w2
88 5.8 113 17.9
19 1.2 32 5.1
42 2.7 9 1.4
259 16.9 2 53
88 5.8 137 21.7
165 10.8 43 6.8
168 11.0 38 6.0
28 1.8 32 5.1
80 5.2 55 8.7
213 13.9 2 3
33 2.2
1529 100.0 630 100.0

* Based on 10 per cent sample of Gainfully Employed
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TABLE: 4-6

Correlations of Income and Education With Present Cccupation

With and Without Substitution for Missing Values, Males and Females*

Present Occupation

Males Females
Substitution for Substitution for
Missing Data Missing Data Missing Data Missing Data
Income -.448 2 -.443 -.534 -.534
Educzation -.504 -.476 -.487 -.482
N (Sample) 1316 1529 529 630

* Based on a 10 per cent sample of the Gainfully Employed

a . . . . 25
Present Occupation is scored with a low number representing high
status and a high number representing low status.



occupation and education and income are not especially affected with the
use of the more complete occupation variable. In conclusion, estimating
missing values on present occupation utilizing information from major
census categories of occupation, then, does not seriously compromise the
measure of present occupation, adds more detailed information than the
mere substitution of means for missing values and allows a retention of
that important subset of wage earners in our analysis that would be

sacrificed through the use of listwise deletion of missing values.

Estimating Missing Values on First Occupation

First occupation also suffers from non-random missing values due
tc improper skip instructions. The best estimate or "best guess' of
irst occupation might be the respondent's present occupation, with the
correlation coefficient between these two variables moderately strong at
.59 and .69 for males and females respectively. Therefore missing values
on first occupation are estimated by substituting the corresponding value

on present occupation.

Measuring Experience in the Labour Force

A major strength in the CMS data is the information available on
labour force experience. Most analyses of determinants of earnings have
been done employing data designed to study other areas of interest, which
have not contained direct measures of labour force experience. As a
result, in studying determinants of earnings, researchers have had to
rely on proxies of labour force experience in their analysis. Common
estimates of years in the labour force are, for example, ''age' or ''age

minus years of ccmpleted schooling minus a constant, 6" (see Featherman
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and Hauser, 1976:465). For men, these estimates of work experience
appear to be reasonable proxies for increments to human capital via on-
the-job training; their use for women, however, is much more problematic,
given the more frequent discontinuities in their labour force experience.
One solution to this problem is for investigators to study only those
women most like men in their labour force experiences, such as singie
women, thirty years of age or older (see Edgecombe Robb,1978:351).

The CMS data do not suffer from the exclusion of questions de-
signed to measure the labour market experiences of men and women directly.
Respondents were asked, "From the beginning of your first full-time job

til now, in how many years have you worked full-time for pay or profit?"
Further, there are a number of questions designed toc capture discontinu-
ities in the labour force experiences of women. The addition of these
questions helps make the CMS data the ''best'' available to study earnings
inequalities between the sexes in Canada.

There are a number of labour force experience variables emplioyed
in the data analysis. The first is, of course, the number of years worked
for pay or profit. As noted earlier, about ten per cent of the respond-
ents had missing values on number of years of work for pay or profit
(also called years of experience). Rather than assigning all missing
cases to the mean, years of experience is estimated separately for males
and females, using the equation age minus years of education minus 5 (see
Featherman and Hauser, 1976). For those with no full-time work experience
a value of zero is assigned to years in the labour force. This method
reduced the amount of missing data substantially on this variable. For

example, for males, the number of missing cases is reduced from 1401 to
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250, and these few were then dropped from the analysis.

The relationship of experience to earnings is not a linear one,7
but rather curvilinear, such that the rate of monetary returns to ex-
perience begins to diminish after a certain number of years in the labour
force (Featherman and Hauser, 1976; Mincer, 1974). This decreasing rate
of return to experience is measured in the analysis by the term (years in
the labour force) squared.

That women have very different labour force experiences than men
is clearly shown in the data. In the sample of '"gainfully employed",
76.8 per cent of men report uninterrupted career lines (defined as one
year or more not working after first full-time job), while this was true
of only 47.4 per cent of women. Further, while 67.9 per cent of males
had never experienced a period of three months or more of not working
since the beginning of their first job, this was true of only 45 per cent
of females. Even more striking is the fact that, while the mean number
of periods of not working for three months or more for men is 1.67, the
mean for women is 3.59.

An attempt is made to measure the impact of career interruption
on earnings determination. Utilizing a series of questions on the year
the period of unemployment began and ended (see Questions 11 to 14 in
Appendix D for specific recoding instructions), a third experience vari-
able is constructed which measures the length of time in the labcur force
since the last major career interruption cccurred, and which separates
cut those who never worked full-time or never returned full-time to the
labour force. Table 4-7 presents a percentage distribution of this

'""measure of the impact of career interruptions'.
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TABLE: 4-7

Percentage Distribution of Measure of Impact of Career Interruptions

of Gainfully Employed by Sex

Career Interruption Categories Males Females
1 Never out 79.2% 48.9%
2 Out, back 10 years or more 4.5 8.4
3 Out, back 5-10 years ago 1.4 6.0
4 Out, back 2-5 years ago 1.4 6.2
5 Out, back less than 2 years ago 2.5 8.0
6 Never returned full-time 2:3 10.4
7 Never worked full-time 8.8 12.2
Missing 1153 824

N 19497 11457
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Measuring Unionization

There are two major reasons for including a measure of unioniza-
tion in the data analysis. First, unionized workers earn more on the
average than non-unionized workers do, and women have a much lower rate
of unionization in Canada than men do, so that it could be argued that
one possible source of the wage disparity between the sexes is their
differential rates of unionization. Second, as argued in the previous
chapter, one source of the marked differences in average earnings across
the economic sectors of production are the differential rates of unioni-
zation among the sectors. To date, there has been no sociological
study of the determinants of earnings in Canada that includes a consider-
ation of the effect of unionization on the earnings of males and females.

An attempt is made in this dissertation to include a measure of
unionization in the model of earnings determination. Neither the LFS nor
the CMS included 'a question on union membership and, therefore, it is
necessary to develop some measure of unionization based on external scur-
ces of information. It was possible to obtain union membership figures
by three-digit Standard Industrial Classification codes {(SIC) compiled
by the Labour Data Branch of Labour Canada. The basic data on national
and international unions and their locals or branches are obtained by

tatistics Canada through the operation of the Corporation and Labour
Unions Returns Act,8 and then made available to Labour Canada through

a co-operative arrangement. The data used here were collected in 197
from unions on the extent of their membership in 1973, and were aggrega-
ted into three-digit SIC codes by Labour Canada.

To arrive at the rate of unionization fer each three-digit SIC,
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the number of unionized workers is divided by the total number of employees
per three-digit SIC according to the 1971 Census of Canada. These per-
centage values were then grouped into quartiles, reflecting the degree of
unionization ranging from very low, low, medium-high to very high, as
Statistics Canada was unwilling to provide more detailed information ,

(the per cent unionized for each 3-digit SIC).

In the request to Statistics Canada to recode the three-digit SIC codes

collected in the LFS into fifteen new industry codes (to be discussed in

detail in Chapter five),it was also requested that each new industry code

be subdivided into four categories, reflecting the proportion of three-

digit SIC within that industry group having very low, low, medium-high

and very high levels of unionization. It was then possible to construct

a series of dummy variables representing degrees of unionization. Table

4-8 shows the resulting breakdown of industry by level of unionization

for males and females.



Industry

Agriculture, Forestry
and Fishing

Mines, Quarries and
0il Wells

Manufacturing Very
Concentrated

Manufacturing Medium
High Concentration

Manufacturing Medium
Low Concentration

Manufacturing Low
Concentration

Ceonstruction
Public Utilities
Private Utilities
Wholeszle Trade
Retail Trade

Finance Insurance
and Real Estate

Government Regulated
Servicsas

Private Services

Public Administration

Total N

TABLE: 4-8

a
Industry by Level of Unionization, Males and Females

&9

Unionizaticn
Very Low Low High Very High Total N

] £ z £ = £ r £ 'z £
82.5% 98.5% 17.5 1.5% 0.0% 0.0% 0.0% 0.0% 1615 259
4.9 21.7 23.1 35.3 46.4 36.0 15.5 6.9 396 21

7.0 24.0 22.4 29.1 37.1 27.8 33.5 19.1 1044 154

7.9 9.5 33.6 45.5 44,5 37.1 14.2 8.0 1529 538

6.4 10.5 39.5 64.2 15.4 8.4 358.7 16.9 1097 317
12.5 9.8 50.9 35.2 36.0 54.7 .6 i3 1191 535
16.8 13.3 0.0 0. 83.2 86.7 0.0 0.0 1918 96
11.3 oD 1.6 1.3 42.4 68.6 44,7 29.6 1296 327
17.5 22.2 53.5 29.5 19.4 42.2 9.6 ml 895 103
100.0 6.1 0.0 0.0 .0 .0 0.0 0.0 1124 290
79.9 80.2 20.1 19.8 .0 .0 2.0 0.0 1757 1296
100.0 100.0 0.0 0.0 0.0 0.0 0.0 2.0 572 763
28.7 24.5 24.9 46.1 46.4 29.4 0.0 2.0 1156 1288
100.0 100.0 0.0 c.0 0. 6.0 0.0 0.0 1613 1889

7.1 10.0 .0 .0 66.3 51.3 26.5 38.7 1483 489
7576 4787 3306 1202 5699 1755 2122 421

%Source: 1973 CMS data
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FCOTNOTES

Much of the information outlined here is based on an unpublished paper
by Monica Boyd and Hugh McRoberts, entitled ''Design of the 1973
Canadian National Mobility Study on Occupational and Educational Change
in a Generation'.

Additional information on the sample design can be found in the
publication Methodology: Canadian Labour Force Survey, D.B.S. 71-504:
1966.

This weight is used throughout the data analysis in order to make the
sample representative of the population of Canada.

A strict criterion of significance of .001 is used because of the large
sample size.

This 'new' measure of occupation is based on a combination of the 1961
and 1971 major census groups in the LFS as a combination of the 1961
and 1971 Census unit groups makes an aggregation of the census major
groups into categories that more closely correspond to a similar
aggregation of the Pineo, Porter, McRoberts categories. For example,
by cross-tabulating the Pineo, Porter, McRoberts' scale and the two
major groups census categories, it became apparent that the ''service
occupations' best belonged with the craft and trade occupaticns.

This may have the consequence of decreasing the effect of present occu-
pation on earnings and increasing the effect of first occupation on
earnings.

The relationship of years of experience and earnings was found to be
significantly non-linear using an F test.

These figures underestimate the number unionized in each three-digit
SIC, as CALURA did not send questionnaires to small unions.



CHAPTER 5

CLASSIFYING ECONOMIC SECTORS

Introducticn

The present chapter will describe the development of a classifi-
cation of industries which is designed to reflect distinctions in the
sectors of production made in the segmented economy literature. This
industrial classification will allow estimates to be made of the degrees
of oligopoly/competition across industrial divisions, as well as a group-
ing of industries into three economic sectors--core, periphery and state.

The organization of the chapter is as follows. First, a number
of recent attempts to operationalize the concept of economic sector are
critically reviewed, and it is argued that none of these is adequate for
Canada. Second, a number of indices of oligopoly/competition are com-
pared, and the matter of the most appropriate unit of analysis for these
is discussed. Third, two recent attempts to measure oligopoly/competiticn
for the industrial divisions of the Canadian economy are presented, one of
which--Marfels (1976)--is used as a basis for the industrial classifica-
tion developed here. Fourth, since Marfels' measure is not sufficiently
detailed tc allow a division of industries into economic sectors, his
industrial classification is refined further. Fifth, the classification
of industries developed here is then presented and compared with earlier

ttempts to measure economic sector.

91
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Recent Attempts to Operationalize Economic Sector

There have been at least four recent attempts by sociologists in
the United States to operationalize the concept of economic sector
{(Bibb and Form, 1977; Beck, Horan and Tolbert, 1978; Tolbert, Horan and
Beck, 1980; Hodson, 1979). The earliest of these, by Bibb and Form,
grouped major Census industries into core and periphery sectors. To
allocate industries to sectors, Bibb and Form relied on verbal descript-
ions in the literature of the defining characteristics of the core an
periphery. To the core, they assigned durable goods manufacturing,
mining, construction, transportation, public utilities and government.
Tb the periphery, they assigned services, wholesale and retail trade and
finance. Selected nondurable goods manufacturing were classified in the
core or the periphery on the basis of Averitt's five-factor classifica-
tion of manufacturing industries (Averitt, 1968).1 Beck, et al. also
present a two-way classification of economic sectors but base it on
Bluestone, et al.'s (1973)2 analysis of the distinction between the core
and periphery sectors. For Beck, et al., core industries are those which
exhibit high levels of capital intensity, strong unionization, large
assets, high profit margins, product diversification and market concentra-
tion, while periphery industries are labour intensive and not highly
unicnized, with few assets, seasonal and other variations in product
supply and demand, and small firm size. Accordingly, mining, construction,
some durable and nondurable manufacturing, transportation, communications,
utilities, wholesale trade, finance, professicnal services and public
administration industries are alliocated to the core, while agriculture,

portions of durable and nondurable manufacturing, retail trade, business



0
(2]

and repair, and personal and entertainment services are allocated to the

periphery (p.709). There is a good deal of consensus between Bibb and

Form and Beck, et al. on the allocation of industries to sectors; however

there are a number of important disagreements between them. Beck, et al.,

for example, placed wholesale trade, finance and professional industries
in the core, while Bibb and Form located these in the periphery.

In a later study, Tolbert, et al. (1980) attempted to produce an
empirically-grounded classification of economic sectors. Three categories
of indicators were used:

1. measures of oligopoly in an industry, such as market concentration
and economic scale, including assets, receipts and number of workers;

2. measures of oligopolistic behaviour in the product market, such as
levels of advertising expenditures, political contributions and
profits;

3. measures of oligopolistic behaviour in the labour market, such as the
size of the administrative work force, unionization, wages, fringe
benefits and short- and long-run job stability (Tolbert, et al.,
1980:11).

These authors aggregated three-digit Standard Industrial Classification

codes (SIC) to produce a set of 55 industries. Professional and public

administration industries were omitted from the analysis due to the
absence of information on many of the indlcators.

Arguing that dual eccnomy thecrists expect that there is a common
dimension underlying this set of indicators, Tolbert, et al. factor
analyzed the data. The factor solution for 17 variables produced an

oblique (promax) solution with twe factors, accounting for 72.0 per cent
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of the variance, with the first factor dominated by the econcmic scale
and product market variables and the second by market concentration.
Since the two factors were correlated at .40 and a number of the variabies
were weighted on both of them, the authors concluded this was not a satis-
factory solution. A second factor solution was sought using a reduced
set of variables, in which redundant variables were eliminated by select-
ing single variables to represent clusters of highly intercorrelated ones.
This solution was unidimensional, as ''industries with large values on the
economic concentration and scale variables exhibited characteristics
associated with product and labour market power as well'" (Tolbert, et al.,
1980:1105).Factor scores computed from this solution yielded a measure of
the level of competition/oligopoly in the various industries. The authors
categorized the top half of the continuum as core and the bottom half as
periphery. The public administration and professional services industries
were then assigned factor weights based on their standardized median in-
comes and assigned to the core sectcr on grounds that their structure
effectively insulates them from competition (p.16). Tolbert and his
colleagues then attempted to demonstrate the validity of their index as
both a continuous and a dichotomous variable in a simple model of indiv-
idual earnings determinatien.

The research of Tolbert, et al. has been described at some
length, as serious issue can be taken with the strategy used to build an
index of competition/oligopoly. At issue is the use of both measures of
the '"capacity for oligopoly in an industry', on the one hand, and 'meas-
ures of oligopolistic behaviour in the industrial labour market', on the

other. To combine these two sets in one construct can be seen to
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confound the idea of economic sectors with that of labour market segment-
ation (a distinction that the authors themselves make in an earlier paper;
see Beck, et al., 1978:p.706). As Tolbert, et al. note, dual economy
theorists argue that internal labour markets are a '"direct offspring of
the consolidation of monopoly capitalist power and the consequent imposit-
ion of bureaucratic control' (Edwards, 1975:21). 1If one is concerned to
study the characteristics of labour markets (the process of earnings
determination being one of these) which are viewed as consequences of
the social and economic organization of production within economic
sectors, however, one cannot define economic sectors using information cn
labour market characteristics. Specifically, it seems questionable to
define an economic sector partly by the average level of wages within it
and then to investigate the hypothesis that wages vary across industrial
sectors (see Tolbert, et al., 1980; Beck, et al., 1978). t may be that
all they have found is that higher paying industries pay higher wages.
Hodson and Kaufman's (1981) recent critique makes a similar point and Tolbert,
et al.'s (1982) response seems a weak reply. They argue that the inclusion
of median personal annual income, job tenure, and frequency of terminaticns
create '"'circularity' in the definition of labour market segmentation.
They write:

It is somewhat surprising and unfortunate, then, that

Tolbert, et al. contaminate their operationalization of

economic segmentation with measures of key labour market

outcomes. That is, included in the indicators that they

use to define sectors are measures of important labour

market outcomes which should be considered only as depend-

ent variables. Their inclusion of median personal annual

income, job tenure and frequency of job termination in

the definition of economic segmentation renders the

resuiting operationization unusable for the testing of

hypotheses concerning labour market cutccmes (e.g., wages
and job stability) (1981:882)
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Hodson (1979) followed O'Connor's (1973) conceptalization of
the economy as three sectors of production; two private capital sectors,
the '"monopoly' and the ''competitive'", and a third, public sector, the
"state'. The monopoly sector, according to Hodson, is defined by large,
centralized capital and characterized by monopoly pricing, high union-
ization rates, technological progressiveness and high productivity. The
competitive sector is defined by small, decentralized capital and charact-
erized by wage and price competition, lack of unionization, labour inten-
sive production and low productivity. The state sector is defined as
public administration (federal, state and local), state-contracted pro-
duction, plus all gas and electric utilities, and the ordnance industry.
State workers, Hodson argues, are highly organized, although they often
lack basic rights of unionization, such as the right to strike, which is
guaranteed to private sector workers (p. 432).

Hodson classified U.S. industries into sectors using data for
three-digit 196C Standard Industry Classification titles. Information on
the size of capital, economic centralization and state contracting was
collected for each title. Quantitative cut-off points were then chosen
for each indicator, such that 'industries we know to be dominated by
centralized and concentrated capital' were separated 'from industries we
know to be dominated by decentralized and unconcentrated capital™ (1579:
443). Finally, each industry was placed in one sector or another on the
basis of its overall set of ratings.

Of the 150 industrial titles Hodson used, 131 could be allocated
unambiguously. The placement of the remaining 19 was less clear, so

Hodson assigned them tc the sector where he felt they belonged. So, for
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example, financial industries, including banking, credit, insurance and
real estate, were placed in the monopoly sector, and textile mills in the
competitive sector. Agriculture was excluded altogether from the analysis
while construction was analyzed separately from the others (p.444).

The above studies have all employed U.S. data. Canada, however,
has an economy which differs in some important respects from those of the

United States and other industrial countries (see the Report of the Royal

Commission on Corporate Concentration in Canada, 1978:3-4), so that a

classification of industries to economic sectors developed for the U.S.
may not be appropriate for this country. For example, financial institu-
tions, such as banks, clearly fall in the core sector in Canada, while
this is not obviously true in the U.S. (but see Hodson).

In Canada, there has been at least one attempt to classify indust-
ries into economic sectors. Humphreys, in an Appendix to Boyd and
Humphreys (1979), used aggregate statistics on market concentration of
Canadian industries released by the Royal Commissicn on Corporate Con-
centration (see Marfels, 1976:80) to group industries into core or
periphery sectors, and then to separate the state from the core. Based
on these data, Humphreys described the core sector in Canada as composed
of utilities, transportation and communication, finance, insurance and
real estate, mining, public administration and the more highly concentra-
ted manufacturing industries. She described the periphery sector as
composed of trade, construction, personal, business and community services,
agriculture, forestry and fishing and the less highliy concentrated indust-
ries. To the state, Humphreys assigned public administration (federal,

provincial and local administrations), the military, the domestic police
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force, the judiciary, education and health and welfare services.

The source used by Humphreys to classify industries to sectors of
production--Marfels (1976)--uses special tabulations from Statistics
Canada to present measures of concentration for eight industrial divis-
ions of the Canadian economy, along with concentration statistics for
the twenty major manufacturing industrial groups. Thus, it permits the
classification of industries to sectors of production on the basis of a
quantitative estimate of the level of concentration in each industrial
division, as well as a further classification of manufacturing industries
to core and periphery sectors on the basis of product market concentra-
tion. As a source for classifying industries to sectors, however, it can
be faulted on a number of counts. First, it does not differentiate public
from private industries within each of the divisions. Second, within the
twenty major manufacturing groups, there is great variation in the level
of concentration in the minor groups, so that any classification of
manufacturing major groups to sectors contains substantial errors.3

Humphreys" classification of industrial sectors appears basically
sound, but she lacks the data adequately to assign respondents to the
industries distinguished by Marfels. She attempts to assign respondents

from the CMS using the Blishen-McRoberts (1975) scale, a version of the

two-digit SIC codes and Canadian Classification and Dictionary of
Occupations codes to locatevrespondents in the core or periphery sector.
Boyd and Humphreys (1579) then proceed to use both this measure of
economic sector and the Blishen-McRoberts measure of occupational status
in a model of the income attainments of the full-time, native-born labour

force.
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Humphreys' attempt to assign respondents in the CMS to economic
sectors, although perhaps the best she could do with the data at hand, is
a very crude attempt to delineate sectors of production. She, herself,
labels it an "Industrial Labour Market Classification for Canada" which,
ironically, points to the confusion in her classification scheme, whereby
industry and occupation have been confounded with one another. Economic
sectors do have different occupational distributions (see Hodscn, 1979
and Chapter 6 of this dissertation), but labour market characteristics,
such as occupational distributions, are probably better seen as outcomes
of the sectoral structure than as defining features of it (Beck, Horan,
Tolbert, 1978:706; Hodson and Kaufman, 1981:882; Edwards, et al. 1975:4).

Recently, researchers working with the segmented economy model
have been critical of the assumption of '"unidimensionality' in the economic
structure (see, for example, Kalleberg, Wallace and Althauser, 1981;
Wallace and Kalleberg, 1981; Hodson and XKaufman, 1982). They argue that
the various components of a segmented economy do not cluster together
sufficiently well to be conceptualized as one factor or dimension of
economic structure which can be rendered into a single dichotomy of core
vs. periphery. Wallace and Kalleberg (1981), for example, examine three
dichotomous measures (Beck, et al., 1978; Bibb and Form, 1977; Hedson,
1978) and Tolbert, et al.'s (1980) continuous measure of the dual economy,
all of which assume that the dual economy can be represented in a single
dimension. They find that each measure is only moderately correlated
with the others. They then examine the relationships between each of
these dual economy measures and sets of economic organizaticn and labcur

market variables. They find that,while all four measures appear to tap
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corporate concentration and, with the exception of Tolbert, et al.'s
index, the role of the state as a purchaser of goods, they actually
appear to tap very different aspects of the dual economy. Wallace and
Kalleberg write, '"the definitions of both Beck, et al. and Tolbert, EE_EL'
are heavily influenced by some of the labour market variables, especially
training and work experience. Bibb-Form reflects earnings, sexual
divisions in the labocur market, and the impact of unions. Hodson's
definition shows a positive effect of job stability and a negative impact
of union" (1981:105). Also, Kalleberg, et al. (1981) find that concentra-
tion, state intervention, and establishment size all have net positive
effects on income, so that the relationship between dual economy and
income inequality beccmes difficult to interpret when a unidimensional
measure of the industrial structure is employed. Evidence is teginning
to emerge, then, which suggests that economic segmentation is multi-
dimensional, not unidimensional.

While the research of Oster (1979), Tolbert (1980) and Wallace and
Kalleberg (1981) can be seen to test the assumption of dual economy theory
that capitalist economies tend to bifurcate over time into core and peri-
phery sectors, the approach which they adopt, i.e., a factor analysis of
a set of indicators designed to capture the distinction between these
two sectors, provides, at best, only a very indirect test of this. Dual
economy theory is not primarily intended as an expianaticn of how it is
that certain variables implicated in the distinction btetween core and
periphery tend to converge or diverge historically and coalesce in
distinct clusters. Instead, dual =sconomy theory can be better seen as an

attempt to explain how it is that certain industries tend toc cluster
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together over time in what has been identified as the economic core,
while others tend to cluster in what has been described as the periphery.
If one is interested in examining the structure underlying a number of
indicators which describe aspects of a set of units, then a factor
analysis of the correlations between these indicators across these units
can be employed. If, however, the concern is to analyze how a number of

onits are structured relative toc one another in terms of a set of indica-

tors, then a factor analysis of the correlations between these units across

these indicators (or, perhaps, some variety of profile analysis) is more
in line with what the logic of the problem requires.

Unfortunately, the data and resources required to test for the
existence of the dual economy in Canada are not presently available, sc
that it is necessary to proceed on the basis of theoretical distinctions
drawn in the literature, rather than on the strength of empirical test.
If these distinctions can be shown to make a difference in terms of the
processes of income attainment for men and women, then this will give us
some confidence in their empirical reality and theoretical importance.
If, however, they appear to make no difference, then it will be necessary
to question the utility of making them in the first place. In this
section, we have presented a critical review of a number of attempts to
classify economic sectors. With the exception of Humphreys', these
classifications were developed for use in the U.S. The cne approach so
far developed for Canada has been found unsatisfactory for present pur-

poses and, consequently, it will be necessary to develop a new one.

Indices of Oligopoly/Competition

Economists in Canada have for many years studied oligopoly/
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competition in the market, and their research on industrial concentration
provides a benchmark to use in delineating economic sectors. A pioneer-

ing study by Rosenbluth (1957), entitled Concentration in Canadian Manu-

facturing Industries, utilized data from 1948. A later study, Concentra-

tion in the Manufacturing Industries of Canada, published by the Canadian

Department of Consumer and Corporate Affairs in 1971, employed data from
1965, and Statistics Canada has both expanded and kept this report up to

data biennially since 1972 (see, Statistics Canada, Industrial Organiza-

tion and Concentration in the Manufacturing Mining and Logging Industries,

1972, 1977). Most recently, Marfels (1976), in a report prepared for the
Royal Commission on Corporate Concentration, presents concentration data
based on special tabulations from Statistics Canada on all aggregate

industrial divisions. As well, Clement's (1975) study of The Canadian

Corporate Elite presents an alternative approach to those mentioned above

in assessing the degree of concentration of major industries.

Industrial concentration measures have frequently been used by
economists tb measure the extent to which an industry approximates com-
petition or monopoly conditions.

Concentration data on an industry-by-industry basis provide
an indication of competitive conditions in the many separate
markets within the economy of a country. Where an industry
consists of a number of firms such that no single one cr
single small group can exert a dominant influence on pricing,
then the structural basis for a reasonable competitive market
mechanism exists. On the other hand, where a small group of
firms, such as the largest four or the largest eight in the
industry, account for a dominant share of output, then the
possibility of modifications of the competitive process must
be taken into account. Of course, no single structural test
is conclusive in this regard. In particular instances such
factors as foreign trade, the existence of substitute products
from other industries and the relations among the dominant
firms would have to be considered as well. Nevertheless,
concentration measures do provide an extremely useful indica-
tor of the degree of competition in the economy. (Department
of Consumer and Corporate Affairs, 1971, page 2)
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The concept of concentration as it has been used in the literature is
associated with two measurable criteria: number and size distribution of
firms, or '"fewness'" and ''inequality''. These measures represent attempts
to assess the degree to which an industry is structurally competitive in

its product markets.

Measures of Industrial Concentration

There are a number of measures of concentration employed by econo-
mists, all of which display similar patterns, but with varying degrees of
emphasis on the importance of large firms in a firm size distribution.
Basically, these are of two types: summary measures and discrete
measures. Summary measures of concentration take all firms in an industry
into account and, in so doing, give weight to both small and large firms.
The most common measure of this sort is the H-index (Hirschman-Herfindahl
index), which is the sum of squares of the market shares of output re-
sources or some other criteria of each corporation. Other summary meas-
ures are the Rosenbluth index, the E-index and the Hovarth index (see
Marfels for a discussier of each and their computing formulae, page 4).

Discrete measures of concentration emphasize the importance of
the largest firms in an industry. The discrete measure considered here
is the concentration ratio, defined as ''the fraction of activity (output,
value added, employment, profits) or of the stock of productive resources
(assets) accounted for by a group of the largest firms' (Royal Commission
on Corporate Concentration, 1978:32). The group sizes most often used

are 4, 8, 20, 50 and 100, with the 4-firm the most common.

Problems with Concentration Ratios

There are a number of problems with concentration ratios which
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tend to bias them in one direction or another. As outlined in Marfels
(1976:7,8), these are: (1) The cumulation of market shares in a top firm
(e.g., 4 or 8) ratio disguises the dominant firms and can lead to misin-
terpretations in interindustry comparisons. Consider, for example, two
industries in which the top four firms account for 50 per cent of manu-
facturing shipments. In one, the largest firm may account for 40 per cent
of the value of shipments and the three remaining for 10 per cent, while,
in the second, each of the four may account for 12.5 per cent of the value
of shipments. (2) The nature of non-largest firms is ignored by the
concentration ratio. Thus, for example, when the largest four firms have
60 per cent of the value of shipments, there is no indication of whether
there are 10 or 100 firms left to share the remainder, whereas this may
be important for the competitiveness of an industry. (3) Concentration
ratios published by Statistics Canada exclude foreign trade imperts, and
assume that Canada is a closed economy. This has the effect of signi-
ficantly overstating concentration levels. (4) Published concentration
ratios refer to the national market as a whole and, thus, '"real' market
conditions are understated for industries with separate regional or,
even, local submarkets (Canada, Department of Consumer and Corporate
Affairs, 1971:40).

In summary, Marfels writes:

concentration levels are overstated to the extent that

(I) unincorporated businesses are omitted (II) exports

are included (sales concentration only) and (III) imports

are excluded (sales concentration only). On the other

hand, concentration levels are understated to the extent

that (I) corporations are on an unconsolidated basis and

are not combined to ownership complexes according to

majority control and (II) regional concentration could
not be taken into account. (1976:8)
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Nevertheless, he does conclude that:

despite the aforementioned deficiencies there can be no
doubt that concentration ratios represent a highly useful
device to assess market power. The case for concentration
ratios gains momentum from a pragmatic point of view when
merits and demerits of 'competing' summary measures of
concentration are taken into account. (1976:8)

The Choice of an Index

Economists commonly employ concentration ratios in their studies
of oligopoly/competition. These measures, along with the H-index, are
most readily available in published statistics. Beyond this, there
appears to be no index, either concentration ratio or summary measure,
that stands out as superior to the others. In choosing an index, then,
it is important to consider how much one's results might depend upon the
particular index involved. Rosenbluth (1955), in a series of comparisons
among several different concentration indices, concludes that ''the use of
any one of the indexes (considered here) results in substantially the same
ordering of observations as any of the others. Analytically, results that
rest on the ordering of observations will not greatly be affected by the

index used" (p. 69).

The Dimensions of Concentration Measurements

In the preceding section, some alternative concentration
measures, along with their strengths and weaknesses, have been discussed.
Equally important, however, are the problems concerning what Rosenbluth
(1955) has labeled the '"dimensions of measurement'. First, what is the
appropriate business unit for the measurement of concentration? The
establishment? The enterprise? Secondly, what degree of corporate con-

trol should define this unit of analysis? Unconsoliidated? Consolidated?
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Third, how should size be measured? By assets? By sales? By some other
variable? Traditionally, economists have sought to measure industrial
oligopoly in terms of the market power concentration in an industry.
Also, from the perspective of sectoral economy theory, the appropriate
unit of analysis is the industry, not the individual firm. As Tolbert,
et al. (1979) note:

Despite some variation in terminology, there is considerable

consistency in the dual economy literature regarding the

choice of industry as the appropriate unit of analysis.

Bluestone and colleagues (1973) discuss the sectoral dis-

tinction in terms of industries while Averitt (1978) focuses

on 'firms' which he defines in terms of the 'business organ-

ization of industries'. Shepard (1970:34) notes that

'market power is held by firms but it is exercised in markets,

'while Spilerman (1977:579n) suggests similarities in tech-

nology, organization and demand make industry the appro-

priate unit of analysis in the study of internal labour

markets'(1979:10).

The practice in Canada and in most countries is to collect and
tabulate industrial data on the tasis of the ''establishment'. An estab-
lishment is defined as, ''the smallest unit that is a separate operating
entity capable of reporting all elements of basic industrial statistics"
and 'the main purpose of using the establishment as a statistical unit is
to provide a unit small enough to permit a high degree of industrial dis-
aggregation of data into relatively homogeneous industry classes.....
while maintaining the capability of collecting all the essential elements
of industrial statistics without gaps or duplication for the economy as a
whole'" (Standard Industrial Classification Manual, Ottawa, 1970:9). Each
establishment may then be assigned to the industry of major activity for

purposes of classification. An establishment is usually closely equival-

ent to a factory, plant or mill, store, etc.
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Measures of eligopoly/competition differ from most other indust-
rial indices in using enterprises as the tabulating unit, while preserving
the establishment as the basic statistical unit from which these tabulat-
ing units are built up. ''That is, the data are presented for aggregations
of commonly controlled establishments and related units rather than fer
the basic statistical units themselves' (Statistics Canada, 1977:6). The
enterprise is a company or a family of companies which, as a result of
common ownership, is controlled or managed by the same interests. ''"The
presumption is that in this manner the data can be tabulated according to
meaningful decision-making entities, that is, the enterprises' (Statistics
Canada, 1977:6). Most enterprises are individual companies. However, in
some cases, companies in widely different industries are associated with
one another through commen management or contrcl. For example, the
Canadian Pacific group controls companies which include railways, steam-
ship lines, airlines, hotels and an investment company.

The enterprise or group of commonly controlled sstablishments can

be treated as two different types of tabulating units. As unconsolidated

enterprise data,

only the commonly controlled establishments that are coded
to this industry are granned into an enterprise. Therefore,
for example, in measuring concentration in the Siaughtering
and Meat Processor Industry, SIC 1011, the commonly owned
establishments of Canada Packers that are coded to the
Slaughtering and Meat Processing Industry are grouped into
an enterprise. The other establishments of the Canada
Packers enterprise that are coded to other industries are
treated as separate enterprises in the industries in which
they occur. Thus on this basis, Canada Packers, because it
operates establishments in several different industries, is
treated as a separate enterprise in each of the industries
in which it operates.

As consolidated enterprise data,
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the object is to study the complete enterprise and for this
purpose the value added of the enterprise is measured in
each of the...industries it operates in within the universe
under study and the whole of the enterprise is assigned to
the...industry that accounts for the largest proportion of
its value added. Therefore, on this basis following our
earlier example, all the establishments of the Canada
Packers enterprise within the universe under study are
assigned to the Slaughtering and Meat Processing Industry
since this is the industry that has the greatest proportion
of the value added of the enterprise. (Statistics Canada,
1977:8)

Economists tend to agree that the most appropriate type of tabu-

lating unit for concentration measures is the unconsolidated enterprise

(see for example, Rosenbluth, 1955:84; Marfels, 1976:13,91; McVey, 1979),
rather than one which would group all activities of a firm into the same
industry. Our interest in separating out industrial sectors is really in
the enterprise, and this is particularly true in oligopolistic industries,
where production is very large in scale and markets are normally naticnal
or international in scope. It is the conglomerates that represent the
size of the working capital pools, not the smaller establishments of which
they are composed.

Concentration measures are intended to represent the market struc-
ture in which the worker is employed, not necessarily a characteristic of
specific establishments. Thus, it is preferable to measure concentration
at the level of the establishment aggregated to the enterprise as the
basic tabulating unit. In fact, establishments and enterprises are in
most cases one and the same thing. Only four per cent of manufacturing
establishments in 1972 were multi-establishment enterprises, but the
importance of these to the manufacturing section is enormous; these four
per cent accounted for 54 per cent of the manufacturing value added

(see Marfels, 1976, Table 13). For purposes of describing market structure,
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it is preferable to employ establishments or corporations assigned to
industries on an unconsolidated basis, although this necessitates double
counting in some cases, as the enterprise may appear as a separate entity
in more than one industry, depending upon the classification of its estab-
lishments. Consolidated enterprises would appear in only the industry of
their major activity and so, are not appropriate to the study of specific
detailed industrial sectors, but more to the study of corporate control
(see Clement, 1975:398).

Although it has been argued that the enterprise is the better
tabulating unit for measures of industrial concentration, it is worth in-
guiring as to the relationship between levels of enterprise and establish-
ment concentration. In a given industry, establishment concentration is
generally lower than enterprise concentration, and can only equal it if
there are no multi-establishment enterprises in an industry. Beyond a
difference in level then, what is the relationship between them? Rosen-
bluth, using similar concepts--the plant and the firm--demonstrates that
the "ranking of industries by firm concentration index is very similar to
the ranking by plant concentration index. The Spearman correlation coef-
ficient for the two rankings is .947" (1955:85). More recently, Marfels
(1976) examined establishment and enterprise concentration data for 1972
in manufacturing, mining and logging. He finds that the Spearman rank
correlation for the rankings of the top 20 industries in each category
was .87. This reduced coefficient was, perhaps, partly due to the result
of a high rate of establishment top-4 ratios ''withheld" for reasons of

confidentiality (pp.129,130).
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Measures of Business Activity

Concentration statistics are calculated on various measures of
business activity. These include such activities as output, employment,
fixed assets, sales and value of shipments for manufacturing industries.
Each of these measures of business activity taps quite distinct aspects
of corporate power and, for this reason, each yields somewhat different
results. For example, sales or operating revenue are indicators which
measure the degree of control exercised by a particular corporaticn in an
industrial market. Thus, they give more weight as a measure of concentra-
tion to production-oriented companies. Assets measure corporate power in
terms of the '"resources' that a corporation has at its disposal and,
because of this, give more weight to finance-oriented companies. Used
comparatively, assets are more readily comparable across sectors than
sales (Clement, 1975:398). Given the separate dimensions tapped by
measures of concentration based on assets and those based con sales, some
composite measure may be preferable.

Rosenbluth analyzed the relationships among a set of concentration
indices based on various measures of business activity--output, assets and
employment. He found that:

in general concentration in terms of fixed assets exceeds

output concentration, which in turn exceeds employment

concentration, the ordering of industries by concentration

level is much the same, no matter which standard of size

is used, so that the results of cross-section analysis

based on one measure will also be applicable to the others.

(1955:92)

Ideally, in employing concentration mezsures to assess the level

of oligopoly/competition in an industrial sector, it would be desirable

to choose among the alternatives discussed for the optimum set of dimen-
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sions but, as Rosenbluth notes, ''the set of dimensions actually used will
depend only partly on what is most appropriate and very largely on the
stafistics that are available. In every empirical study of concentration
the investigator will have to substitute what he can for what he would
like' (1955:84).

In this section of the chapter, it has been demonstrated that the
several measures of concentration produce much the same ordering of in-
dustries. Furthermore, while economists agree that the most appropriate
type of tabulating unit for concentration measures is the unconsolidated
enterprise, concentration measures based on establishments produce similar
rankings of industries. Too, while assets and sales are typically the
measures of business activity used to calculate concentration statistics,
other measures of business activity also produce similar crderings of
industries by concentration level.

Ideally, it would be desirable to locate a source which publishes
a concentration ratio based on some composite of assets and sales for
enterprises assigned to all 3-digit SIC's on an unconsolidated basis as a
basis for operationalizing sectoral economy theory. Apparently, however,
no such data source exists. At the same time, there have been a number
of recent studies by economists of the degree of oligopoly/competition in

the marketplace, and these provide a basis for measuring economic sector.

Recent Studies on Industrizl Concentration

(a) Measures of Concentration to Access Oligcpoly/Competition for the
Industrial Divisions of the Canadian Economy

In a Technical Report to the Royal Commission on Corporate Con-

centration, Marfels (1976) examines concentration levels and trends in
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the Canadian economy for the years 1965 to 1973. In this report, he
presents financial statistics for corporations for each of nine industrial
divisions of the Canadian economy. Two measures of market structure--
concentration ratios and a measure of inequality among firms--are provided.
The measures of business activity used to construct these measures of
corporate size and concentration were "assets'" and '"sales'. These data
were obtained from special tabulations from the Financial, Taxation and
General Research Section of the Business Finance Division of Statistics
Canada.

The reporting and tabulating unit from which both the concentra-
tion ratios and the measures of inequality were constructed is the single
corporation filing a T2 tax return, aggregated tc industrial divisicn on
an unconsolidated basis.4 Thus, both measures include only the corporate
segment of the Canadian economy; they exclude unincorporated businesses,
such as proprietorship, partnership and self-employed persons (including
self-employed professionals). Marfels argues, however, that this incom-
pleteness in coverage of the business sector does not have a material
influence on the analysis of concentration levels. He demonstrates that
unincorporated businesses, although large in number, are relatively un-
important in terms of business activity (accounting for one to four per
cent of all business), with the exception of Agriculture/Forestry and
Fishing (51%) and, to a certain extent, Services (7.3%) (see Marfels,
1976:189). Even in these latter divisions though one can safely assume
that unincorporated businesses will not be represented in the larger size
classes. Marfels' concentration ratios based on corporate data can be

regarded as upper bounds to the true level of concentration in each



industrial division, as unincorporated businesses are omitted in the
denominator of the concentration ratio. Marfels contends that the
potential bias involved is not substantial, and may very well be offset
by biases in the opposite direction.

Marfels' measure of inequality in the size distribution of corpor-
ations within each industrial division is based on the Gini ratio of the
number of corporations with assets and sales in four size groups: under
one million(dollars per year), one to ten million, ten to 100 million and
1 billion and over. Overall, he finds that the size distribution of cor-
porations in Canada is lopsided, with a large number of small corporations
accounting for a comparatively minor fraction of assets and sales, and a
few large corporations controlling the majority of assetszand sales. The

Gini ratio for all corporations in 1973 is .7582 fcr asset inequality and
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.5067 for sales inequality. As illustrated in Table 5-1, corporation
varies substantially by industrial division and, according to Marfels’
suggested classification of levels of inequality (high, Gini ratio equals
0.7 and over; medium is 0.4 - 0.7; low is under 0.4), mining, manufacturing,
utilities and finance can be rated high; trade can be judged intermediate
and agriculture, forestry/fishing, constructicn and services can be rated
low in terms of asset inequality in the size distribution of firms. 1In
terms of sales inequality, mining, and utilities can be rated high; manu-
facturing and finance can be rated intermediate and agriculture, forestry,
fishing, construction and services can be rated low.

Marfels presents concentration ratios for the 4, 8, 20, 50 and

100 largest corporations by asset size and by corporate sales within each

of the industrial divisions of the Canadian economy in 1973. Again, he



TABLE: 5-1

Inequality in the Distribution of Assets and Sales as Measured by the Gini

Ratio for Various Divisions of the Canadian Economy by Asset

Size of Corporations, 1973

Division Assets Sales
Agriculture/Forestry/Fishing .1725 .1664
Mining .7981 .8205
Manufacturing .7020 .6282
Construction .3149 1977
Utilities .9131 7338
Trade .4086 .3763
Finance .8487 .6334
Services .3027 «1552
All Industries _ .7532 .50€7

Source: Marfels, 1976, pages 204, 20S.
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finds great variations in levels of concentration acress industrial
sectors (see Table 5-2). Using the following criteria:

(1) Top-4 concentration ratio (assets)

High: 25% and over
Medium: 15 to 25%
Low: under 15%

(2) Top-100 concentration ratio (assets)

High: 50% and over
Medium: 30 to 50%
Low: under 30%

(3) Inequality (assets, Gini ratios)

High: 0.7 and over
Medium: 0.4 to 0.7
Low: under 0.4

he finds that utilities, finance and mining are highly concentrated; manu-
facturing, trade and construction are moderately concentrated; and service,
agriculture, forestry and fishing are not very concentrated. This classi-
fication of industrial divisions at the extremes of the spectrum seems
straightforward, but Marfels has difficulty in classifying manufacturing
since, according to the inequality measure, it should be classed as highly
concentrated, whereas, according to the top-4 concentration ratio, it
should be classified as low. Moreover, the division based on the top-100
concentration ratio classifies it as moderately concentrated. He decides
to label it moderately concentrated, a solution which, given his choice of
alternatives, is perhaps the best possible. As previously mentioned,

at least for the manufacturing sector, this classification is not

unambiguous.
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TABLE: 5-2

Shares of Assets (A) and Sales (S) Accounted for by the 4, 8 and 100

Largest Corporations in Various Divisions of the Canadian

Economy Ordered by Divisional Assets, 1973

Top 4 Top 8 Top 100
Division A S A S A S
Agriculture, Forestry,

Fishing 6.8 3.3 8.4 4.5 22.6 21.6
Mining 20.4 17.4 29.6 31.7 77.7 81.0
Manufacturing 8.9 6.5 14.9 16.2 47.7 39.1
Construction 5.7 1.8 9.3 3.5 31.9 16.7
Utilities 39.2 26.0 54.5 36.1 89.5 167.53
Trade 10.4 6.3 15.4 12.7 36,0 32.5
Finance® 33.2 23.2 45.6  32.2 69.1 51.0
Services 4.6 3.0 7.6 5.1 29.3 15.3

a Excluding Credit Unions (SIC 716), Caisses Populaires (SIC 717), Foreign
Business Corp (SIC 765) and Insurance Carriers (SIC 771, 772, 775 and
776)

Source: Marrfels (1978:49). Based on Special Tabulations, Business
Finance Division, Statistics Canada, Ottawa (1976).
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(b) Concentration Levels and Trends in Canadian Manufacturing Industries

Concentration statistics for manufacturing, mining and forestry
industries are available on a disaggregated basis. Statistics Canada
biennially publishes complete concentration data based on the Census of
Manufactures for the manufacturing, mining and forestry division for both
establishments and enterprises assigned to 4-digit (SIC) titles on an un-
consolidated basis. These data are expressed in terms of value-of-
shipment concentration ratios for the 4, 8, 12, 17, 20 and 50 largest
establishments or enterprises, and there are also related ratics for
various cther measures of business activity (including value added, employ-
ment, etc.) and the Hirschman-Herfindahl index (H-index). The top-4 and
8 ratios are missing for a number of industries because of confidentiality
rules; the H-index, as a summary measure, is unaffected by confidentiality
rules and, thus, covers the complete population.

Marfels (1976) uses the 1972 data to examine concentration levels
for all major manufacturing industries (n=20). He selects the top-4 value-
of-shipment concentration ratio as the reference measure for both establish-
ments and enterprises assigned to major manufacturing industries on an
unconsolidated basis. He then classifies major groups of manufacturing
industries into high, medium and low concentration categories, employing
the following criteria:

(1) High: top-4 enterprise ratio of 60 per cent or more
(2) Medium: top-4 enterprise ratic of 30 to 59 per cent

(3) Low: top-4 enterprise ratio of less than 30 per cent
According to this classification, 33.5 per cent of manufacturing indust-

ries fell into the high concentration category, 43.9 per cent into the
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medium category and 22.6 per cent into the low category (Marfels, 1976:
108). Highly concentrated industries are mainly found in the following
industry groups: tobacco products, rubber industries, textile industries,
primary metals, transportation equipment, petroleum and coal and miscel-
laneous manufacturing. Those with low concentration are found in knitting
mills, clothing, printing and publishing and metal fabricating. A more
complete breakdown is given in Table 5-3.

Marfels replicates the analysis employing the H-index, and notes
an overall reduction of concentration levels results; 9.4 per cent of all
manufacturing industries are located in the high concentration category,
35.1 per cent and 55.5 per cent in the medium and low concentration cate-
gories respectively (p. 116). Employing the H-index, Marfels finds that,
while it is not difficult to detect the industry groups of low concentra-
tion, it is more difficult to determine those of high concentration and,
therefore, he compiles a 1list of the 20 individual industries showing the
highest concentration levels in terms of both the top-4 ratios and the
H-index. He finds that a cross-comparison of the two lists shows an almost
perfect concordance. That is, highly concentrated industries in terms of
the H-index are also highly concentrated in terms of the 4-enterprise
ratios, thus confirming Rosenbluth's (1955) conclusion that the use of any
one of index results in substantially the same ordering of observations as
the use of any other.

Marfels also analyzed the top-4 enterprise concentration ratio
and the H-index for major parts of mining and forestry divisions in 1972.
Three-quarters of the industries in mining had high concentration levels,

with the highest concentration in metal mines, followed by non-metal mines;



TABLE: 5-3
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Concentration Levels for all Manufacturing Divisions Based on

Enterprises Aggregated on an Unconsolidated Basis, 1972

Highly Concentrated
Industries

Medium Concentrated
Industries

Low Concentrated
Industries

Top-4-Ratio of
Value of Shipments

Industries

60% and More

30 - 59%

Less than 30%

Tobacco Products
Rubber Industries
Textile Industries

Primary Metals
Transportation Equipment
Petroleum and Coal

Miscellaneous Manufacturing

Food and Beverage
Leather
Wecod

Furniture and Fixture
Paper and Allied Products
Machinery

Electrical Products
Non-metallic Mineral Products
Chemicals

Knitting Mills

Clothing

Printing and Publishing
Metal Fabricating
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quarries and sand pits showed low levels of concentration. Concentration
data in logging were reported for two industries (SIC 0311 and 0319),
both of which showed medium concentration levels according to the top-4

enterprise ratio, but low levels in terms of the H-index.

An Alternate Approach--Clement

In The Canadian Corporate Elite, Clement (1975) analyzes indust-

rial concentration using a methodology which differs from that employed
by economists. He argues that, whereas economists are concerned with
competing economic units, sociologists are concerned with "similar social
types and their control of competing economic units'" (pp.126). As a
result, he suggests that the traditional economist's focus on monopoly is
too sector-specific and, since capital cuts across sectors, ''what should
be focused on is the overall structure of power. This assumes that the
major way capitalists relate is through capital and not necessarily, as
the conglomerate illustrates, through similar prcductive activities"
(pp.126).

Clement's concern is with dominant corporations, and he begins his
analysis by defining 113 dominant corporations in Canada. Based on a
composite of revenue and assets, dominant corporations are defined using
twe points of reference: first, within particular functionally defined
sectors, by the amount of revenue and of assets accounted for and,
second, in the context of all other corporations outside that functionally
defined sector in order to balance the importance of each sector against
all others. In defining a dominant corperation, the criteria employed

were: a corporation was defined as dominant if it had assets of greater
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than $250 million and sales of over $50 million and as middle range if
$50 million assets and $10 million sales but not meeting the criteria for
dominance. These guidelines remained flexible, so that, within particular
functionally defined sectors, such as banking and insurance, when the
largest corporations accounted for 80 per cent or more of sales and
assets within that sector, only these were selected as dominant.

The source of Clement's data on industrial concentration was the
corporation but, whereas Marfels uses tabulating units based on individual
legal entities as compiled from individual T2 tax returns and aggregated
by SIC, Clement uses the concept of corporate complexes or families, which
groups corporations under the sector of their major activity. Thus,
Marfels uses unconsolidated statements, while Clement uses consolidated

statements as the basic tabulating unit.

In his analysis, Clement calculates the percentage of all assets and
of all revenue that can be attributed to dominant corporations within indus-
trial sectors, but since he uses consolidated statements, the assets attrib-
utable to a particular industry may not all be directly attached to enterprises

that are within that industry. His results are reproduced in Table 5-4., The

findings indicate that, as with Marfels, utilities and finance and, tc a
lesser extent, mining can be classified as highly concentrated divisions.
Clement's data, however, provide more detail than da Marfels', and
indicate that, rather than classifying trade as a division of intermediate
concentration, cnly retail trade falls into this category, while wholesale
trade seems to be less concentrated. Clearly, service industries, accord-
ing to Clement, alsc fall into the class of low concentration. Further-
more, evidence suggests that there are both high and low levels of con-
centration within manufacturing industries. Both Clement and Marfels find

that primary metals, transportation equipment, petroleum and miscellaneous
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Shares of Assets and Revenue Accounted for by Dominant Corporations

in Various Divisions of the Canadian Economy, 1971

Per Cent Per Cent Number

Sector Assets Revenue Dominant
Finance Banks 90 91 5
Life Insurance 86 81 13
Sales, Finance 90 8
Mortgage & Trust 80 Q
Trade Retail 39 45 11
Wholesale 15 11 P
Transportation Utilities 66 81 9
& Utilities Railways 89 7 2
Pipelines S0 31 6
Communications 97 93 2
Mining Metal Mining 56 64 9
Other Mining 0 0 0
Mineral Fuels 48 40 10
Manufacturing Food & Beverages 66 56 7
Tobacco - - 2
Rubber 0 0 0
Leather - - -
Textiles 0 0 0
Knitting Mills - - -
Clothing - - -
Wood 19 11 2
Paper 52 57 6
Printing & Publishing 0 0 0
Primary Metals 55 57 4
Metal Fabricating - - 3
Machinery 66 58 2
Transportation 59 59 3
Electrical Products 35 31 2
Non-metallic Mineral 44 30 3
Petroleum § Coal 20 94 8
Chemical Products - - 1
Miscellaneous 29 43 2
Construction 0 0 0
Services 0 0 0
Storage 0 0 0
Real Estate 0 0 0

- No information
Source: Clement (1973:129-150, 400-428)
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manufacturing display high levels of concentration. Other manufacturing
industries that Clement lists as having dominant corporations are paper
products, food and beverages, non-metallic minerals, machinery and elect-
rical products. These industries Marfels classifies as intermediate in
concentration level. Of course, Marfels' and Clement's analyses are

not directly comparable, although one would expect similar findings, as
Clement's dominant corporations will often be included in Marfels' firm
concentration ratios.

One weakness in Clement's approach is that it cannot yield ad-
equate comparisons of concentration level across industrial sectors, since
the number of dominant corporations within each sector varies from a low
of two to a high of eleven. Thus, his results are not directly comparable
to Marfels', which are based on a 4-firm ratio for each industrial sector.
Clement's calculated proportion of assets and revenue accounted for by
dominant firms is necessarily higher than Marfels' 4-firm ratios for two
reasons: first, in most cases, the number of dominant firms exceeds four
and, second, the data are aggregated on a consolidated basis. Finally,
Clement's approach is less useful to this research than to his analysis
of corporate power in, say, financial markets. Labour markets are not

necessarily influenced by ownership separately from the size of the firm.

Developing a Measure of Economic Sector

In studying the effects of sectors on earnings determination, it
would be desirable to have a measure of the degree of oligopoly/competition
for each three-digit SIC title represented in the CMS sample. For reasons
of confidentiality, however, Statistics Canada will not release the three-

digit SIC codes for industry of present occupation. At the same time,
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they did agree to release a reclassification of the industry variable.
Also, it would be desirable to have a clean method of distinguishing
between the public and the private sectors of the economy, but as the
data now exist, both public and private establishments are classified in
the same industrial divisions. Within these limitations, an attempt will
be made here to reclassify industry codes in a way that is as flexible as
possible and that will allow an adequate test of the hypotheses in this
dissertation.

At best, detailed concentration indexes exist for the manufactur-
ing, mining and logging, but this is not true for other industrial divis-
ions. Therefore, it would seem advisable to employ Marfels' and Stat-
istics Canada's classification of industrial divisions as a basis of our
coding scheme, and to use the concentration measures available for it.
This classification scheme, however, is not detailed enough to provide an
adequate coding of industry into the three economic sectors. In the case
of a number of industrial divisions, estimates of the degree of oligopoly/
competition are not problematic (for example, finance clearly can be
classified in the monopoly sector) but, in a number of others, Marfels'
classification groups together both public and private industries, as well
as industries with both high and low levels of concentration. Clement's
measures of concentration are presented in scomewhat greater detail than
those of Marfels, and provide some further refinements that need to be
made 2n any new industrial coding scheme. For example, Clement argues
that it does not make sense to group wholesale and retail trade, as
Marfels does, since retail trade appears to be more concentrated than

wholesale.
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As mentioned previously, both Marfels and Clement analyze the
extent of concentration at the major group level of manufacturing in-
dustries. They both show clearly that the degree of concentration varies
widely within the manufacturing division, but they do not always agree on
which manufacturing industries are highly concentrated and which are not.
Thus, for example, while both agree that primary metals, transportation
equipment, petroleum and miscellaneous manufacturing display high levels
of concentration, they differ in their placement of paper products, food
and beverages, non-metallic minerals, machinery and electrical products.
It is not necessary, however, to rely on either of these studies fer
estimates of the degree of concentration across majcr manufacturing in-
dustries, since concentration statistics are available for four-digit SIC
manufacturing, mining and logging industries. In addition, these
statistics are presented for both establishments and establishments
aggregated into enterprise groupings on an unconsolidated basis. These

data come from the Census of Manufactures, and are not limited to the

corporate sector of the economy (see Statistics Canada, 1977). Consequ-
ently, these data will be used to separate out manufacturing industries
by level of concentration. The measure of business activity from which
the concentration statistics have been calculated in this source is the
"value of shipments'". Value of shipments, as does value of sales,
measures market share directly and, according to Berkowitz (1978), is a
better measure to use in the manufacturing division than value of assets.
Berkowitz argues that either sales or shipments data are preferable to
assets as measures of market share because they increase commensurability

across industrial sectors.
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A Revised Industry Code for Manufacturing Industries

In order to arrive at a reclassification of manufacturing indust-
ries according to the level of industrial concentration, there are several
questions that must be addressed. These are listed below:

1. Which concentration measure should be used and why?

2. Based on this concentration measure, how should the

three-digit manufacturing SIC codes be collapsed so
as to:

a) maintain sufficient numbers of males and females
in each category?
b) allow a recoding into a two sector model?
¢) allow an estimate of the degree of concentration
in each industry?
In order to answer these questions, published data from Statistics Canada
(1971, 1977) are analyzed for each four-digit SIC code aggregated on an
unccensolidated basis: the number of establishments, the number of enter-
prises, the number of employees, the percentages of males and females in
each three-digit industry, the 4, 8, 12, 20, 50 firm concentration ratios
and the Herfindahl index.
Question 1: Which concentration measure should be used and why?
In order to answer this question, a correlaticn matrix for the 4,
8, 12, 20, 50 firm shipments ratios and the Herfindahl index was produced
for both the four-digit industries (n=171) and the four-digit industries
weighted by the number of employees in each.’ As Table 5-5 indicates, the
intercorrelaticns of the firm concentration ratios were all exceptionally
high, in the range of .90 to .99, with most greater than .95. This was
true of both the weighted and unweighted matrices. The Herfindahl index

correlates less well with the concentration ratins, ranging from a high

of .95 with the 4-firm ratio to a low of .68 with the 50-firm ratio. In



TABLE: 5-5

Correlation Matrix of the Various Measures of Concentration
*
‘For the Manufacturing Division

FIRM 4 . FIRM 8 FIRM 12 FIRM 16 FIRM 20 FIRM 50 HERFIND NFIRM 8
FIRM 4 1.0000 .9751 .9383 .9075 .8765 .7449 .9434 .8409

FIRM 8 .9812 1.0000 .9876 « 9719 .9512 .8468 .8872 .8510
FIRM 12 .9530 .9915 1.0000 .9949 .9822 .9019 .8283 .8465
FIRM 16 .9304 .9800 .9962 1.0000 .9941 .9344 .7868 .8269
FIRM 20 .9097 .9652 .9873 .9966 1.0000 .9564 .7422 .8131
FIRM 50 .8187 .8923 .9328 .9569 .9720 1.0000 5774 .7160
HERFIND .9536 .9031 .8477 .8269 .7963 .6814 1.0000 .7330

NFIRM 8** ,9208 .9532 .9417 .9263 9172 .8423 .8315 1.00090

* Unweighted zero order correlations to the right of the diagonal and
weighted correlations to the left of the diagonal. For each four-digit
industry, the 8-firm ratio was weighted by the corresponding share of
shipments. These were summed over the three-digit SIC industry.

** NFIRM 8 is the estimated three-digit, 8 firm ratios.
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general, though, any one measure can be regarded as a reasonable proxy
for any other.

The number of missing cases for each firm ratio varies. The
Herfindahl index has four missing cases (from a possible total of 171),
whereas the 4-firm ratio has 14, and the 8-firm ratio has 10. The others
have even more missing data. Missing data occurred where necessary group-
ings were suppressed to protect the confidentiality of individual estab-
lishments (Statistics Canada, 1977:18) or where fewer enterprises
accounted for 100 per cent of the shipments. For example, if three
enterprises shared 100 per cent of the vélue-of—shipments for a specific
manufacturing industry, no 4-firm ratio (or 8 or 12 firm, etc.) was
listed.

After evaluating the data, the 8-firm concentration ratio was
selected as the measure on which to base the new recoding of manufacturing
industries. This decision was made for the following reasons. First and
foremost, the 8-firm ratio may meet better with Statistics Canada's con-
cern about violating confidentiality. Second, it captures the degree of
concentration in the market structure, correlating at about .98 with the
4-firm ratio--the concentration measure most frequently used. The 8-firm
ratio minimizes the problem of missing data and, since these missing cases
were in highly concentrated industries, we assume that fewer than eight
firms accounted for 100 per cent of the shipments. Accordingly, the value
of 99.9 is assigned for the concentration rztio in missing cases.

Industry of present occupation is coded at the three-digit
SIC level on the Labour Force Survey, whereas industrial concentration

data for manufacturing industries is reported for each four-digit SIC.
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As a result, for one three-digit code on the Labour Force Survey there
may be several four-digit 8-firm concentration ratios. For example, the
two corresponding four-digit SIC codes for the three-digit SIC code 108
are 1082 and 1083, Thus, in order to estimate an 8-firm concentration
ratio for the three-digit SIC, a weighted average of the corresponding
four-digit 8-firm concentration ratios is calculated. That is, for each
four-digit SIC, the 8-firm ratio was weighted by the corresponding share
of shipments. These were summed over the three-digit SIC codes. These
estimated values correlated at .92 and .95 with the 4-firm and 8-firm
four-digit concentration ratios (see Table 5-5).

As mentioned previously, to meet Statistics Canada confidentiality
requirements, it is necessary to collapse the three-digit SIC codes.

How should the three-digit SIC codes be collapsed so as to:

a) maintain a sufficient number of both males and females
in each categery?

b) allow a recoding of manufacturing industries into a
two sector model?

c) allow an estimate of the degree of concentration in
each category?

In order to answer this question, the number and percent of males,
females and total respondents in each SIC code in the CMS were estimated.
Working with these numbers, an attempt is made to collapse concentration
categories such that approximately equal percentages of males and females
fall into each category. Groupings of three, four and five were consid-
ered, and the data appeared to fall naturally into four categories which
fulfilled the above three requirements (see Table 5-6),

low 0 - 35.9%

40 - 59.9%

60 - 79.9%
high 80 - 100.%
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TABLE: 5-6

Percentage Distribution of Manufacturing Industries in Percentage

Categories of Three-Digit, 8 Firm Concentration Ratios

Three-digit 8-Firm Manufacturing

Concentration Ratio Industries Males Females Total
0 - 39.9 18.7% 24.9% 35.2% 27.4%
40 - 59.9 161 21.5 2La? 21.6

60 - f9.9 42.7 31.7 31.9 31.7

80 - 100 20.5 21.9 11.2 19,3

CMS Sample N 171 4792 1521 6433
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From this distribution, it can be seen that females are under-represented
in the manufacturing industries of high concentration and over-represented

in the manufacturing industries of low concentration.

The State Sector

Two distinct, but related, categories within the state sector can
be distinguished: public administration and government services vs.
government enterprises. In constructing the new industry classification,
an attempt will be made to distinguish between these categories. In the
Standard Industrial Classification scheme used and developed by Statistics
Canada, each establishment is classified according to its principal activ-
ity. Thus, a government owned and operated establishment engaged in an
activity assigned to a particular industry is classified in that industry.
For example, a government owned railroad, electric generating station or
retail liquor store is classed along with other railroads, generating
stations or retail stores. In order to study income determinants within
the state sector, therefore, it 1s necessary to separate out, as far as
possible, the private and the public sectors within the three-digit SIC
cedes.

To begin with, in the SIC system, those establishments primarily
engaged in activities of a strictly governmental nature, such as the
enactment of legislation, the administration of justice, the collection
of revenues and defense are classified in the major division 'public
administration', and this division is included in the first category cof
the state sector. Government services, such as educaticnal institutions,
hospitals and libraries, are all assigned to separate SIC codes. There

is some confounding of public and private sectors in these codes, however,
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as there are a small number of private hospitals and private schools, for
example, that are also assigned the same SIC codes. Unfortunately, there
is no solution to this problem, so that these private institutions will
be included in the state sector. The second category--government enter-
prises--is much more problematic. In 1973, there were 630 government
business enterprises, 498 of which were in the major division of trans-
portation, communication and other utilities (Statistics Canada, 1973:
115-119). The percent of assets, sales and profits of government owned
and operated enterprises vary substantially across the major groups in
this division with, for example, government enterprises acccunting for

75 per cent of assets in public utilities, 47 per cent in transportation
and 22 per cent in communication. Statistics Canada (1973a, 1973b)
publishes a list of federal and provincial government enterprises and,
using this list and the information presented in Table 5-7, the industrial
division transportation, communication and other utilities, is subdivided
into a predominantly state sector and a predominantly private one.

There are also government owned and operated enterprises in whole-
sale trade (5 per cent), retail trade (6 per cent) and finances (9 per
cent). Given the sample size of the CMS (n=44,000 c.) and Statistics
Canada's concern with confidentiality, it has not been feasible to
separate out the small public sector elements in these predominantly

private industrial divisions.

The "New'" Industrial Classification Scheme

Based on the arguments presented in this chapter, industry is
classified into 17 categories as indicated in Table 5-8. Detailed assign-

ments of the three-digit SIC codes to these categories of industry can be



TABLE: 5-7

Government Business Enterprises By Industry (1973)

Agriculture, Forestry, Fishing

Total Mining
Metal Mining
Mineral Fuels
Other Mining

Total Manufacturing
Food
Beverages
Tobacco Products
Rubber Products
Leather Products
Textile Mills
Knitting Mills
Clothing Industries
Wood Industries
Furniture Industries
Paper and Allied Industries
Printing and Publishing
Primary Metals
Metal Fabricating
Machinery
Transport Equipment
Electrical Products
Non-metallic Mineral Products
Petroleum and Coal Products
Chemical and Chemical Products
Miscellaneous Manufacturing

Construction

Total Utilities
Transportaticn
Storage
Communication
Public Utilities

Wholesale Trade
Retail Trade

Finance

Services

Total All Industries

- nil or zero
x confidential

Source: Statistics Canada, CALURA, Part 1.
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figures not available

. Number = % Assets. % Sales % Profits

8 1 1 1

2 X X X

3 1 1 1

3 X X X
29 1
3 . . i

1 X b3

1 - 5,3 X

7 1 1

1 % b d

1 - X X

2 b4 'd %

4 3 5 5

1 - X b4

1 % % b

- x - -
2 X X X

4 .. i 4

1 X b 4 X
498 45 28 57
47 37 30 44
22 9 17 20
429 75 72 82
10 1 3 6
14 4 5 2
51 3 S S
20 1 X
630 8 5 1.3

Corporations, 1973:115-129,
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found in Appendix C. The new industrial classification differs in a
number of theoretically important ways from the industrial classification
released in the Labour Force Study. First, it separates the mining,
quarries and oil wells from forestry, fishing and trapping. The former
has been identified as a core industry while the latter has been identified
as a peripheral one, and so this is an important distinction to make.
Second, it breaks down manufacturing industries by level of concentratiom,
rather than in terms of the more common durable vs. non-durable distinct-
ion. This refinement is necessary in order to distinguish core from
periphery manufacturing industries. Third, it separates out the public
and the private sectors of the economy in transportation, communication
and other public utilities, as well as in community and recreation and
personal and other services.

An attempt has been made in designing this industrial classifica-
tion scheme to give it a reasonable degree of flexibility. As can be
seen in Table 5-8, it resembles the LFS industry code and preserves the
major SIC divisions. In order to test a trichotomous model of earnings
determination, industry can be further collapsed into three sectors, and
a breakdown of economic sector by industry is given in Table 5-9. The
use of ideal types such as periphery, state and core does not deny the
existence of a graduation in industrial competition but, rather, reflects
the theoretical distinctions outlining the discontinuities in the work
situations and socioeconomic experiences of individual workers (Beck, et
al., 1978; Horan, Tolbert and Beck, 1981; Tolbert, Horan and Beck, 1980).
The industrial classification developed here allows for the measurement

of a graduation in industrial concentration. It can be collapsed into
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The "New'" Industrial Classification Scheme

The "New'" Industry Classification,

SIC .1970.

01

02

03

04

05

06

07

08

09

10

=
[38]

13

Agriculture, Forestry, Fishing

Mines, Quarries and 0il Wells

Manufacturing, Very Concentrated

Manufacturing, Concentrated
Manufacturing, Low Concentration

Manufacturing,
Concentration

Very Low

Construction

Utilities, Predominantly
State Regulated

Utilities, Predominantly
Private Sector

Wholesale Trade
Retail Trade

Finance, Insurance and Real

Estate

Government-Regulated Services
Business and Other Services
Public Administration

Never Worked

Not in the Labour Force

LFS Industry Classification,

SIC 1970
01 Agriculture
02 Forestry, Fishing, Trapping,

03
04
05

06

07

08

09

10

11

12

13
14

15

Mines, Quarries and Oil Wells

Manufacturing -- Durable

Manufacturing -- Non-Durable
Construction
Transportation, Communications

and Public Utilities

Wholesale Trade

Retail Trade

Finance, Insurance and Real
Estate

Community and Recreation Services
Perscnal Services

Other Services

Pubiic Administration
Never Worked (Unemployed)

Not in the Labour Force



TABLE: 5-9

Sectoral Classification of Industries

CORE

Mines, Quarries and 0il Wells
Manufacturing, Very Concentrated
Manufacturing, Concentrated

Utilities, Predominantly Private Sector

Finance, Insurance and Real Estate

STATE

Government Regulated Services
Public Administration

Utilities, Predominantly State Sector

PERIPHERY

Agriculture, Forestry, Fishing
Manufacturing, Low Concentration
Manufacturing, Very Low Concentration
Construction

Wholesale Trade

Retail Trade

Business and Other Services



137

Marfels' classification of industry, for which he supplies measures of
inequality in the distribution of assets and sales and a number of firm
concentration ratios of assets and sales (see Tables 5-1 and 5-2).

There are, however, major limitations to this industrial classi-
fication. It would have been preferable to obtain concentration ratios
for manufacturing industries at the three-digit SIC level, rather than
simply grouping these industries into four categories according to level
of concentration. Despite its limitations, however, it most adequately
reflects the important distinctions in a segmented economy mcdel and is,
as far as we know, the only classification of industry for Canada that
does so.

The sectoral classification of industries used in this disserta-
tion is related to the distinctions used by Bibb and Form (1977), Hodson
(1977; 1979), Beck, Horan and Tolbert (1978) and, especially, those em-
ployed in the more recent work of Tolbert, Hcran and Beck (1980). While
there are some differences in the sectoral placement of certain indust-
ries from those of the U.S. sociologists, there is consensus on the
location of the majority of industries among all the studies to date.
Generally, there is agreement that agriculture, forestry and fishing,
wholesale and retail trade, business, personal and entertainment services
are clearly periphery industries. There is general agreement, too, that
mining, quarries and oil wells, communications, transportaticn and other
public utilities, and public administration are core industries, although
both Hodson and this study also differentiate between publicly- and
privately-owned public utilities. There is some disagreement among

studies over the sectoral placement of certain manufacturing industries.
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Prior studies classify major group manufacturing industries as mixed core
and periphery--the placement, of course, depending upon the criteria of
differentiation. The classification of manufacturing industries by
sectoral location used here is not directly comparable to those earlier
studies, as it is based on a much more detailed classification of manu-
facturing industries.

There are a number of important differences between the Canadian
and U.S. sectoral models which have to do with the way industries are con-
centrated in Canada as compared to the U.S.. Finance, insurance and real
estate are classified in the core sector, whereas this is not consistently
true in U.S. studies; and, in Canada, construction is most definitely a
periphery industry, whereas, in the U.S., it is usually treated as a
core industry.

In summary, this chapter has attempted to develop a classification
of industry that will more adequately reflect the theoretical distinctions
of the segmented economy model. The mandate for sociologists to include
"structural' measures of the economy into their models of earnings deter-
minaticn has produced, as yet, only a few such efforts. The work done
here on how best to conceptualize these structural measures is but one
attempt in a rapidly developing sub-area of sociology. It is hoped that

it will capture important features of the economy.
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FOOTNQTES

Averitt (1969) presents a variety of descriptive information for a
limited set of industries, primarily manufacturing.

Bluestone, et al., (1973) consider a variety of industries, but use
wage data as the criterion measure.

Industry in Canada is originally coded at the three- or four-digit
level of detail ''minor groups'. This can then be aggregated into
"major groups’ (n = 57) then aggregated again to divisions (n = 12)
(Statistics Canada, 1970).

The basic source for the corporate universe in Canada is the annual
publications of the ''Corporation and Labour Unions Return Act"
(CALURA). The concentration statistics are based upon the unstructured
financial statement filed by corporations with T2 tax returns, and they
comprise all active corporations operating in Canada, including foreign-
owned corporations. Major exclusions are credit unions (SIC 716),
caisses populaires (SIC 717), foreign business corporaticns (SIC 765)
and insurance carriers (SIC 771, 772, 775 and 776). CALURA uses two
methods of aggregating financial data on corporations. The first, as
reported in Corporations Financial Statistics, employs smaller units
based on individual legal entities as compiled from individual tax
returns and aggregated by Standard Industrial Classification. In this
case, parent companies may be classified separately from their sub-
sidiaries, especially where a holding company is involved and, in some
cases, this makes for double counting. The second, as reported in
Industrial Corporations and Financial Institutions, employs the concept
of '"corporate complexes' or '"families''. and groups corporations under
the industry of their major activity. This is analogous to the use of
unconsolidated statements for the first method and consolidated state-
ments for the second. Marfels' (1976) special tabulations giving
measures of concentration for nine industrial divisions of the 1960 SIC
code were based on the first of these methods of aggregating financial
data on corporations, whereas Clement's (1975) analysis employs the
second.

For example:
Weight

total respondents in manufacturing, Canadian Mobility Study =

total employed in manufacturing, 1971 Census

= .003763

Estimated number of males in each SIC Canadian Mobility Study = .03768 x

the number of males in each SIC, 1972



CHAPTER 6

THE TRI-SECTOR ECONCMY

Introduction

It has been argued above that differences in individual attributes,
such as education, occupational status, hours worked per week, and exper-
ience, cannot completely account for the differences in earnings between
the sexes. Furthermore, it has been suggested that there may be structu-
ral features of the economy which serve to promote and perpetuate the
infericr economic position of women in the labour force. This study will
evaluate segmented economy theory as a source of explanation for the dis-
crepancy in earnings between the sexes.

Segmented economy theory argues that there are distinct economic
sectors in capitalist economies which differ in, among other things,
employment characteristics, labour market composition, the economic prin-
ciples by which they operate and, partly because of these, the earnings
of employees. Specifically, it is suggested that there are two major
mechanisms by which earnings discrimination cccurs. The first involves
the differential allocation of the sexes to economic sectors, and the
second concerns differential rewards to worker characteristics within
each sector (see Chapter Eight). These mechanisms are said to represent
key elements for understanding both earnings discrimination and the per-
petuation of the inferior status of women (Beck, et al., 1980).

This chapter is divided into two sections. In the first, some

differences among the sectcrs which might be related to differences among

1490
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them in their earnings are examined. These include such employment
characteristics as level of unionization, occupational distribution, the
extent of part-time work and intermittent employment, requirements for
job stability and tenure, as well as labour market composition (e.g.,
sex, age, education, marital status, and family size. In the second
section, attention is turned to the differential allocation hypothesis,
which states that, relative to women, men tend to be over-represented in
the core sector of the economy, which is high-wage, and under-represented
in the peripheral sector, which is low-wage. To assess this argument
empirically requires two basic steps. First, it must be shown that the
economic sectors differ as predicted in their earnings. Second, it must
be established that men and women differ as predicted in their distri-

bution across the sectors.

Employment Characteristics of Sectors

How is it that the three sectors might be expected to differ in
their average earnings? Segmented economy theory suggests that the three
sectors identified here are distinguished one from another in certain
economic attributes which to some extent determine their employment
characteristics and labour force compositions. With the data employed
here, it is not possible to address all of the important employment
characteristics in terms of which industrial sectors might vary; rather,
this chapter will explore only a selected number of these. Specifically,
the three sectors will be compared in respect of the degree to which
their constituent industries are unicnized, the character of their

occupational distributions, their requirements for stable and experienced
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work forces, and the amount of part-time and intermittent employment.
In addition, the sectors can be expected to vary in labour force com-
position, so they will also be compared in terms of their sex, age,
educational, marital status, and family size distributions.

Before proceeding with the analysis of the data, it should be
noted that an employment characteristic of an economic sector is a con-
dition of work or employment which exists independently of the attributes
of individual workers, while the labour force composition of a sector is
the aggregate of the attributes which workers bring to their jobs. For
example, the occupational distribution of a sector is an employment
characteristic, since it is determined by the sector, i.e., individual
workers with different attributes move in and out of a fixed occupational
structure. At the same time, it will be necessary below to measure
certain employment characteristics using aggregated data on individuals,

but the risk of error in each case will be small.

Unionization

Union membership in Canada has grown only slowly over time, and
only a minority of workers belong to a union. In 1973, 2,591,000 workers
representing 29 per cent of the civilian labour force were unionized; in
'1977, these figures stocd at 3,149,000 and 31 per cent, respectively
(Canada Year Book, 1978-79:Table 8.26, p.377). The measure of unioniza-
tion used here is based on aggregate data, and reflects the degree to
which an industry is unionized, rather than whether individual workers
per se are union members. Table 4-8, Chapter Four, shows the percent-
ages of males and females employed in fifteen categories of industry at

different levels of unionization. These data indicate that the level of
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unionization in Canada varies substantially by industry. Those industry
groups with high levels of unionization include mines, quarries and oil
wells, public utilities, public administration, construction and the more
concentrated manufacturing industries, while those with low levels of
unionization include agriculture, private utilities, trade, finance and
insurance, and private service.

In segmented economy theory, union membership is hypothesized to
vary systematically across sectors of the economy. Specifically, the
core sector is predicted to have stronger unions and higher levels of
unionization than the periphery. In Canada, the state sector is highly
unionized, with five out of the 10 largest unions in the country being
public service unions. According to Gunderson (1979:230), these unions,
such as the Canadian Union of Public Employees, exert considerable poli-
tical influence, maintain high public visibility, and compel governments
to pay salaries and wages comparable to those in the core sector.

Table 6-1 shows the percentages of males and females employed in
industries at different levels of unionization in each of the three
economic sectors. As these data show, the state sactor is the most highly
unionized followed, in order, by the core and the periphery. At the same
time, women are less likely than men to be employed in highly unionized
industries within each sector, although the rank ordering of the three
sectors in terms of level of unionizaticn is the same for both men and
wemen. As expected, then, the percentage of employees working in highly
unionized industries is greater in the core than in the periphery: the
state has the highest percentage of unionized workers; and these facts

are true for workers generally, as well as for men and women workers
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TABLE: 6-1

The Percent of Workers Employed by the Level of Industrial

Unionization by Sectors, Males and Females

Levsl of Sectors
Industrial :
Unionization Core Periphery State Total
= £ n £ n £ n £
Very Low 22.0% 55.6% 58.3% 75.2% 14.9% 19.1% 40.5% 54.0
Low 28.7 20,7 16.2 14.6 7.8 32.9 17.1  21.5
High 32.2 18.6 21.3 9.0 52.6 37.8 30.5 19.8
Very High 16.1 5.1 4.2 - 24.7 10.2 11,3 4.2
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
2 1
Males N = 18,703 X" = 4512.35° Sig = .000
Females N = 8,865 X2 = 2292.89 Sig = .000
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separately.

Occupational Distributions

Segmented economy theory has little to say about how the dis-
tribution of occupations might be expected to vary across sectors of the
economy. Instead, the concern is to identify how the sectors differ in
terms of the characteristics (e.g., employment stability) of the jobs
in each. At the same time, the theory does suggest that the core is
distinguished from the periphery by the relatively greater development
of internal labour markets. To the extent that this is true, and draw-
ing inferences from the descriptions of the employment characteristics
of the jobs in each sector, it is reasonable to predict that the core
will have a greater proportion of managerial and skilled clerical, sales,
and service occupations than the periphery. As well, since the state is
largely comprised of government administration, health and educational
industries, one might expect that it will be distinguished from the other
two sectors by a relatively higher proportion of employed professional
and semi-professional occupations.

Table 6-2 shows the distribution of occupations by economic
sector. Several patterns can be seen here. Employed professional and
semi-professional occupations are over-represented in the state, while
supervisors and foremen are under-represented. When craft and trade
occupations are distinguished by skill level, the more highly skilled jobs
are represented about equally in each of the three sectors; semi-skilled
jobs are over-represented in the core and under-represented in the state;
and unskilled jobs are disproportionately represented in the core. When

clerical, sales and service occupations are distinguished by level of
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The Percent of Workers Employed in Present Occupations by Sectors, mMales and Females

Present Occupation

Self-Zmployed Professional

Employed Professional
Hi-Level Management
Semi-Professions
Technicians

Middle Management
Supervisors

Foremen

Skilled-Clerical-Saies-
Service

Skilled-Crafts-Trades
Farmers

Semi-Skilled-Clerical-
Sales-Service

Semi-Skilled-Crafts-
Trades

Unskilled-Clerical-
Sales-Service

Unskilled Labour

Farm Labourers

Total

Sectors
Core Periphery State Total
n £ z £ T £ z £
0.2 0.0% 1.5% 0.3% 1.04 0.3% 1.1% 0.2%
6.0 3.0 4.8 2:2 13.5 14.3 7.0 6.5
4. 0.7 17 0.1 4.4 1.2 2.8 0.6
S 3.2 2.4 3.4 8.3 21.9 3.9 9.7
2., 1.3 0.9 1.4 5.4 2.6 1.9 1.8
3.0 1.1 5.2 1.7 4.6 1.5 3.5 1.4
4.8 4.7 9.6 7.4 3=3 3.9 7.1 5.7
Tu3 0.2 75 0.6 4.7 2.0 6.9 0.3
6.8 32,1 3.6 20.3 3.1 18.8 4,2 22.2
18.8 1.6 18.6 2.0 20.6 0.4 19.1 1.4
0.3 0.1 8.2 0.4 0.5 0.0 4.5 0.2
6.1 273 8.4 1.0 1.4 191 7.0 26.2
16.1 12.1 12,2 12.7 6.9 2.2 12.0 9.0
1.5 e 1.1 7T+2 6.3 10.1 2.4 %3
19.1 8.8 13.5 7.9 13.9 3.9 15.0 6.7
9.4 0.1 2.8 1.5 o 0.0 1.9 0.7
100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.9
2
Males N = 15,3941 X® = 2215.41 sig = .000
Females N = 6,787 X° = 1474.3 sig = .000
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skill, the more highly skilled jobs are over-represented in the core;

semi-skilled jobs are over-represented in the periphery and under-rep-
resented in the state; and unskilled jobs are over-represented in the

state and under-represented in the core. Finally, farming occupations
are disproportionately represented in the periphery.

In general, this pattern of occupational representation is
consistent with what one might expect from segmented economy theory,
although the over-representation of unskilled labouring occupations in
the core, along with the over-representation of unskilled clerical, sales
and service occupations in the state, stand out as apparent anomalies.
Also, although the occupational distributions of men and women do differ
considerably from one another, what is true here of occupations generally
tends also to be true when these occupations are examined separately by
sex of incumbent.

Employment Status

Industries vary considerably in terms of their requirements for
full-time, year-round workers. Some industries, such as agriculture,
fishing, service and retail trade, for example, have cyclical labour re-
quirements which provide considerable oppertunities for part-time and
seasonal employment, while other industries, such as those which rely upon
production line methods of manufacture or which have a relatively constant
demand for their services or products, are less responsive to such tempor-
al rhythms, and depend more heavily upon the availability of an experienced
work force. Moreover, segmented economy theory suggests that industrial
requirements for a full-time, year-round labour force vary systematically

by economic sector. Specifically, the argument is that the core and the
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state will tend to have higher requirements of this kind than the peri-
phery. Industries in the core, with large firms, high capital/labour
ratios, and production line technologies, it is expected, will be char-
acterized by relatively large numbers of full-time, year-round workers.
Likewise, the several levels of government which comprise the state
sector rely heavily on such workers, given the constant demand for gov-
ernment services, along with the relatively high skill requirements for
the work involved, although it is known that the state does employ many
part-time and intermittent clerical workers (Canada, 1979:14-15). By
contrast, industries in the periphery, where the average firm size is
small, the capital/labour ratios relatively low, and the technologies
comparatively primitive, it is expected, will be characterized by many
part-time and intermittent workers.

Tables 6-3, 6-4 and 6-5 shew that the different sectors of the
economy do employ very different proportions of part-time and inter-
mittent workers. Workers employed less than a full year are over-rep-
resented in the periphery and under-represented in the core. Also, full-
time workers are over-represented in the core and under-represented in
the periphery.

Experience and Stability

The theoretical distinctions drawn earlier among the core, state,
and periphery sectors of the economy lead one to expect that the peri-
phery will have lower requirements for an experienced and stable work
force than will the other two sectors. In the vocabulary of segmented
labour market theory, this means that the core and state sectors should

be characterized by a relatively high demand for primary workers, while
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The Percentage Distribution of Part-Year Status by Sectors,

Males and Females
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Sectors
Number of
Weeks Employ- Core Periphery State Total
ed, 1972
] £ m £ o £ 2] £
1-13 weeks 3.2% 7.5% 4.4% 8.9% 3.1% 6.6% 3.8% 7.9
14-26 4.0 75 6.2 131.0 37 7.4 5.1 9.1
27-39 6.0 7.6 8.1 9.6 4.5 Tl 6.8 8.3
40-48 6.3 7.1 S.4 9.4 5.8 13.3 7.9 10.3
49-52 80.6 70.3 72.0 61.1 82.8 65.5 76.4 64.4
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
2
Males N = 16,703 X" = 228.35 Sig = .0C0
Females N = 7,235 X2 = 97.42 Sig .000



The Percentage Distribution of Part-Time Status by Sectors,

TABLE: 6-4

Usual Hours
Worked Per
Week, 1972

Less than
20 hours

20-34 hours

35 hours or
more

Total

Males and Females

1

Sectors
Core Periphery State Total
m £ m £ m £ ] £
0.7% 3.2 1.5% 9.6% 1.0% 5.7% 1.2% 7.1%
2.2 9.4 3.5 16.5 5.4 15.5 3.6 14.S
97.1 87.3 95.0 73.9 93.6 78.7 95.2 78,1
100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Males N = 16,944 X2 = 75.62 Sig = .000
Females N = 7,370 X2 = 123.16 Sig = .000



The Percentage Distribution of Employment Status by Sectors,

TABLE: 6-5

Employment

Status

Full-time,
Full-year

Part-time,
Part-year

Full-tinme,
Part-year

Part-time,
Full-year

Total

Males and Females
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Sectors
Core Periphery State Total
o £ 2 £ B £ 2 E
79.5% 63.6% 70.3% 48.9% 78.5% 56.3% 74.3% 54.2%
1.4 5.8 2.7 13.6 1.8 11.2 2.2 113
17.7 23.7 24,9 25.2 15.2 23.1 21,1 24.2
1.4 7.0 2.0 12.2 4.5 9.5 2.4 10.3
100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Males N = 16,335 X% = 297.74 Sig = .000
Females N = 7,087 XZ = 123.64 Sig .000
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the periphery sector should employ comparatively more secondary workers.

Tables 6-6 and 6-7 show the percentages of workers employed full-
time for different lengths of time and absent from the labour force for
different periods by economic sector and gender. As expected, there are
proportionately fewer employees with extended work experience in the peri-
phery than in either the core or the state. As expected, too, women who
have experienced major career interruptions are under-represented in the
core and state sectors, and over-represented in the periphery. Un-
expectedly, however, long-term employment stability for men does not vary
by sector.

Summing Up

From the above, a fairly clear picture of similarities and difr-
erences among the three economic sectors in their employment character-
istics can be drawn. Relative to the other two sectors, the periphery is
distinguished by low levels of unionization, a disproportionate number of
semi-skilled clerical, sales and service occupations, a preponderance of
part-time and less-than-year-round workers, and am inordinate number of
workers with limited experience and (at least among female employees) major
career interruptions. As for the core, it is distinguished from the other
two sectors by a relatively large number of high-skill, clerical, sales
and service occupations, as well as craft and trade occupaticns. Finally,
the state is distinguished from the core and the periphery by a large
number of professionals, as well as unskilled clerical, sales and service
occupations.

Labour Force Compositions of Sectors

Segmented eccnomy theory suggests that industries in the periphery
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The Percentage Distribution of Worker Experience by Sectors,

Males and Females

Number of Years Sectors
Worked Full-
Time for Pay Core Periphery State Total
or Profit
m £ n £ m £ m £

2 years or 19.3% 27.4% 23.9% 34.6% 18.0% 27.5% 21.6% 31.0
less
3 - 5 years 8.6 19.7 9.0 16.9 8.8 18.1 8.8 17.8
6 - 10 years 14.9 22.6 12.7 19.1 12.7 21.4 13.2 20.4
10+ years 57.2 30.4 54.3 29.4 60.6 33.1 56.3 30.7
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Males N = 18,703 X2 = 93,69 Sig .000

2
Females N = 8,865 X" = 57.65 Sig = .C00



The Percentage Distribution of Worker Stability by Sectors,

TABLE: 6-7

Work
Stability

Never out

Jut Back
L0 years

Cut Back
5 - 10 years

(Qut Back
2 - 5 years

Out Back
lL.ess than 2
years

Cut returned
to work part-
time

Never worked
full-time

Total

Males and Females
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Sectors
Core Periphery State Total
] £ m £ m £ B £
80.5% 61.4% 78.7% 45.8% 81.6% 54.3% 79.7% 51.3%
5.0 7.7 3.6 7.8 4.7 9.2 4.2 8.2
1.5 5.8 1.2 5.7 1.8 T2 1.4 62
1.3 6.0 1.3 5.7 1.6 6.4 1.4 6.0
2.3 8.2 . il 8i:2 2.2 7:9 2.5 8.1
2.1 4.3 2.4 11.1 LS 6.6 2.1 8.4
73 6.6 10.0 15.7 6.6 8.5 8.6 11.7
100.0 100.0 100.0 100.0 100.0 100.C 100.0 100.0
Males N = 17,640 X2 = 86.42 Sig = .000
Females N = 8,269 Xz = 260,107 Sig = .000
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sector of the economy tend disproportionately to recruit their workers
from among those groups whose labour market positions in terms of human
capital is weakest. Historically, this would include the young, the old,
women (especially the married and those with children) and the poorly
educated (see Hodson, 1979; Gordon, 1972; Shepherd, 1969:141-161). As a
means of assessing this, the present section will examine labour force

compositions of the three sectors.2

Sex, Age and Education

The sex compositions of the sectors are presented in Table 6-8.
These data show that women are over-represented in the state by about 9
per cent, and under-represented in the core by about 7 per cent. There
does not appear, then, to be a disproportionate representation of women in
the peripheral sector of the economy as the theory suggests.

Table 6-9 shows the male and female age distributions for each of
the three sectors. Since these distributions differ by sex within sec-
tors, it 1is necessary to describe inter-sectcral variations separately
for males and females. As for the males, those under the age of 25 are
under-represented in the state and over-represented in the core and the
periphery, while those over the age of 65 are over-represented in the
periphery and under-represented in the core and the state. Also, males
between the ages of 45 and 64 are over-represented in the state. As for
the females, those under the age of 30 are over-represented in the core
and under-represented in the periphery, while those 35 years of age and
above are over-represented in the periphery and under-represented in the

core. Although these results are not generally inconsistent with what
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TABLE: 6-8

The Percentage Distribution of Gender by Sectors

Sectors
Gender Core Periphery State Total
Males 73.9% 69.7% 58.4% 67.8%
Females 26.1 30:3 41.6 32.8
Total 100.0 100.0 100.0 100.0

N

27,568



TABLE: 6-9

The Percentage Distribution of Age by Sectors, Males and Females

Sectors
Core Periphery State Total
m £ m £ m £ m £
17-19 2.3% 6.8%  3.1% 4.7% 1.3% 2.9% 2.5% 4
20-24 13.6 26.6  14.2 17.2 9.6 20.2 13.1  19.
25-29 15s.5 18.2  13.9 12.0 14.7 17.9  14.4 15.
30-34 12.1 9.7 11,1 9.7 12.7 11.2  11.9 10.
35-44 22.2 18.3  21.0 20.4  22.1 16.7  21.5 18.
45-54 18.8 13.0 19.4 21.6  22.6 18.7  20.0 19.
55-64 12.6 6.4  13.0 11.8 15.2  11.1 13.4 10.
1.6 0.6 5.7 2.2 1.6 1.0 2.8 1.5
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.
Males N = 18,703 X% = 217.21 Sig = .000
Females N = 8,865 X% = 264.94 Sig = .000
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one would expect from segmented economy theory, the finding with regard
to women under 30 years of age is quite inconsistent in this respect.

The distribution of educational groups across sectors is more
complex than that suggested by the theory, and it differs significantly
by gender. Table 6-10 shows the distribution of educational categories
by sectors for males and females separately. As shown in this table,
those workers with only elementary education tend to be over-represented
in the periphery sector and under-represented in the state. The op-
posite is true of better educated workers, with those with at least some
university training being over-represented in the state and under-repre-
sented in the periphery. For men, the distribution of educational groups
in the core sector largely reflects the distribution of education within
the total male labour force but, for women, those with both more and less
education are under-represented in the core. Note that in the core
sector, females who have completed secondary school are significantly
over-represented (by 8.4 per cent).

What sense can we make of these findings? The relationships bet-
ween education and sector for males and females can be interpreted when
one considers the strong relationship between education and occupation
and, also, the distribution of occupational categories within sectors.

It will be recalled, for example, that the state sector has proportion-
aily more professional and managerial occupations and, obviously, to fill
these positions more highly educated manpower must be hired. The peri-
phery and the core, on the other hand, recruit more employees into
clerical sales and service,as well as craft and trade occupatiocns, thus

requiring manpower with lower educatiocnal credentials. The over-



The Percentage Distribution of Education by Sectors, Males

TABLE: 6-10
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and Females

Education

Some
Elementary

Completed
Elementary

Some
Secondary

Completed
Secondary

Some Post
Secondary

Completed
Post
Secondary

Some
University

Completed
University

Post Degree

Total

Sectors
Periphery Total
m £ m £ m m £
14.9% 10.7% 9.6 13.2% 7.1
15.4 13.5 10.6 14.1 10.5
25.5 25.6 18. 24,0 20.4
15.2 19.3 16. 15.8 20.3
6.3 Tad 7. 7. 6.8 8.0
10.4 16.2 10. 10.4  20.9
5.8 4.3 9. 6.9 7.0
3.1 2.6 10. 4.7 4.1
2 3.5 0.8 8. 4.2 1.3
00.0 100.0 100. 100.0 100.0
2
= 18,276 X™ = 736.44 .C00
2
= 8,703 X® =1110.56 .000
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representation of females with secondary school degrees in the core
sector perhaps reflects the tendency for that sector to employ a dis-

proportionate percentage of skilled clerical and sales occupations.

Marital and Family Life Statuses

Surprisingly, the literature is largely silent on the possible
impacts of marital and family life statuses on sector location. Tables
6-11 and 6-12 display the distributions of marital status and family
life status by sector for males and females. Table 6-11 shows that pro-
portionately more single men are to be found employed in the periphery
sector of the econcmy while for females the converse is true. In con-
trast, married women and widows tend to be over-represented in the
periphery, as compared to the other two sectors. These results are
consistent with the argument that thcse persons with the weakest labour
market positions will be most likely to be employed in the peripheral
sector of the economy.

Is it the case that women weaken their labour market position by
bearing children? The data presented in Table 6-12 suggest that it is.
Women with children are considerably over-represented in the periphery and

under-represented in both the core and the state.

Summing Up
The pieces in the puzzle are coming together, and it is possible
to begin to see how it might be that the sectors differ so markedly in
their average levels of income (see Table 6-13). It has been demonstrated
that employment characteristics of workers differ by sector, and that the very

different structures of these sectors have important consequences for the labour
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TABLE: 6-11

The Percentage Distribution of Marital Status by Sectors,

Males and Females

Marital Sectors
Status Core Periphery State Total
m £ ] = 0] 5 m £

Single 17.0% 31.7% 21.1% 22.7% 15.3% 30.4% 18.9% 26.7%
Married 80.0 58.4 75.4 66.8 82.0 59.4 77.9 62.9
Separated 1.2 3.9 1.5 3wl 1.4 3.0 1.4 3.2
Divorced 0.9 3.0 1.0 240 0.7 3.0 0.9 25
Widowed .9 5.0 0.9 5.4 0.7 4.2 0.9 4.6
Total 100.0) 100.0 100.0 100.0 100.0 100.C 1C0.0 1c¢0.0

Males N = 18,371  X° = 88.37  Sig = .000

2
Females N = 8,775 X" =103.63 Sig = .000



Family

Status

TABLE: 6-12

The Percentage Distribution of Family Status by Sectors,

Males and Females
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Sectors
Core Periphery State Total
m £ m £ m £ m £

No children 32.5% 53.6% 34.4% 36.4% 30.3% 49.5% 33.1%

Some children 67.5 46.4 65.6 63.6 69.7 50.5 66.9

Total

100.0 100.0 100.0 100.0 100.0 100.0 100.0

Males N

1]
]

18,703 X 21.73 Sig = .000

8,865 X

Females N 197.48 Sig = .000

.00.0
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force compositions of each. The labour force compositions of the three

sectors have been shown to differ and the implications of this for the
employment of women are particularly striking. It is clear that those
women who have low levels of education, little work experience, and a
major career interruption in their work experience, who are married, and
who have children are disproportionately in the peripheral sector of the
economy.

Rather than examining the inter-relationships among these vari-
ables, the purpose here has been to present a picture of the employment
characteristics of and the demographic labour force compositions of these
three sectors, so that it is possible to come to understand how it might
be that the sectors differ in their average earnings. In the next chap-
ter, the independent relationships of these variables to earnings will be
examined.

Earnings Differences by Sector and Sex

Segmented economy theory maintains that the average level of earn-
ings will differ across industrial sectors of the economy, such that those
in the state will not differ significantly from those in the core, while
earnings in both of these will be substantially greater than those in the
periphery. Reading across the '"total' row of Table 6-13, it can be seen
that the average earnings in the core, periphery, and state are $7,339,
$6,266 and $7,677, respectively. The data, then, are entirely consistent
with the theory.

Earlier, it was suggested that gender differences in earnings may
vary by sector. The hypothesis that average earnings in the core will

not differ from thcse in the state, and that earnings in both of these



TABLE: 6-13

Average Earnings by Sectors, Males and Females

Sectors
Core Periphery State Total3
Males § 8,584 § 7,399 $§ 9,153 $§ 8,071
Females 4,537 3,484 5,548 4,368
Total $ 7,539 $ 6,266 $ 7,677 $ 7,023

N = 23,969

164
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will exceed those in the periphery, is expected to hold for males, but
there is some suggestion that, for females, earnings in the state may
exceed those in the core, and that earnings in the periphery will be
lower than those in both the core and state (see Gunderson, 1979). The
data in Table 6-13, however, do not lend clear support to this hypothesis.
For both males and females, average earnings in the state are higher than
in the core, and average earnings in the periphery are substantially low-
er than in either of the other two sectors. While the hypothesized
pattern of earnings by sector holds for the total gainfully employed,
this pattern involves an interaction between gender and sector. When sex
is controlled, there is a difference in earnings for Eggg_sexes between
the state and core sectors. In all three sectors, earnings from employ-
ment for males exceed those for females, with the greatest gap being in
the periphery, followed closely by the core. The ratios of female to
male earnings are .47, .53 and .61 for the periphery, core and state,

respectively.

Distribution of the Gainfully Employed Across Sectors

The distribution of the gainfully employed across sectors by sex
is presented in Table 6-14, where it can be seen that the largest share
of employment is in the periphery sector (54%), followed by the state
(24%) anc the core (22%).4 Employing data from the 1973 U.S. Current
Populaticn Survey, Hodson (1979:451) estimated the periphery, state and
core shares of the U.S. labour force to be 49, 19 and 27 per cent, res-
pectively, with an additional 5 per cent employed in construction.

Tolbert, et al., (1980:Table 7), using data collected on the 215 industry
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categories of the U.S. Bureau of the Census (1971), found that 55 per
cent of the labour force were employed in the periphery. In both Canada
and the U.S., then, about half of the labour force are employed in the
periphery, and about a quarter in each of the state and the core.

In Chapter Three, it was pointed out that segmented economy
theory posits a differential allocationlof the sexes to the three econo-
mic sectors, such that males are more likely to be over-represented in
the core sector and under-represented in the periphery. The theory has
little to say about the allocation of the sexes to the state, but there
is some evidence to suggest that females might be over-represented in the
state relative to males (Hodson, 1979:Table 5).

The data in Table 6-14 show partial support for the segmented
economy theory argument of the differential allocation of males and fe-
males to economic sectors, with 24 per cent of males employed in the core
and only 18 per cent of females in that sector, The
hypothesis is not, however, supported for the periphery sector, with 55
and 51 per cent of males and females employed there. These figures are,
in fact, in the opposite direction to that hypothesized, although the
differences are small. The distribution by sex for the state sector is as
expected, with 32 per cent of females and 21 per cent of males employed
there. This pattern is obscured in the classification used by Boyd and
Humphreys (1979), who reported nearly even distributions of men and women
in the core and periphery sectors, with 52 per cent of female workers in
the core (defined core plus state) compared to 48 per cent of males (see
Table 1). When their table is reconstructed to distinguish between core

and state, the findings are similar to those reported here, with 35 per
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TABLE: 6-14

The Percentage Distribution of the Gainfully Employed

By Sectors, Males and Females

Sectors
Core Periphery State
Male 23.9% 55.1% 21.0%
Female 17.8 50.6 31.6
Total 21.9 53.6 24.4

N = 27,568
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TABLE: 6-15

Improvement in Earnings Under No Differential

Assignment Hypothesisa

Actual Revised Percent Change %n
Mean Earnings Mean Earnings Mean Earnings
Male $ 8,071.00 $ 8,111.69 0.5%
Female 4,368.15 4,247 .47 -2.8%

a Population includes all those who were employed in the reference
week and had incomes in 1972. Revised earnings are calculated
using mean earnings for males and females in Table 6-13 and the
expected N's are calculated from the number of males and
females in each sector multiplied by the '"total' per cent of
gainfully employed in each sector (Table 6-14).

b Percent Change in Mean Earnings =

Revised Mean Earnings - Actual Mean Earnings X 100

Actual Mean Earnings
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cent of males and 26 per cent of females employed in the core, and 13 per
cent of males and 26 per cent of females employed in the state.

There appears to be a fairly large Canada-U.S. difference in the
way in which the labour force is distributed across economic sectors by
sex. For example, Hodson (1979:451) finds 59 per cent of females employ-
ed in the ''competitive' sector as compared to 41 per cent of males, 20
per cent of females as compared to 32 per cent (41 per cent if constru-
ction is added) of males in the ''monopoly'" sector, and 21 per cent of
females as compared to 17 per cent of males in the state sector (calcu-
lated from Table 5, p.458, and p.451). Beck, et al. (1978), using the
1977 General Social Survey of the National Opinion Research Center, find
that 61 per cent and 71 per cent of female and male workers in the U.3.
are in the core {defined core plus state), and these findings are repli-
cated in a second paper using the 1976 Current Population Survey, where
Beck, et al. (1980) find that being female reduces the likelihood of
being in the core by 24.5 percentage points. The disproportionate
allocatiocn of females to the peripheral sector, then, is a U.S. pheno-
menon, but not a Canadian cne, although there is a disproporticnate allo-
cation of males to the core sector and of females to the state sector in
both countries. The greater allocation of females to the peripheral
sector in the U.S. may be partly accounted for by the possibly greater tendency
for more part-time employment for women in the United States as compared
to Canada. Both evidence and theory suggest that the largest share of

part-time employment is in the periphery.

Test of the Allocation Hypothesis

It has been demonstrated that the average levels for males and
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females differ across the three sectors of the economy, and that, while
there is no disproportionate representation of females in the periphery,
they are under-represented in the core and over-represented in the state.
Segmented economy theory maintains that one mechanism that contributes to
the earnings gap between the sexes is the differential allocation of the
sexes to sectors. What, then, is the earnings loss to women which derives
from the differential assignment of the sexes to eccnomic sectors? It is
possible to estimate this loss by computing an adjusted earnings level
for each group (see Beck, et al., 1980). This adjusted earnings level is
defined as the weighted average of the sector-specific mean in earnings,
where the weights are numbers of workers expected under the condition of
no differential assignment to sectors. To illustrate the computation of

this adjusted value, consider the formula for females:

Ip=exp [ (g () + (Ye) (Ng)) + (Y (g)

(N + N._ + N

fe fp fs)

where I, is the adjusted income level for females and Y_. , Y and Y
f fc’ “fp fs

are mean earnings for females in the core, periphery and state respectively,
and Nfc’ pr and Nfs are the numbers of females expected in each sector if
there were no differential assignment of workers to sectors. By comparing
these adjusted earnings to the actual mean in earnings for each sector it is
possible to assess the effect of differential assignment on earnings. The data
in Table 6-15 show that, under the assumption of no differential ailocation

to sectors by sex, males would experience a .5 per cent increase and females

a 2.8 per cent decrease in their earnings.
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If males and females were distributed in a similar fashion across
economic sectors, without any change in the relative size of the sectors,
then, there would not be a substantial change in the aggregate earnings
of males and females. Thus, differential sectoral allocation does not
appear to play an important part in earnings discrimination. Although
it is true that females are under-represented in the high-paying core
sector, this appears to be counterbalanced by their over-representation
in the even more remunerative state sector. These differences balance
out to yield little change in mean earnings under the assumption of no

differential allocation.
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FOOTNOTES

Chi-square (Xz) is a test of significance. It is used to test the
hypothesis of relationship between two variables by a comparison of
the cell frequencies which would be expected if no relationship is
present to the actual values found in the table. The greater the dis-
crepancies between the expected and actual frequencies, the larger
chi-squared becomes. The significance term refers to the probability
of obtaining a value of chi-squared as large or larger than the one
calculated from the sample, when the variables are actually independ-
ent. A significance of .000 refers to less than 1 chance in 1,000.

The suggestion that the foreign born, the non-English speaking and
those who are members of a non-English speaking ethnic group are dis-
proportionately located in the periphery as compared to the core or
the state sectors was also explored. Little support was found for
this, except for a greater proportion of native born, English-speaking
employees and employees with English-speaking ethnic origins in the
state.

These figures were calculated utilizing CMS data on all those people
reporting income from employment in 1972 and sector locaticn. The
corresponding values for all those reporting income from employment in
1972 are $7,639 and $3,096 for males and females respectively.

The development of the economic structure of Canada has been one of
uneven growth (see, for example, Brewis, 1968; Phillips, 1978), and
this is reflected in the distribution of sectors acrcss regions in
Canada. Both the Eastern and Western provinces have disproportion-
ately mcre workers who are employed in peripheral industries, whereas
Cntario has an over-representation of werkers in core industries. The
state sector is relatively evenly distributed across Canada, with
slight over-representation in the Eastern provinces and under-repres-
entation in British Columbia. There is, however, an interaction
between region and sex across sectors, such that, while males are
under-represented in the periphery in Quebec, Ontario and the Prairie
previnces, this is not true of females, and, while males are over-
represented in the core in Quebec and Ontario, this is not generally
true for women. Again, while the distribution of females is relative-
ly constant across regicns for the state sector, there is much greater
variation in the distribution of males, with males being over-repre-
sented in Quebec and Ontario and under-represented in the Western
provinces.



CHAPTER 7

THE DETERMINATICN OF EARNINGS: MALE-FEMALE DIFFERENCES

Introduction

What might account for the fact that employed men earn about twice
as much as employed women do? While the previous chapter identified some
of the possible reasons for this, the present one attempts to incorporate
these in a comprehensive and systematic model of earnings determination

designed to yield precise, quantitative answers to this questicn. Here,

it will be argued that data from all gainfully employed men and women should

be used, rather than using information on a selected subset (e.g., full-time

employed) of them. This model will include human capital variables,
social background variables, occupational status, a unionization variable
and a sectoral location variable, and will permit separate estimates to
be made of the net importance of each of these factors for the earnings

men and women.

Fi,

Q

Developing a Mode! of Earnings Determination

Most models of earnings determination developed to date have been
applied to contracted samples of men and women tailored to match the sexes
in terms of certain important labour force experiences. For example, the
female sample is sometimes restricted to women aged 30-44, since this

age group is largely beyond child-bearing age and, therefore, potentially
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eligible to take employment on the same basis as men (see Suter and
Miller, 1973; Treiman and Terrell, 1975; Edgecombe Robb, 1978; Goyder,
1981). Or, for another example, sometimes both samples are restricted to
only full-time workers in the labour force (see Boyd and Humphreys, 1579).
Here, however, an attempt is made to compare men and women across a much
broader range of labour force experiences, using more complete samples of
emploved males and females, on grounds that only through such comparisons
will we ever be able fully to understand the similarities and differences
between the sexes in the processes which determine their earnings.

There is some uncertainty over the adequacy of currently available
estimates of gender earnings discrimination in Canada. The proportion of
the earnings differential attributed to gender as such differs widely,
depending upon the samples of men and women used, the particular explana-
tory factors included, and the apparent adequacy of measurement. This
problem has been further compounded by the more recent call for sociolo-
gists to incorporate institutional and structural variables intc the
basic socioeconomic achievement model. Thus, it is necessary to formulate
a ""full" model1 of earnings determination for men and women which will in-
corporate those factors previously shown to be important determinants of
earnings, as well as a number of potentially important structural deter-
minants, including sectoral location in the economy and the degree of
industrial unionization.

Insofar as science is a cumulative enterprise, it seems useful to
begin the data analysis by replicating earlier research
and then to extend and elaborate upon this work as a contribution to

knowledge. Two other studies on discrimination in earnings have been done
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using the CMS data, although both employed contracted samples and consider-
ed only a restricted number of earnings determinants (Boyd and Humphreys,
1979; Goyder, 1981). We have chosen to start the preseht analysis with
the model of earnings determination used by Boyd and Humphreys, for two
reasons. First, the purpose of their study more closely resembles the
present one; second, we take some issue with their sample selection, thé
technique which they used to handle missing data, and the restricted num-
ber of variables which they employed. The analysis will proceed with a
version of the Boyd-Eumphreys' model, using their contracted samples,
but employing a rather different measure of occupational status then they
did.2 We will then argue for expanding the sample to include all employed
persons. Following this, a more complete model of earnings determination
appropriate to an expanded sample will be developed. This model should
better represent the processes by which men and women earn their wages
and salaries.3

The CMS data were gathered from a probability sample of the 1973
Canadian labour force, and contain information on employment and earnings
for 1972. Boyd and Humphreys elected to consider that subsample of native
born Canadians from the CMS who had worked full time in paid employment,
i.e., 35 hours or more per week and 40 weeks or more, in 1972. This
included approximately 6,000 males and 1,800 females, with the men earning
on the average $9,967 in that year and the women $6,18C--a difference of
almost $4,000. The question which Boyd and Humphreys attempted to answer
was: How is it that the women received so little income from employment
(cn the order of 62 per cent as much) relative to the men?

The model of earnings determination utilized by Bovd and Humphreys
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included a number of variables considered in economics and sociology to
be important determinants of earnings. First, the 'human capital"
factors of amount of education and amount of labour force experience were
included in the model. As well, since it is generally understood that
the rate of economic return to labour force experience tends to diminish
after reaching a peak in the employment histories of individuals, this
nonlinear (curvilinear) effect was represented in the model by a term
calculated as years of experience squared. Both amount of education and
amount of labour force experience were measured in a metric of number of
years. Second, two variables typically viewed in sociology as important
determinants of earnings were also included in the model: status of first
occupation and status of current occupation, both measured using Blishen
scores (but, in our replication, using Pineo-Porter-McRobert's scores
(Pineo, Porter and McRoberts, 1978)). Finally, earnings were measured
using the midpoints of the income categories emplcyed in the Canadian
Mobility Survey (see Appendix A).

Two arguments often advanced to explain male-female differentials
in earnings are that these differentials derive from one or the other or
some combination cf: compositional differences between the sexes in their
average levels of certain earnings-related variables, such as education
and labour force experience, and differences between the sexes in the
process cf income attainment. Considering the ''compositional differences"
argument first, Table 7-1 shows the mean values for men and women for each
of the variables considered in the Boyd-Humphreys model, and it is clear
that the two sexes differ--sometimes markedly--from one another in terms

of these. The men have a considerable advantage over the women in terms
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of labour force experience (20.96 vs. 15.54 years), while the women enjoy
at least some advantage in education, status of first occupation, and
status of current occupation. The advantages, then, are not ail to the
men, although this does not tell us anything about how such differences
might be relevant to male-female differentials in earnings, since it
could be that the male advantage in labour force expereince is more than
enough to counterbalance the female advantages in education and occupat-
ional status.

As for the 'process of income attainment' argument, Table 7-1
also shows the results of an analysis in which employment income has been
regressed on the set of human capital and occupational status variables
separately for males and females. Here, one can see that men receive
measurably higher returns to status of current occupation, education, and
labour force experience, while women do somewhat better in the return to
status of first occupation. There appears to be somewhat steeper decreases
in the return to labour force experience for men than for women; even at
20 years experience, the net experience effect (years plus years squared)
is in favour of men. In this case, then, the advantages are largely to the
men. These results are largely in accord with Boyd-Humphrys.

The results of the Boyd-Humphreys model is relevant to full-time,
native-born workers only. As shown in Chapter 6, Table 6-10, however,
only 74 per cent of male employees and 54 per cent of female employees
work full-time. The expanded sample used in this dissertation incorpor-
ates all employed men and women, including those who work part-time as
well as full-time, those who work intermittently as well as on a regular

basis, and those who have experienced major career interruptions as well
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Restricted Model of Earnings Determination, Contracted Sample

Means and Standard

Regression

Coefficients and

Deviations Standard Errors

Variables Males Females Males Females
Income 8967.02 6180.24
(4604.39) (2634.87)

Status of Current Occupation® 9.31 8.89 -353.54  -234.87

(3.99) (3.88) (75.83) (16.70)

Status of First Occupation® 11.16 9.71 -32.13  -76.28

(3.83) (3.94) (16.50) (16.89)

Years of Education 10.91 11.73 398.81 306.45

(3.29) (2.52) (19.89) (23.41)

Years in the Labour Force 20.96 15.54 344,02 142.49

(11.32) (9.73) (16.74) (16.18)

Years in the Labour Force 568.33 336.07 -5.85 -2.15

Squared (541.87) (413.98) (.35) (.37)

Intercept 5375.64  3922.94
2

R” .29 .43

N 6068 1806

a Occupational status is measured so that a low number represents high
status and a high number represents low status.
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as those with stable work career histories (see Chapter 4 for a more
detailed description of the constructicn of this latter variable).
Including these persons, the number of men in the CMS sample increases
from 6,068 to 15,807 and the number of women from 1,806 to 6,868, with the
men earning, on the average, $8,474 in 1972 and the women $4,640, a diff-
erence of over $3,800. In the expanded sample, then, the earnings gap is
proportionately larger tkan it is in the sample of full-time native born
workers. On the average, employed women earn only S5 per cent of what
employed men do.

In earlier chapters, we argued for the inclusion of institutional
or structural variables in the model and, follcwing the lead of those
working from the perspective of segmented economy theory, we include a
measure of sectoral location in the economy in the full model (see Chapter
5 for a description of the construction of this variable). Also added is
a measure of unionization, since it is argued that, if unionized workers
earn more on the average than non-unionized workers, and if women have a
much lower rate of unionization in Canada than men do, then one possible
source of income disparity between the sexes is their different levels of
unionization. The measure of unionization used here reflects the level
of unionization of the industry of employment, and it is entered intc the
model as a set of dummy variables, with the lowest degree of unionization
as the reference category (see Chapter 4 for a more detailed description
of the construction of this variable).4

Since the expanded sample includes all employed persons, it is
necessary to include a number of control variables which capture the

greater incidence of part-time and intermittent employment in the sample.
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These include measures of hours worked per week and weeks worked per year.
These two variables are often combined into one--hours worked per year
(see Goyder, 1981)--but here they are entered into the regression equa-
tion separately, the former to capture full-time vs. part-time differ-
ences in employment, and the latter to reflect the distinction between
intermittent and continuous employment experiences.

In addition to the measures of experience already mentioned--
years in the labour force and years in the labour force squared--a third
experience variable is also introduced into the model: career inter-
ruptions. It is designed to capture the impact of career interruptions
on earnings determination. Specifically, it distinguishes between those
who have never been employed full-time and those who have, (among the
latter) between those who have never experienced a major career inter-
ruption and those who have, and (among the latter) among people who have
been back in the labour force for varying lengths of time (again see
Chapter 4 for a more detailed description).

Sge is another important earnings-related characteristic included
in the full model. Sometimes used as a proxy for work experience, it act-
ually measures much more than that. First, when entered into the 'model
in a metric of years, it controls for cohort effects, i.e., differences
in the age-related experiences of men and women which bear on their
present earnings. Second, when entered as years squared, it takes into
account the fact that the economic return to age increases up to a point

and then decreases, and that the age-earnings curves for men and women

may be different. 1In particular, the rate of decrease in the economic

return to age is typically found to be greater for men than for women, and
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the points at which the decrease occurs are different for the two sexes.

As noted in Chapter 2, the sociological literature on income
attainment (see, for example, Featherman and Hauser, 1976; Jencks, 1972)
suggests that social background characteristics play a role, either
directly or indirectly, in the attainment of income. While the effect of
father's occupation on income seems to work indirectly through its effect
on education and occupational status, father's cccupation has been shown also
to have a direct effect on earnings. For this reason, a measure of
father's occupational status has also been included in the model of earn-
ings determination.

The effect of marital status on earnings is a topic of recent
debate, with some researchers finding little or no effect (Goyder, 1981);
others finding that marital status advantages men and disadvantages
women economically (Block and Walker, 1982); and still others finding that
marital status advantages men but has no effect for women (Denton and
Hunter, 1982). Therefore, a measure of marital status has been included
in the model. It is entered as a set of dummy variables, with "single'
as the reference category.

In summary, a more complete model of earnings determination has
been developed which, it is hoped, will accurately reflect the processes
of earnings attainment among gainfully employed men and women. Again the
question to be addressed is: How is it that women earn so little relative
to men? As before, two possible sources of income inequalities will be
explored: the compositional differences between the sexes in their
average levels of income relevant characteristics, and the differences

between them in the process by which they receive inccome from such
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characteristics. Beginning with the compositional differences, Table 7-2
shows the mean values for men and women for each of the factors considered
in the full model, and a number of potentially important male-female diff-
erences can be seen. While women have the advantage in number of years
of education obtained and status of first job, men have the advantage in
the majority of income-related variables. Women work fewer weeks per year
and fewer hours per week on the average than men dos, and they are gen-
erally younger and more likely to have experienced a major career inter-
ruption or toc be working part-time. Proportionally more women than men
are single, separated, divorced or widowed. Also, relative to men, women
work in industries with low levels of unionization, and they tend dis-
proportionately to be employed in the state sector of the economy, while
males are over-represented in both the core and periphery.

Next, turning to the process of income attainment, Table 7-3
shows the results of an analysis in which earnings is regressed on the
set of income-related variables in the full model separately for men and
women. It can be seen that men receive almost twice as much for each unit
of occupational status as women do. (Recall that high status is coded with
a low value). This suggests that there is an income difference between the
sexes which is attributable to differential rates of return to occupaticn
and that, in general, it is least at lower occupational levels. This supports
Agarwal and Jain's (1978) conclusion based on the work of Ostry (1968) and
Gunderson (1975), that occupational groups differ in their male-to-female
earnings ratios, such that, within high-level occupational categories, there
are above-average earnings differentials between the sexes. The return to

first occupation, however, narrowly favours women, although numerically the
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Means and Standard Deviations of Earnings Detsrminants, Expanded Sample

Males Females
Variables Mean S.D. Mean S.D.
Income 8474.61 5167.35 4640.35 2831.45
Status ¢f Current Occupation 9.78 3.91 9.78 3.63
Weeks Worked 45.31 10.46 41.94 13.48
Hours Workad Per Week 39.19 13,91 36.08 8.28
Status of First Occupation 11.1¢ 3.89 10.18 3.75
Status of Father's Cccupation 10.68 3.07 10.46 3.23
Education 10.79 3.58 11.40 3.04
Years in the Labour Force 18.43 14.23 10.81 11.36
Years in the Labour Force Squared 542.01 699.20 245.94 492.00
Age 39.01 13.13 36.27 13.20
Age Squared 1699.29 1103.61 1489.67 10S2.66
Career Interruptions:
None .81 .40 .54 .30
Returned 10 years ago .04 .20 .C9 .28
Returned 5-10 years ago .01 .12 .07 25
Returned 2-5 years ago .01 .12 .07 ;25
Returned 0-2 years ago .02 .15 .08 27
Never Returned Full-time .02 .12 .06 423
Never Worked Full-time .05 21 .06 .24
Missing .04 o1 .04 .21
Unionization Level:
Low .39 .49 91 .50
Medium .18 .38 .22 .42
Medium High .31 .46 22 .42
digh 12 <32 .05 22
Missing .00 .03 .00 .04
Marital Status:
Singie .18 .38 .28 .45
Married v .41 .61 .49
Separatad .01 .12 .03 .18
Divorced L1 ol .03 16
Widowed .01 .09 .04 .20
Missing .00 .05 .00 .04
Secters:
Core .24 .43 «19 39
Periphery 53 .30 .4 4
State 922 .42 «35 .48
Missing .00 .03 .00 .04
Number in Sample 15,807 6,886
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TABLE:

7-3

Determinants, 1972, Males and Females

184

Metric Coerfficients and Standard Errors

Males Females
Variables B S.E B S.E.
Status of Current Occupationa - 502.23* 10.71 - 173.11~* 9.61
* *
Weeks Worked Per Year 99.33 3.34 60.09 1.99
* *
Hours Worked Per Week 78.28 8.20 63.32 5.22
*
Status of First Occupation® -49.40 10.66 «71,22% 9.67
]
Status of Father's Gccupationa -69.70% 10.74 -40.83 7.94
- *
Years of Education 343.15 11.57 178.258 11.27
£ *
Years in Labour Force 110.93 11.25 94.30 8.34
-
Years in Labour Force Squared -1.86 .19 -1.43" T
*
Age 356.35°  22.47 124.28°  15.74
-* *
Age Squared -3.80 .25 -1.45 .19
Carser Interruptions (None) ¥ ,
Returned 10 years ago - 589.91, 159.68 45.93, 99.38
Returned 5-10 years ago -1169.06, 265.66 -346,37 106.93
Returned 2-5 years -1341.99 264 .59 -398.28 105.31
Returned 0-2 years -1218.39 206.38 -672.89 96.82
Never Returned Full-time 63.83 283.34 15.72, 153.99
Never Worked Full-time = 295.72, 198.27 538.92, 126.34
Missing -741.06 168.78 -399.82 123.28
Unionization Level {Low) < % -
Medium 342.39, 92.63 182,01, 67.54
Medium High 998.86 81.78 540,35 70.15
3 - oo A
High 964 .34 113.12 279.35 120.88
Missing nane ncne -809.42 549.18
Marital Status (Singlie)4 e oo
Married 1245.06* 36.99 13.03 863 7S
3 1446.41~  277.31 37,91 144 69
Separated i .41 g ] 159 02
Divorced 1954 329. 724 .02
Widowed 1030.64* 366.55 103.64 128,97
Missing 671.55 598.41 -309.42 S49.18
Secto<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>