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The determination of principal finite strains from measurements made on a pair of deformed line elements is discussed. The deformation process is assumed to be either homogeneous or pure homogeneous in nature. Emphasis is placed on the pure homogeneous mode since it leads to a simpler finite strain tensor and this technique is applied to determine the strain over the surface of an industrial stamping. The present work draws the distinction between homogeneous and pure homogeneous deformation. In the latter mode, an orthogonal triad can be identified (the principal axes), which remains orthogonal throughout the deformation. An appropriate strain measure in such processes is that of logarithmic strain. Furthermore, its material derivative equals the rate of deformation tensor. Such a simple expression does not hold when the deformation gradient tensor is nonsymmetric, as in homogeneous processes.

The material derivative of the tensor logarithm is no longer simply related to the rate of deformation tensor, and this is exemplified herein. The resulting expression involves the spin of the triad of the Eulerian and Lagrangian ellipsoids.

Stress components vary as a result of material rotation and constitutive equations whereby rotational effect of material has been accounted for must be formulated. In finite deformation various "rotation" tensors can be defined. Consequently a wide choice of
objective stress rates is available for adoption in constitutive equations, and a number of objective stress rates are examined herein. The utility of the resulting expressions is demonstrated for the case of a hypoplastic material undergoing finite deformation in simple (rectilinear) shear.

Another aspect of this work has been an attempt to establish an approximate computer-aided technique for blank development, referred to as Geometric Modelling, and the investigation of possible strain distributions in forming sheet metal components. The technique is based on the initial assumption (this can be refined at a later stage) that a sheet metal component is transformed from a flat sheet into a non-developable surface without change in thickness. Although few practical forming processes occur in this way, many traditional die design procedures are based on similar notions; either there is no change in surface area or that a line length on the undeformed blank is unchanged during forming. Simple plasticity theory also suggests that the membrane stresses in a sheet would be minimized (in the absence of a normal stress) if no change in thickness occurred, therefore given the opportunity, the deformation is likely to take place in this ideal manner. The method of geometric modelling simulates the traditional manual calculations performed by experienced tool designers. The technique does not aim to replace the skill and experience of the designers but rather to enhance them.

The present work describes the formulation of the fundamental theories of the method which comprise of the element-by-element mapping
and remapping procedures and techniques of surface adjustment. The basic geometric assumptions employed in the development are also described. Two particular automotive stampings have been considered; one is the corner section of a car seat panel and the other is an inner deck-lid of a mid-size vehicle.

A computer-aided design package for tool/die designers has been developed and the detailed analytical procedure is implemented in Fortran code. The analysis has been performed without access to advanced computer graphics. However, it is carried out in a way that future modelling using interactive computer graphics may well be attainable.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{F}$</td>
<td>Deformation gradient tensor</td>
</tr>
<tr>
<td>$\mathbf{C}$</td>
<td>Deformation tensor</td>
</tr>
<tr>
<td>$\mathbf{L}$</td>
<td>Velocity gradient tensor</td>
</tr>
<tr>
<td>$\mathbf{P}$</td>
<td>Tensor of eigenvectors</td>
</tr>
<tr>
<td>$\mathbf{R}$</td>
<td>Rigid body rotation</td>
</tr>
<tr>
<td>$\mathbf{U}$</td>
<td>Right stretch tensor</td>
</tr>
<tr>
<td>$\mathbf{V}$</td>
<td>Left stretch tensor</td>
</tr>
<tr>
<td>$\mathbf{A}$</td>
<td>Diagonal tensor of $\mathbf{U}$</td>
</tr>
<tr>
<td>$\mathbf{P}$</td>
<td>Orthogonal tensor</td>
</tr>
<tr>
<td>$\mathbf{D}$</td>
<td>Rate of deformation tensor</td>
</tr>
<tr>
<td>$\mathbf{W}$</td>
<td>Spin tensor</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Cauchy stress tensor</td>
</tr>
<tr>
<td>$\mathbf{I}$</td>
<td>Kirchhoff stress tensor</td>
</tr>
<tr>
<td>$\mathbf{T}$</td>
<td>First Piola-Kirchhoff stress tensor</td>
</tr>
<tr>
<td>$\mathbf{S}$</td>
<td>Second Piola-Kirchhoff stress tensor</td>
</tr>
<tr>
<td>$\mathbf{V}$</td>
<td>Co-rotation stress rate tensor</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Principal stretch ratio</td>
</tr>
<tr>
<td>$\delta_{\phi_1E}$</td>
<td>Spin of the Eulerian ellipsoid</td>
</tr>
<tr>
<td>$\delta_{\phi_1L}$</td>
<td>Spin of the Lagrangian ellipsoid</td>
</tr>
<tr>
<td>$\mathbf{J}$</td>
<td>Rigid body rotation</td>
</tr>
<tr>
<td>$\mathbf{E}$</td>
<td>Green's strain tensor</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Covariant Kirchhoff stress tensor</td>
</tr>
<tr>
<td>$\epsilon_n$</td>
<td>Symmetric deformation gradient</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Objective stress rate</td>
</tr>
<tr>
<td>$\mathbf{Q}$</td>
<td>Conjugate stress tensor</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Rotationless tensor</td>
</tr>
<tr>
<td>$\mathbf{Q}$</td>
<td>Skew symmetric tensor</td>
</tr>
<tr>
<td>$\mathbf{Q}$</td>
<td>Proposed stress rate</td>
</tr>
<tr>
<td>$\mathbf{S}$</td>
<td>Skew symmetric tensor</td>
</tr>
<tr>
<td>$\mathbf{R}$</td>
<td>Representative strain</td>
</tr>
<tr>
<td>$\epsilon_i$</td>
<td>Principal strains</td>
</tr>
<tr>
<td>$\dot{\omega}$</td>
<td>Rate of work done</td>
</tr>
<tr>
<td>$\mathbf{p}$</td>
<td>Position vector</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>Jacobian</td>
</tr>
</tbody>
</table>
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CHAPTER 1

INTRODUCTION

1.1 Preamble

With the rapid advance in the technology of high speed computers and the development of more flexible and reliable numerical techniques, a solution to many complex metal forming problems can now be realised. However, the ability to analyse practical sheet metal forming operations has not developed as rapidly as was perhaps first envisaged. A number of researchers have created mathematical models which describe, by a sequence of discrete steps, the manner in which a component is formed; the calculations are continued until the final shape is realised or until some imposed failure criterion – based on wrinkling, localized necking, unacceptable thinning and the like – is met. If the model shows that the part cannot be formed, the input conditions are changed and the calculations repeated.

In principle, this approach should facilitate an understanding of the forming process and aid in finding the blank shape and the design of the tools and dies. Some success has been achieved when dealing with parts of simple geometry, particularly axi-symmetric components [1], but the approach is less satisfactory when more complicated shapes are considered. This stems in part from the imprecise knowledge of the initial and subsequent boundary conditions, interfacial frictional conditions between the tooling and the workpiece, rheological behaviour
of the material as a function of strain, strain rate and temperature, and the mechanisms which initiate bifurcations such as localized necks. Furthermore, when using large finite elements codes, the computational time is long and costs are high. Consequently, with the present generation of computers, the step-by-step approach is still not sufficiently well developed to permit its embodiment into a computer-aided design package whereby sheet metal forming operations are studied and the tooling developed through an interactive graphics terminal.

In sheet metal forming industries, a sheet stamping is usually produced by a combination of drawing and stretching. Having decided upon the basic form of the tooling and dies, there is usually a series of press trials which decide the level of clamping at the draw ring and the location of draw beads in order to produce a successful pressing. It will be appreciated that there is a complicated interplay of die geometry, lubrication conditions, and the properties of the sheet material which govern this process, i.e. the clamping has to be sufficient to offer resistance to the material and so prevent wrinkling or buckling, but at the same time permit the materials to "draw-in". If the material is over-restrained, the material will not draw-in and all the deformation will take place by stretching; only very shallow parts can be formed by this technique. Although it is customary to use an initial sheet metal blank of simple geometric shapes, rectangular or circular, these are usually not the optimum shapes. The blank shape can promote or inhibit the inward flow of material in certain parts of the flange, and the amount of scrap which arises in the trim operation can
be minimized with a correctly designed blank shape.

Quite often for simple shapes, a number of geometric and semi-empirical relations found in sheet metal texts are employed. However, many sheet metal components are comprised of highly irregular geometries which cannot be represented accurately by simple mathematical expressions. For these parts, manual measurements and the experience of the designer become important in establishing a suitable blank shape for a given component. The process of finding the size and shape for cutting the initial sheet or blank in order to make a given stamping is called blank development. For complicated shapes, the design of dies for sheet metal forming operations has relied more on technical expertise than detailed analysis. The designer often considers the die to be comprised of modules of simple geometric shapes, it is imagined that these analytical elements are combined together to form the entire surface geometry of the tool and line lengths across different sections of the die are examined carefully. Although the design methods may appear crude, it will recognised that the tooling can be (and often is) very complex, and a successful pressing demonstrates the skill of the designer.

In many major automotive companies, die designers have developed models which permit the process to be displayed in a computer graphics systems. It is a useful aid to the designer who may, during the course of the design process, interact and instruct the computer to modify or select suitable process parameters in order to establish the best tooling geometry.
In the present work, results are presented of a new method for assessing the shape of a blank for a sheet metal pressing. The technique is one of geometric modelling and is intended as a computer aid for the experienced tool designer. It is the first step in an entirely different approach to computer-aided blank development. The work does not aim to provide, in a mathematical sense, a solution to the forming problem but rather it is a computer aid for the tool designer in dealing with some traditional geometric problems. It is hoped that this study will provide a good starting point for subsequent analyses, such that an understanding, although crude, of the sheet forming process is obtained. Some features which are unique in the proposed method are perhaps worth mentioning and these are summarized below:

(i) The technique provides a more efficient way of utilizing the skill and experience of the designer, it allows him to interact with the computer graphics system. In the analysis, the designer specifies the most desirable end result of the forming process. This can be done essentially in geometrical terms. The method utilizes a computer technique for finding a suitable blank shape and a strain distribution, which are geometrically compatible with the constraints imposed by the designer. Forces, equilibrium and mechanical properties of the sheet are not accounted for and hence the resulting strain distribution is kinematically acceptable but not necessarily physically possible. Only geometric constraints are satisfied in the model. This is where judgement and practical expertise of the designer is required in
order to achieve a successful design.

(ii) The surface geometry of the component is described by flat triangular elements, the analysis deals only with these elements and the surface to which it must conform after the stamping operation is completed. The only restriction is that continuity of the elements must be maintained. Overlapping of elements is a very undesirable feature however, overlapping during the initial mapping operation may offer the designer some information about regions in the stamping which are difficult to form. The mapping process is not an incremental one.

1.2 Scope of the Research

An examination of how complicated processes in other branches of engineering are analysed has suggested that simplified models of forming processes are useful even for parts of complex geometry [1]. Various situations are presented herein and a number of idealization which are employed in the present work are outlined below.

1.2.1 Ideal Finite Deformation Processes

Strain in a sheet metal stamping is typically evaluated from measurements of a grid, usually an array of circles, which has been marked on the surface of the blank prior to forming. The grid method is a surface phenomenon and the strain determination is reduced to a two-dimensional problem. Any measurements taken on the initial and final grid configurations only, without knowing the deformation path, are
insufficient to determine the strains precisely. Nevertheless, in practice, strains are determined by such a technique; and when grid circles are employed it is further assumed that they deform into ellipses. The deformation process which transforms circles to ellipses and straight lines to straight lines is known as homogeneous deformation, but such a mode does not necessarily define the straining path. Under such a deformation mode strain paths can be divided into two main types: those where an initially orthogonal pair of principal axes remain orthogonal throughout the deformation and those where they do not. The same change in shape can be achieved by either type of straining path, the distinction between each straining mode is discussed herein and the results are presented in simple terms.

Emphasis is placed on pure homogeneous deformation, whereby the principal axes do not rotate with respect to the material element. Under this ideal deformation mode, a very simple formulation of large strains is possible. This technique has been applied to the assessment of surface strain on an industrial sheet metal stamping. The details are described in Chapter 2.

In pure homogeneous deformation, an appropriate strain measure in such processes is that of logarithmic strain. Furthermore, its material derivative equals the rate of deformation tensor. In homogeneous processes, the deformation gradient tensor is unsymmetric, and there is no triad (the principal axes) which remains orthogonal throughout. This can lead to a description of the actual deformation in terms of the polar decomposition theorem. The material derivative of the tensor
logarithm is no longer simply related to the rate of deformation tensor, and this is exemplified in Chapter 4. As a result of material rotation, the stress components will vary, and constitutive equations which involve stress rate must be formulated to compensate for the rotation. A number of objective stress rates are examined herein and employed in a constitutive equation describing a hypoelastic solid. The effect of stress rate on the evaluation of stresses in the deforming solid is demonstrated in Chapter 4 for the case when the body undergoes simple (rectilinear) shear.

1.2.2 The Ideal Sheet Metal

In some automotive industries, such as the Ford Motor Company, the tooling for automobile body panels is designed by experienced tool designers with the assistance of computer graphics. The designer can find the deformed shape of a blank by fitting the desired component with a developable surface. However, in stamping operations, the sheet is transformed from a plane to a non-developable surface. Ideally this should be done by pure distortion rather than by thinning. Hence, the ideal sheet material should have an infinite strength or resistance to deformation in the through-thickness direction.

No real sheet performs in this fashion, but it is remarkable that one of the most formable materials, namely drawing quality rimmed steel, has some of these characteristics. The resistance to through-thickness deformation is measured by the extent to which the plastic strain ratio or r-value i.e., the ratio of width-to-thickness strains in a tensile
test, exceeds unity. The $r$-value for rimmed steel is not infinity as in the ideal material, but it is at least substantially greater than unity.

The analysis of forming of the ideal sheet can be considered as an essentially geometric problem. If there is no thinning elements would deform by shear without change in area. Many of the traditional die design procedures indicate that they are based on a similar assumption, consequently such a constant area hypothesis may provide a useful basis for tool and blank design. The problem is that the geometrical analysis required can only be done manually for quite simple cases. It seemed therefore a very useful computer aid would be to design a mapping system which could transform elements from a flat sheet to a given surface, permitting each element to deform without change in area and ensuring that continuity is satisfied and each element fitted together without gaps or overlapping. The basis of this computer-aided design system is described in Chapter 3.
CHAPTER 2
THE ANALYSIS OF FINITE STRAINS IN METALFORMING

2.1 Introduction

In metal deformation processes involving finite (plastic) strains the material properties depend upon the current state of strain which itself is a function of the deformation history. It is customary to attempt an integration over the strain path, but in general the integral cannot be evaluated explicitly. Furthermore it is usually impractical to measure three dimensional strains, for instance those arising in a forging operation. In sheet metal forming processes most strain measurements are based on grid markings on a free surface. If the grid is measured after a small increment in deformation the strain increment is, in general, easily determined. The mode of deformation will dictate how readily the strain increment in each successive deformation step can be evaluated from the distorted grid, and how easily the strain increments can be integrated. In many instances, however, it is either too time consuming or difficult practically, to make incremental measurements and only measurements of the initial and final shape of the grid are made.

It is often assumed that at a point in the sheet metal stamping one principal axis of plastic strain increment is normal to the material surface, with the other two principal directions lying in the plane of the sheet. The well known grid-circle technique, for the determination
of strains in sheet metal pressings, is based upon this hypothesis. The method also invokes the additional assumption that a grid circle, etched or printed onto an undeformed blank, is transformed into an ellipse on the surface of the pressing. By measuring the major and minor diameter of the deformed ellipse the principal surface strains can be determined. Not every element deforms in this manner, although over a large portion of the surface circles do appear to have been transformed into the shape of an egg when viewed by the naked eye or through a toolmakers microscope. In general the deformation path of an element in an industrial pressing is not known precisely. How well the measurements of a grid circle reflect the actual strain is a matter of conjecture, but it will depend upon the complexity of the strain path. In the presence of high strain gradients the grid circle method is inadequate, a grid circle will undergo severe distortion and no longer resemble an ellipse after deformation. The grid circle technique reduces the strain determination to a two dimensional problem, since in order to obtain a reliable measure of the distortion the deformed ellipse must lie on a relatively flat surface. In what follows attention is devoted to strains in two dimensions, and a distinction is drawn between two important straining modes.

The deformation process which transforms straight lines into straight lines and circles into ellipses is usually referred to as homogeneous deformation. As already mentioned, under this general mode there is not an orthogonal line pair which remains orthogonal through the deformation; a classical example is simple shear. When the
principal axes are fixed within a material element the deformation is termed pure homogeneous strain, which is exemplified by the pure shear mode. Note the principal axes only remain fixed in direction, all other line elements would rotate. It is well known [2] that the final shape of a material element following a prescribed homogeneous strain, can also be realised by imposing a pure homogeneous mode followed by a rigid body rotation. This poses the question of equivalence of the strain paths. It is the belief of the author that the two modes are not the same. However, in standard texts on continuum mechanics dealing with finite strain [3,4], the deployment of classical finite strain tensors would lead to the conclusion of equivalence since the same strain components would be evaluated in each case.

In the present chapter the two straining modes are discussed and the theories of which are presented without a detailed development. For more details the readers are referred to Refs. [5,6,7]. In presenting the analysis the deformation of a square or quadrilateral element is considered, with a view to using these types of grids on sheet metal pressings for strain determination. This does not overcome certain problems also encountered with the grid circle technique, such as the presence of strain gradients. However, the uncertainty of assessing the major and minor axis of an ellipse is eliminated, the location and digitization of nodal points is accomplished more readily and an improved averaging of the strain within an element becomes available. Emphasis is placed on the pure homogeneous mode since it leads to a simpler finite strain tensor and this technique is applied to the
analysis of strain of an industrial stamping.

2.2 Theoretical Considerations

2.2.1 Finite Homogeneous Deformation

In what follows the mathematical fundamentals of homogeneous deformation is presented. In Appendix A the complete analogy between the components of a finite strain tensor (for pure homogeneous deformation) and those of the classical infinitesimal strain tensor, is discussed at greater length.

Homogeneous deformation in two dimensions is illustrated in Figure 2.1, which shows the initial and deformed state of a square grid. To relate the initial and final shapes it is mathematically convenient to consider reference coordinate axes which are fixed in space, in Figure 2.1 the reference axes have been arbitrarily selected to coincide with the sides of the undeformed square grid. When using image analysis techniques it would be usual, although not essential to employ a fixed set of measuring axes. With reference to Figure 2.1, the new coordinates \((x, y)\) of a particle are a linear function of the initial coordinates, say \((X, Y)\), and can be expressed as

\[
x = F_{11} X + F_{12} Y
\]

\[
y = F_{21} X + F_{22} Y
\]

or

\[
\vec{x} = F \cdot \vec{X}
\]

(2.1)

(2.2)

where \(\vec{X}_0\) is a vector in the undeformed configuration and is mapped into
Figure 2.1 represents the homogeneous deformation of the initial square OABC.
\[ \bar{x}. \text{ In general, } F_{12} \neq F_{21}. \text{ The deformation gradient tensor, } \mathbf{F} \text{ depends upon the basis selected, but the deformation tensor, } \mathbf{C}, \text{ where} \]

\[ \mathbf{C} = \mathbf{F}^T \cdot \mathbf{F} \]

\[ (2.3) \]

does not. The tensor \( \mathbf{C} \) is symmetric and its eigenvalues are usually referred to as the principal stretch values squared. It is considered that the use of the word principal may be misleading, since homogeneous deformation does not provide a set of orthogonal axes which remain orthogonal throughout the deformation.

Equation (2.2) is the solution of the homogeneous velocity field

\[ \ddot{\mathbf{v}}(x) = \mathbf{L} \cdot \ddot{x} \]

\[ (2.4) \]

where \( \mathbf{L} \) is the spatial velocity gradient tensor and can be expressed as

\[ \mathbf{L} = \mathbf{F} \cdot \mathbf{F}^{-1} \]

\[ (2.5) \]

where

\[ \mathbf{F} = \begin{pmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{pmatrix} \]

\[ (2.6) \]

For a homogeneous velocity field the components of \( \mathbf{L} \) are constants hence it is proposed that

\[ \mathbf{L}^* = \int \mathbf{L} \, dt = \ln(\mathbf{F}) \]

\[ (2.7) \]
and the right hand side of (2.7) can be expressed as

\[ \ln(\bar{F}) = \bar{\lambda} \cdot (\ln \lambda) \cdot \bar{F}^{-1} \] (2.8)

where

\[ \bar{\lambda} = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix} \] (2.9)

is the matrix of the eigenvalues of \( \bar{F} \) and \( \bar{F} \) is the matrix of the associated eigenvectors.

The eigenvalues of \( \bar{F} \) can be expressed as

\[ \lambda_1, \lambda_2 = \frac{F_{11} + F_{22}}{2} \pm \sqrt{\left( \frac{F_{11} - F_{22}}{2} \right)^2 + F_{12} F_{21}}, \] (2.10)

and

\[ \bar{F} = \begin{bmatrix} \frac{F_{12}/(\lambda_1 - F_{11})}{\lambda_2 - F_{11}} & \frac{F_{12}/(\lambda_2 - F_{11})}{\lambda_1 - F_{11}} \\ \frac{F_{11} - F_{22}}{2(\lambda_1 - \lambda_2)} & \frac{F_{12}}{2(\lambda_1 - \lambda_2)} \end{bmatrix} \] (2.11)

From (2.5) to (2.9), the components of \( L^* \) can be expressed as

\[ L_{11} = \frac{1}{2} \ln(\lambda_1 \lambda_2) + \frac{F_{11} - F_{22}}{2(\lambda_1 - \lambda_2)} \ln(\lambda_1/\lambda_2) \]

\[ L_{22} = \frac{1}{2} \ln(\lambda_1 \lambda_2) - \frac{F_{11} - F_{22}}{2(\lambda_1 - \lambda_2)} \ln(\lambda_1/\lambda_2) \]

\[ L_{12} = \frac{F_{12}}{(\lambda_1 - \lambda_2)} \ln(\lambda_2/\lambda_1) \]

\[ L_{21} = \frac{F_{21}}{(\lambda_1 - \lambda_2)} \ln(\lambda_1/\lambda_2) \]
Note that the eigenvalues of \( F \) are not necessarily real and there is some advantage in expressing the components of \( L^* \) in terms of trigonometric functions, as was demonstrated by Bredendick [8]. A detailed account of the theory can be found in Ref. [6].

2.2.2 Pure Homogeneous Deformation

As already mentioned, the tensor \( F \) need not be symmetric but if it is we have the particular case of pure homogeneous deformation. Hence when \( F \) is symmetric, the principal values and the orientation can be found in the usual way. The components of \( F \) can be regarded as strain components, note \( F_{12} = F_{21} \) can be associated with the shear strain and \((F_{11} - 1) \) and \((F_{22} - 1) \) with the direct strain. Actually \( F_{11} \) and \( F_{22} \) represent stretch ratios, i.e. \( \frac{\text{final length}}{\text{initial length}} \). The principal values (eigenvalues) of \( F \) are also stretch ratios, say \( \lambda_1 \) and \( \lambda_2 \), which can be determined from equation (2.10). The orientation of the principal axes is obtained from

\[
\tan 2\theta = \frac{2F_{12}}{F_{11} - F_{22}} \tag{2.13}
\]

The principal logarithmic (or natural) surface strains, say \( \epsilon_1 \) and \( \epsilon_2 \), are determined from

\[
\epsilon_{1,2} = \ln (\lambda_{1,2}) \tag{2.14}
\]

while the third principal strain, \( \epsilon_3 \), is furnished by the incompress-
ibility assumption

\[ \varepsilon_1 + \varepsilon_2 + \varepsilon_3 = 0. \]  \hspace{1cm} (2.15)

The representative or equivalent strain, \( \bar{\varepsilon} \), is given by

\[ \bar{\varepsilon} = \sqrt[3]{\frac{2}{3} (\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2)}. \]  \hspace{1cm} (2.16)

Note also that for a symmetric \( \mathbf{F} \) the components of (2.12) are given by the standard transformation expression

\[ L^*_{ij} = C_{ij} \cdot C_{jp} \ln \lambda_{pp}, \]  \hspace{1cm} (2.17)

where the \( C_{ij} \) represent direction cosines, derivable from (2.13).

To further highlight the distinction between homogeneous and pure homogeneous deformation the shape change produced in the simple (rectilinear) shear process will be discussed. Figure 2.2(a) shows the simple shear mode, where the initially orthogonal line pair OA and OB have been deformed to OA and OB'. The simple shear process is a homogeneous deformation process and the deformation gradient tensor, \( \mathbf{F} \), is unsymmetric with components

\[ \mathbf{F} = \begin{pmatrix} 1 & S \\ 0 & 1 \end{pmatrix}, \]  \hspace{1cm} (2.18)
Figure 2.2: (a) Simple shear mode.
(b) A circle is deformed into an ellipse by homogeneous deformation.
(c) The same shape change in (b) can be achieved by pure homogeneous deformation.
where $S$ is the shear displacement of point $B$. Figure 2.2(a) is redrawn in greater detail in Fig. 2.2(b), the latter diagram also indicates a circle deformed into an ellipse. The shape changes exhibited in Fig. 2.2(b) can also be realised by a pure homogeneous mode and this is illustrated in Fig. 2.2(c). The principal axes are denoted by $OD$ and $OC$; these axes remain fixed in Fig. 2.2(c). Upon deformation $D$ moves to $D'$ and $C$ to $C'$ while all other line elements rotate e.g. $OB$ moves to $OB'$ and $OA$ moves to $OA'$. Note that point $A$ does not move in a circular arc since OA changes in length during the deformation. However it is of the same length (say unit length) in both the initial and final position OA'. For a shear displacement $S$ the principal stretch ratios in Fig. 2.2(c) are given by

$$\lambda_1, \lambda_2 = \frac{1}{2} \left( S^2 + 4 \right)^{1/2} \pm \frac{S}{2},$$  \quad (2.19)

and the orientation of the principal axes can be determined from (2.13) where

$$\tan 2\theta = \tan 2(90-\xi) = - \tan 2\xi = - \frac{2}{S},$$ \quad (2.20)

or

$$\cot 2\xi = \frac{S}{2}.$$ \quad (2.21)

Note that the deformation gradient tensor, say $U$, producing the shape change of Fig. 2.2(c) is not given by (2.18), but rather

$$U = \frac{1}{(S^2 + 4)^{1/2}} \begin{bmatrix} 2 & S \\ S & 2S^2 \end{bmatrix}.$$ \quad (2.22)

As already remarked the deformed ellipse in Figs. 2.2(b) and (c) are
identical in shape as are the configurations B'OA in Fig. 2.2(b) and B'OA' in Fig. 2.2(c). The initial orthogonal line pair, OD and OC, are identical in each diagram. They remain orthogonal in Fig. 2.2(c) since they are aligned with the principal axes. This is not the case in Fig. 2.2(b), and although the line pair start and finish orthogonal they do not remain orthogonal throughout. Hence the distinction between the deformation modes of Figs. 2.2(b) and (c) is apparent, the initial and final configurations are the same but all intermediate configurations are distinct. If the deformation modes are intrinsically different, how is this difference made manifest? Sowerby and Chakravarti [6] have demonstrated that the equivalent strain is minimised when the shape change is achieved by a pure homogeneous deformation mode. As shown in Ref. [5] the equivalent strain for the simple shear process of Fig. 2.2(b) is

$$\bar{\varepsilon} = \sqrt{\frac{S}{3}} , \hspace{1cm} (2.23)$$

while for the pure homogeneous mode of Fig. 2.2(c) it is

$$\bar{\varepsilon}_{P.H.} = \frac{2}{\sqrt{3}} \ln \lambda , \hspace{1cm} (2.24)$$

where \( \lambda \) is given by (2.19). Equation (2.24) always result in a lower value than (2.23) and the difference increases with increasing \( S \). However in practical sheet forming operations the difference may not be large. For example, a shear displacement of \( S = 1.5 \) constitutes a large deformation in sheet forming, and yet the difference between (2.23) and
(2.24) is only about 10 per cent. Nevertheless it has been the purpose of this section to exemplify the differences between homogeneous and pure homogeneous deformation.

As is well known it is always possible to create a symmetric tensor out of the unsymmetric deformation gradient tensor of (2.18), which characterises the simple shear mode. One way is the creation of the deformation tensor \( \zeta \), defined in (2.3). The eigenvalues of this tensor are

\[
\lambda_1^2 = \left( \frac{S^2}{2} + 1 \right) + \frac{S}{2} (S^2 + 4)^{1/2}
\]

\[
\lambda_2^2 = \left( \frac{S^2}{2} + 1 \right) - \frac{S}{2} (S^2 + 4)^{1/2}
\]

(2.25)

which are the squares of the quantities given in (2.19). Even though the use of the deformation tensor \( \zeta \) results in the same eigenvalues as the pure stretch tensor \( \Upsilon \), eqn. (2.22), the deformation modes are different as demonstrated above. Furthermore the use of the \( \zeta \) tensor would not reveal the difference in the equivalent strain accumulated in each deformation process.

2.3 Strain Analysis of an Industrial Stamping

2.3.1 General Comments

Strain in a sheet metal stamping is typically evaluated from measurements of a grid, which has been marked on the surface of an undeformed blank. The technique is widely employed in sheet metal stamping plants, and informs the tool designer or die-setter of the
location of the critically strained regions within the pressing. There is no restriction on the geometry of a grid which can be marked on a blank, but an array of circles is often adopted. In evaluating the principal strains it is implicit in the grid circle technique that straining occurs by pure homogeneous deformation, whereby circles are transformed into ellipses and measurements taken of the major and minor axes determine the principal surface strains. In regions of high strain gradients, measurements become erroneous since a circle may be deformed into an irregular, complex shape. Nevertheless, the grid circle provides a convenient way of assessing the strain at selected points within a stamping, assuming the strain gradients are not too severe. If the objective is the determination of the strain distribution over the entire surface of the stamping, the grid circle technique can be very time consuming, and an array of square or rectangular grids is more convenient. Coordinate measuring machines allow a stylus to be moved over the surface of the pressing, and the nodes of a square grid facilitate the location of points in space and the digitizing of their coordinates. However, the square grid does not obviate the problems associated with high strain gradients, which could cause the grid to be deformed into a curvilinear quadrilateral. The nodal point measures would still permit some assessment, albeit a highly inaccurate one, of the strain; but even such a crude estimate might not be readily available from a distorted grid circle.

In the present Chapter, the surface strain distribution is determined for two identical industrial stampings from measurements of
Figure 2.3: A flow diagram indicating the complete logistics of the strain program.
Figure 2.4: Photograph of a typical autobody pressing which was scribed with an initially square grid.
Figure 2.5: A sample of a typical stencil of circle grid pattern.

Figure 2.6: (a) Initially undeformed square elements represented by triangular facets.
(b) The deformed configuration of (a).
distorted square and circular grids. A computer program has been developed, for the assessment of the magnitude and direction of the principal finite strains from measurements made on a deformed pair of lines. The technique is based on the work of Ref. [5] which has been summarized in the preceding section and also discussed in Appendix A. The determination of the distribution of natural strains over the entire area of a deformed sheet is a possible application of this program. Details of the programming technique, user input variables, operating procedures and the like are not presented here but they can be found in Ref. [9]. A flow diagram indicating the philosophy of the program solution is presented in Figure 2.3.

2.3.2 Experimental Strain Determination

A photograph of the autobody inner panel is shown in Figure 2.4, the left and right hand sides of the panel are symmetric. Two identical panels were used to assess the resulting strain distribution. On one panel an array of lines had been scribed, prior to deformation, to form a network of squares of 1/2 in (12.7 mm) side. While on the second blank a grid of 1/2 in, (12.7 mm) squares and 0.2 in (= 5 mm) diameter circles had been electrochemically etched. This grid pattern is shown in Figure 2.5. Both grids covered only part of the panel, as indicated in Figure 2.4. The full depth of the panel was gridded, corresponding to about 70 horizontal lines at 1/2 in intervals; while the region extending from the extreme left hand side of the panel was comprised of about 35 vertical lines at 1/2 in pitch. Thus approximately 2500 nodes
were digitized for the scribed square grid, and a like number of circles were measured on the electro-etched grid. It will be noticed that the grid patterns did embrace the most severely distorted regions of the panel. The gridded domain was divided into two regions along a line OX, see Figure 2.4, which is about half-way down the panel. The subdivision was introduced for the convenience of plotting the strain contours, since there was insufficient capacity with our equipment to handle all the nodes of the entire mesh on a single plot. The basic theory of the contour plotting routine is outlined in Appendix B.

The measurement of the vertices, of the deformed scribed squares, was performed manually with the aid of a milling machine. Thus each deformed square is now represented as four nodal points each lying on the surface of the panel. To arrive at an estimate of the strain, the undeformed square grid is assumed to be divided across a diagonal as shown in Figure 2.6(a). After deformation, a triangular region like OAB in Figure 2.6(a) would form a small flat facet (at least that is the only information the nodal points such as O'A'B' would reveal, see Figure 2.6(b)) on the deformed surface. The strain within the triangle can be determined from a knowledge of the location of the deformed nodes and the side length of the undeformed square. The technique has already been described in section 2.2.2, and is based on the assumption that the straining has occurred by pure homogeneous deformation. The analysis furnishes the magnitude and orientation of the principal surface strains (either natural or engineering) within the triangle, the assumption of incompressibility will provide the natural thickness strain. The
procedure is repeated for each successive triangle. To facilitate the plotting of the strain contours, we execute this in the flat plane using the undeformed grid as a reference. A typical boundary node such as A or B, in Figure 2.6(a), forms a vertex for three triangles; while at an interior node like C six triangles intersect. Therefore when determining the strain at a particular node, an unweighted average of the strain within each triangle is computed. Once a strain value is assigned to a nodal point, the plotting routine executes linear interpolation between the nodes and can provide strain contours at any desired level. Any quantity, such as thickness strain, largest surface strain, equivalent strain etc., can be plotted. In the present work contours of equivalent strain are evaluated at 5 percent intervals. A typical result for the upper half of the panel is shown in Figure 2.7. The diagram, designated Figure 2.7(a), is a computer plot of the surface of the panel as determined from the nodal coordinates of the deformed squares; while Figure 2.7(b) shows strain contours in the undeformed plane. Similarly, the surface strains for the lower half of the inner panel shown in Figure 2.4 are analysed in the like manner. The diagram of Figure 2.8(a) is the computer plot of the lower portion of the panel determined from the deformed nodal points and Figure 2.8(b) is the resulting contours of equivalent strain for the deformed portion of Figure 2.8(a).

It was apparent from the two panels under investigation that there was some misalignment between the scribed square grid and the electro-etched grid pattern. The latter had been marked on the panel
Figure 2.7: Square grid analysis
(a) A computer plot of the upper portion of the stamping in Fig. 2.4.
(b) Strain contours are plotted in the undeformed blank.
Figure 2.8: Square grid analysis
(a) A mesh of the lower half of the panel in Fig. 2.4.
(b) Strain contours of (a) on the flat plane.
using a stencil to form contiguous patches, this had also resulted in a slight mismatch so that there was not a continuous chequer board pattern to the squares which circumscribed the grid circles (see Figure 2.5). If the alignment had been better then the electro-etched pattern would have permitted the nodes of the squares to be digitized as well as providing the strain readings from the deformed circles. In order to provide identical reference points on each panel -- to facilitate the plotting of the strain contours -- the two panels were placed on top of each other and small holes were drilled through every other node of the scribed grid into the electro-etched panel below. When plotting the strain contours, calculated from the grid circle measurements, the strain assigned to a node, i.e. the drilled hole, is in general the average value of the strain in the four nearest grid circles. For the sake of convenience, the computer plots of the deformed mesh of the panel shown in Figure 2.4 are repeated in Figures 2.9(a) and 2.10(a). The resulting equivalent strain distributions, determined from measurements made of the major and minor axes of the deformed circles, are illustrated in Figures 2.9(b) and 2.10(b). These diagrams show the strain contours of the upper and lower portion of the panel respectively. The major and minor strains obtained using the square grid and the circle grid technique are plotted on a strain space, i.e. with the principal surface strains $\varepsilon_1$ and $\varepsilon_2$ as the co-ordinate axes, shown in Figure 2.11(a) and 2.11(b) respectively. The well known forming limit diagram (F.L.D.) [10] is constructed in $\varepsilon_1-\varepsilon_2$ space, and therefore theoretically predicted or experimentally determined (from
Figure 2.9: Circle grid technique
(a) A computer plot of the upper part of the panel.
(b) Resulting strain contours are plotted on the undeformed sheet.
Figure 2.10: Circle grid technique
(a) A mesh of the lower portion of the panel.
(b) Strain contours in the flat sheet.
Figure 2.11: Element strains plotted in $\varepsilon_1 - \varepsilon_2$ strain space
(a) Square grid method.
(b) Circle grid method.
laboratory tests) F.L.D.'s can be superimposed on such diagrams as Fig. 2.11. Hence a comparison is available between the anticipated F.L.D. and the measured strain distribution. The experimentally determined points shown in Figs. 2.11(a) and (b) are for the upper left hand portion only of the panel shown in Fig. 2.4. The measured strains for the lower left hand portion showed a similar distribution. Figure 2.11(a) indicates that 90% of points obtained are below a major strain of 0.1. This is expected since in most sheet metal stamping operation materials seldom deform extensively. However, some of the points in the compressive region near a minor strain of -0.1 to -0.2 may be spurious because the analysis assumes chordal distances between adjacent nodes, whereas at sharp corners in the pressing, the surface lengths may be much longer. It may be that the half-inch grid spacings are too coarse for this particular application. Figure 2.11(b) illustrates experimental strains determined from the circle grid analysis. Measurements were made of the deformed circles on the surface of the panel using an optical eye piece, and the maximum allowable accuracy of the instrument is about 0.02 inch; therefore small difference between adjacent ellipses cannot be measured and as such a point on the FLD may represent more than just one measurement.

The plots shown in Figs. 2.11(a) and (b) can serve as a useful aid to the designer. It is well known that sheet metals do not deform extensively when both principal surface strains are positive, i.e. the stretch mode. They tend to do better in the stretch-draw mode when the principal surface strains are of opposite sign. Furthermore when the
surface strains are equal and opposite there is no thickening of the sheet and this is represented by the line with slope -1 in Figs. 2.11(a) and (b). Deformation without change in thickness can be regarded as an ideal mode, and the plots of Figs. 2.11(a) and (b) reveal how close the designer is to achieving this. Furthermore, as already indicated, the anticipated F.L.C. can be superimposed on the measured strain plots. This permits the designer to decide whether any adjustments need to be made to the processing parameters if the measured strain is close to the proposed F.L.C. It also establishes the usefulness of F.L.C.'s particularly when these have been constructed theoretically as well as determined experimentally from laboratory tests.

2.4 Discussion

The present chapter has demonstrated how the magnitude and direction of the principal strains can be determined from measurements made on a deformed pair of lines. The application to the assessment of strains on a sheet metal component has also been illustrated.

Two techniques, namely the grid circle and the square grid technique, have been applied to the industrial stamping shown in Figure 2.4. The grid circles used were initially 0.2 in (= 5 mm) diameter and these were measured directly on the surface of the deformed part. The nodes of the square grids, initially of 1/2 in (12.7 mm) side, were digitized using a milling machine. A properly instrumented coordinate measuring device would have considerably reduced the labour involved but this was not available for this work.
Contours of equivalent strain distributions, over the surface of the blank, measured by the usual circle grid method on the actual part and those computed from the square grid are summarised in Figure 2.12 for the purpose of comparison. Figure 2.12(a) and (b) are composite diagrams, where the strain contours of Figs. 2.7(b) and 2.8(b) have been combined to produce Fig. 2.12(a) and Figs. 2.9(b) and 2.10(b) amalgamated to provide Fig. 2.12(b). Regions of high and low strain level are observed by the square and circle methods. The magnitudes of the strains obtained by the square grid method is generally 5% lower than that of the measurements made from the circle grid.

With any moderately sophisticated computer-graphics system it would be easy to encompass any area on the strain contour diagram of Figure 2.12, and have the corresponding domain delineated on a plot of the surface of the panel. This is not done in the current study, but strain contours were manually drawn on the surface of the panel; these were colour-coded to provide a better visual representation of the strain distribution on the whole panel, and this is illustrated in Figure 2.13. This shows that the smaller grid circle provides a more detailed account of the change in level of the strain contours, but the squares also reveal the same regions of high and low strain. It is debatable whether plotting contours of equivalent strain, as selected here, is the most appropriate way of helping the designer to assess critically strained regions of a stamping. Contours of thickness strain could be determined with equal ease, in this case excessive thinning or thickening would indicate a propensity to tearing or buckling.
respectively.

The tedious manual measurements techniques used here are entirely unsuited for industrial practice. Techniques of automatic coordinate measurement are available and also image analysis systems have been developed to determine major and minor diameters of a deformed grid circle. Knowing that these aids exist, questions still remain about which grid patterns should be used, how they should be measured, what strain parameters should be calculated and how they should be presented. If no grid is used, measurements are limited to surveys of thinning. These are useful but if more information is required then, as mentioned before, some surface markings must be employed. If it is desired only to ascertain strain at a single point in the sheet, then the use of a grid circle is the most suitable method. If however, distribution of strain over a large region is required then it is almost mandatory that automatic measurement coupled with a computer-aided method of strain analysis and plotting will be employed. This chapter has illustrated how this can be achieved although a more efficient method of measuring the nodal points on the deformed panel would be desirable.

It has been shown that using a simple but nonetheless accurate method of strain analysis, the principal strains and their directions can be derived from measurement of a deformed square grid with greater ease than is generally imagined.
Figure 2.12: Contours of equivalent strain distributions
(a) Measured by the square grid
(b) Computed from the circle grid
Figure 2.13 Contours of effective strain distributions which were colour coded

(a) Square Grid Technique
(b) Circle Grid Technique
(c) Colour Codes of Strain Level
2.5 Conclusions

The present Chapter has demonstrated how strain distributions can be determined in certain finite deformation processes, based on measurements of the initial and final configurations of a grid marked on the surface of the workpiece. Certain differences between homogeneous deformation and pure homogeneous deformation have been drawn, when each mode produces the same final shape. The modes of deformation are intrinsically different, and although the initial and final shapes can be the same for each mode, all intermediate configurations are not. It has been mentioned that pure homogeneous deformation minimises the accumulated equivalent strain when producing a given shape change, and consequently the work done in such processes is likely to be minimised.

An example has been given of strain measurement of two similar auto body inner panels, one using an array of grid circles electro-etched on the blank and the other employing a blank on which a regular grid of square elements had been scribed. The measurements were taken manually, but the analysis and plotting were performed using the Cyber computer. A computer program for the evaluation of finite strain has been developed, based on the assumption of pure homogeneous deformation, and the principal surface strains within each grid element can be calculated with relative ease. In general, this will result in an underestimate of the actual strain incurred. The error may not be large, but since the strain path of elements on the surface of a panel is unknown, a lower bound estimate of the strain has to be tolerated. It is recommended that a square or rectangular grid of lines be employed for the
calculation of strain over the surface of industrial stampings.

With the advent of coordinate measuring devices and computer-aided techniques of image analysis, it is possible to obtain a quick check on the strain distribution over certain chosen regions of interest on the stamping. Thus, it allows a tool designer or die-setter to gain more insight into the deformation of the component that he works with.

The technique of finite strain determination will be incorporated into a computer-aided tool and die design package described in Appendix D.
CHAPTER 3
GEOMETRIC MODELLING

3.1 Introduction

A sheet metal panel is usually produced in a double-action press. The tooling consists of two basic assemblies - a matching punch and die which define the shape of the panel, and a draw ring or binder, which surrounds the punch and die and controls the flow of the sheet inwards as it is formed to the required geometry. In order to design the punch properly, the deformed shape of the blank must be known after it is preformed by the binder. The proper design would be the one in which the preformed blank wraps around the descending punch gradually and uniformly with the avoidance of loose metal and hence the possibility of wrinkling. When conforming to the binder there is no stretching or distortion of the sheet under the clamping action of the press, only bending. As the punch descends and contacts the sheet, tensions are developed and the material is dragged inwards against the restraint exerted by the binder. The process of forming a flat sheet of metal to a complicated shape between matching dies in a press is known as stamping. Considerable expenses are involved in developing and manufacturing the tooling, and a typical automotive stamping die may cost as much as one half of a million dollars.

Traditionally, tool geometry has been determined by experience or by an experimental die try-out process. If wrinkling occurs during the
process then draw beads can be added into the tooling in order to reduce the tendency of the material to draw-in. The process is repeated many times until a final acceptable result is achieved. However, the technique tends to become very tedious when dealing with more complex geometries and requires the engineering skill and experience of the tool designer.

In modern sheet metal engineering practice, the shape of the finished panel is specified in a master geometric data base within a computer graphics system [11-14]. The tool designer will extend this data base to specify tooling in the regions outside of the trim line for controlling tension and restraining the edges of the panel during forming. He must also specify the size and shape of the flat sheet required to form the part. This problem, known as blank development, determines the size and shape of the initial sheet or blank, but in order to aid the designer in devising appropriate tooling shapes, it would be highly advantageous to know precisely where all points in the flat sheet are located after forming; that is to say, one needs in the computer graphics system a transformation of points between their initial and final position. As pointed out in the Introductory Remarks of Chapter 1 this can be a formidable task, and it seems worthwhile to explore simpler, albeit more approximate, methods for achieving this.

In the present study some results are presented of a detailed development of a computer-aided die design system for assessing the shape of a blank for sheet metal stamping. The technique is referred to as geometric modelling and is intended as a computer aid for the
experienced tool designer. No attempt is made to satisfy force equilibrium point to point within the material, and the mechanical properties of the sheet material are not even considered. Only geometric constraints are accounted for.

3.2 The Ideal Sheet Forming Process

The starting point in the process is some specified final part shape that the designer would like to achieve. Geometric modelling, as the name implies, is a technique whereby a flat sheet is transformed to the final part by purely geometric means. In fact the reverse procedure is adopted herein and the proposed final shape is initially mapped back into a flat sheet. The mapping process does not reveal a unique solution, merely a geometrically possible one. However on the basis of the mapping strategy a possible strain distribution can be calculated for a deformation process which is geometrically feasible.

In most instances, the designer would like the sheet to transform from the flat or developable surface to the complicated shape of the final part without change in thickness. This mode of deformation has been alluded to in Chapter 1. Each element would be deformed by plastic shearing so that its area remains constant. Avoidance of thinning is usually a practical objective and furthermore, it may be shown that failure by tensile necking or tearing is not likely to occur in this mode [15]. (The process is less than "ideal" in a practical sense since wrinkling can still occur.)

In most sheet processes, the contact pressure between the sheet
and the tooling is quite small and we can consider that the only stresses acting are those in the plane of the sheet as illustrated in Figure 3.1(a), i.e. a state of plane stress. If the material is assumed to be a rate-insensitive, isotropic solid, obeying the Von-Mises yield criterion, the plane-stress yield locus is as shown in Figure 3.1(b). The laws of plastic deformation indicate that the combined stresses necessary to deform this element are related by the ellipse shown in Figure 3.1(b). The process in which \( \sigma_1 = -\sigma_2 \) results in a constant area deformation is usually referred to as "drawing" and it can be seen that the magnitude of the stresses required to deform the sheet are less for this process than for any other. In sheet metal forming, deformation is produced by tensions transmitted through the sheet, not by forces applied to the surface as in forging, and therefore that deformation process which occurs at the lowest value of stress is at least a likely mode of deformation.

It is found that many of the traditional die design calculations which are described in handbooks are based on this constant area rule [16]. These die design formulae were devised for manual calculation techniques and are not appropriate for a computer-based system. The method described here is essentially an extension of this approach to an elemental mapping technique which can be applied automatically in a computer system and which provides the designer with an indication of the way in which a flat sheet would deform if it obeyed the constant area hypothesis.
Figure 3.1: (a) Deformation of an element in plane stress
(b) A plane stress yield locus

Figure 3.2: (a) Part of a surface in space
(b) Boundary conditions of Fig. 3.2(a) on a flat plane
3.3 Techniques for Mapping Elements

Results are presented of a new method for finding the shape and size of a blank for a sheet stamping. The present method is intended as a computer aid for the experienced tool designer. This computer-aided technique involves element-by-element mapping of an irregular mesh, which has been marked on the deformed surface, back into a flat blank. The transformation of the elements requires a mapping procedure and it is the purpose of this section to provide a detailed discussion of some of the mapping strategies developed. The merits and drawbacks of each are also examined. In this system, no attempt is made to satisfy force equilibrium from point to point within the material, in fact the mechanical properties of the sheet material are not even considered. Continuity of the elements is however maintained and the resulting deformation is geometrically possible. Whether or not the solution is physically possible depends on the skill of the designer in guiding and adjusting the process.

3.3.1 Basic Method

(a) Mesh Generation

The surface geometry of a stamping can be specified by a physical model, an engineering drawing or in a computer graphics system. One may then generate a mesh to cover this surface, as for example, in part of a stamping as shown schematically in Figure 3.2(a). The surface is approximated by contiguous triangular elements, each pair composing a
quadrilateral element folded along one particular set of diagonals. These elements approximate the actual geometry of the given stamping and furthermore these elements are arranged so that they form a rectangular array of rows and columns. This is known as a topologically rectangular mesh.

The designer must be aware that two options of grid markings are available if an actual stamping is employed.

(1) The grid can be a deformed grid of lines previously scribed on the undeformed blank - such as the part shown in Figure 2.4, and which is discussed in Chapter 2 but only in terms of strain analysis. However, the same grid could be used for the mapping.

or

(2) A topological grid is marked on the deformed blank, such as the seat stamping of Figure 3.3, using a felt marker pen.

This technique is adopted in this Chapter.

Quite often in the design process an actual stamping is not available and a clay or wooden model of the part is employed, hence a grid would have to be marked on the surface of the model.

(b) Boundary Conditions

The method requires that some appropriate displacement boundary conditions be specified for certain nodes. In most sheet metal pressings a plane of symmetry, or alternatively a dividing line, can always be identified. It is indicated in Figure 3.2(a) that planes XOZ

* It is chosen so that a general sub-program for automatic numbering of nodal points and elements on a given surface may be achieved.
and YOZ are planes of symmetry and hence the components of displacement perpendicular to these planes will be zero. In the initial mapping it is also specified that the distance between these boundary nodes does not change, i.e. the sheet deforms without extension along these lines of symmetry. This particular boundary condition is an arbitrary one. If the designer considers that the spacing between the nodes changes along the axes of symmetry he can impose such a condition; hence the designer may change the input conditions in light of his own experience.

The boundary nodes can then be mapped in the X0Y plane, as illustrated in Figure 3.2(b). This provides a starting point in which three vertices of a quadrilateral have been fixed at the intersecting corner of the axes of symmetry. The problem now is to map each of the nodes onto a flat plane according to some selected strategy. One essential requirement is that adjacent elements remain contiguous during the mapping process.

An automotive stamping is considered, it is chosen for the purpose of determining the feasibility of the mapping procedures. A grid of quadrilateral elements was drawn freehand on the part using a marker pen and these elements are topologically rectangular. A photograph of the original stamping from which the corner section was removed, is shown in Figure 3.3(a). The stamping is part of a passenger car seat. Figure 3.3(b) shows a photograph of the piece removed from the corner for modelling. Each mapping method developed herein will then be adopted to find the size and shape of a sheet metal blank which could be transferred into the surface of the deformed part which is
Figure 3.3 Photographs:
(a) of the seat stamping and
(b) the area removed from the corner for modelling
Figure 3.4: Mesh obtained for part of a car seat panel which is modelled
defined by the grid of lines shown in the photograph. The nodes of the grid were digitized with the aid of a milling machine and a computer plot of the surface is shown in Figure 3.4.

3.3.2 Mapping Strategies

(1) Proportional Deformation

The quadrilateral element IJKL in Fig. 3.5(a) is assumed to represent part of a curved surface in three dimensional space. The two triangular domains, IJK and ILK, actually represent two flat facets on the deformed surface. We assume for the moment that part of the mapping process has been completed and the points i, j and k have been located in the flat plane XOY, as shown in Figure 3.5(b). The area of the triangle ijk is known and the vertical height, h, of the new triangle kil can now be determined, since this must satisfy the condition of equal area for the initial and final quadrilateral. The area of the individual triangles IJK and KIL do change in this mapping process but the sum of their areas is constant, i.e. the area of the quadrilateral IJKL is unchanged.

The position of l along the line shown in Figure 3.5(b) must now be found. Proportional displacement is assumed, and this will be apparent from Figure 3.5(c) where the initial triangle KLI and the final

The constant area hypothesis is an arbitrary one. A designer may change the area of elements in light of his own experience, however, this assumption is a convenient and simple one. It is based on the fact that under idealised conditions, materials tend to deform without change in area (a pure shear mode).
triangle k1i are shown superimposed. The position of m along ki is determined by the assumption that the displacement of M will be proportional such that

$$\frac{MI}{KI} = \frac{mi}{ki}$$  \hspace{1cm} (3.1)

The new node i can then be located on the X0Y plane. The mapping of the rest of the elements is conducted in the same manner.

This method was found wanting when applied to the part of the stamping shown in Fig. 3.3(b) or Fig. 3.4. The mapping procedure failed in the more severely deformed regions of the component. It can be concluded that this particular mapping strategy develops unacceptable instabilities in the sheet, leading to overlapping of elements as shown in Figure 3.6. In an attempt to overcome this difficulty, an arbitrary limit was imposed on the change in the apex angle of any triangle during the mapping process. This tended to dampen out severe changes in the shape of a triangular element, and a preliminary result is shown in Figure 3.7. This is free from overlapping but deficiencies are still evident in that the boundary is very irregular. The edge of the mesh was deliberately drawn near the edge of the actual stamping and hence a realistic map would be much smoother at the boundary.

These results suggest that there are two possible handicaps associated with the model under consideration. Firstly, it is obvious that the imposed equal area hypothesis is likely to be too restrictive. Secondly, it is recognised that the imposed proportional deformation appears to restrict one of the principal directions to lie along the diagonal. This is unlikely to occur in actual forming processes, and
Figure 3.5: (a) Quadrilateral element on the curved surface
(b) Locating the fourth node in the plane surface
(c) Illustrating the assumed proportional deformation
Figure 3.6: Transformation of the mesh in Fig. 3.4 onto the flat plane, overlapping of some elements occurs with the proportional deformation strategy.

Figure 3.7: An improved transformation into the flat plane.
Figure 3.8: (a) A facet on the curved surface
(b) Diagram showing the assumed proportional change of angles.
therefore other approaches were developed to provide the tool designers with a system based on a more appropriate strategy.

(2) **Proportional Change of Angles**

Many features that have already been discussed in part (1) will be retained, and in particular the equal area hypothesis. Again the element IJKL is assumed to represent two triangular facets on a curved surface shown in Figure 3.8(a) and in this instance the mapping has proceeded up to the point where the lower triangle IJK of the quadrilateral is located onto the flat plane XOY, as shown in Figure 3.8(b). The vertical height, h, can be calculated such that the sum of the area of triangles ijk and jkl is equal to the area of the quadrilateral. The only problem is to map the remaining node k on the same plane.

The position of k along the line shown in Figure 3.8(b) is found by relative deformation of the apex angles of the upper and lower triangles of the quadrilateral IJKL with respect to the quadrilateral ijk on the flat plane. It is postulated from Figure 3.8 that the change of the apex angles of the triangles before and after the deformation will be proportional, such that

\[
\frac{\text{Angle KIJ}}{\text{Angle KIJ}} = \frac{\text{Angle kij}}{\text{Angle kij}}
\]  

(3.2)

The new node k on the flat sheet can then be found upon satisfying the previously stated conditions. The rest of the nodal positions can also be obtained in the same manner.

The method has been implemented in Fortran code in which an
iterative routine is involved to search for the location of the fourth node of a quadrilateral. The routine consumes a large amount of computer time and thus the mapping becomes very inefficient. Though this mapping procedure seems to improve upon the technique discussed in the preceding section it is by no means entirely adequate. It was found that in the vicinity of a severe bend or sharp corner, where highly irregular elements are present, it became difficult to identify the position of the fourth node in order to satisfy all the above required conditions.

The occurrence of such a difficulty would imply that large surface area changes are likely to take place in the actual pressing. It indicates that there is a deficiency in the imposed geometric strategy, i.e. the requirements that the deformed and undeformed quadrilateral elements maintain the same surface area, and the mapping process which serves to satisfy this hypothesis. It is also noticed that the irregularity of the hand drawn elements is likely to affect the mapping. It is advisable to employ a finer mesh, particularly for parts with a more complex geometry, in order to provide a better representation of the surface.

(3) Proportional Area Change

In an attempt to modify the constraint of area constancy, the method discussed in this section provides a mapping strategy that would allow for the area of each element to change. Again it is assumed that the mapping process has proceeded up to the point where the triangle ijk
has been located on the flat plane as shown in Figure 3.8(b). The remaining node \( k \) of the quadrilateral \( IJKL \) is now in a position to be transformed onto the 2D plane \( XOY \). The transformation is governed by a proportional change of area rule. It is apparent from Figure 3.8 that the area \( jkl \) may be obtained through the relation

\[
\frac{\text{Area } jkl}{\text{Area } JKL} = \frac{\text{Area } ijk}{\text{Area } IJK} \tag{3.3}
\]

and in this case, the area of the quadrilateral is changed.

The vertical height, \( h \), of the triangle \( jkl \) can be calculated from the known magnitude of the area \( jkl \) and the position of \( k \) along the line shown in the diagram may be identified with the application of the procedure of proportional deformation as described in part (1).

This technique was applied to part of the industrial stamping shown in Figure 3.3(b). It generates a blank which is similar to that of Figure 3.6, and therefore any improvement in the mapping process is not immediately obvious. The overlapping of elements also occurs in the same region as on Figure 3.6, but to a lesser extent. The overlapping of the elements is reduced since a large change in the area of a triangular element of a quadrilateral has been compensated for by the same amount of area changes in the opposite triangle and therefore this smooths out some of the oscillations. It is interesting to observe that the unacceptable instabilities occurred in a region where the trial stamping showed severe wrinkling.

The non-conforming elements indicates that there is a deficiency in the imposed geometric rule; again the assumed proportional
deformation appears to give rise to severe distortions in the sharp bends or other abrupt geometric changes in the stamping. Nonetheless this technique may serve as a warning system at the preliminary design stage to indicate regions where the stampings are likely to fail by wrinkling.

(4) Intersection Method

So far no consideration has been given to the effect that the mapping of an element may have on the deformation of the neighbouring quadrilateral elements. It is the aim of the present method to take into account of the contribution of the local deformation of neighbouring elements and hopefully this procedure will smooth out the distortions on the whole sheet and a reasonable blank shape can then be attained.

Suppose that the boundary nodes have already been transformed onto the flat plane XOY, this provides a starting point in which the lower triangle JIk of the quadrilateral shown in Figure 3.9(a) is known. The remaining problem is to map the node I onto the flat sheet. In this technique three quadrilaterals will be considered, the element IJKL and two other adjacent elements, one on the right and one on the left of the element IJKL are also involved in the determination of the location of L on the flat blank. The elements in question are shown in Figures 3.9(a) – (e). Again the vertical height, h, of the triangle JKL can be calculated for the area of the triangle JKL to be unchanged during deformation; a line paralleled to the base of the triangle along which
the position of $l_1$ lies may then be constructed. This provides a possible solution of the third node of the triangle under consideration, but not a unique position for $l_1$. If attention is now focussed on the adjacent triangle $JML$ of the neighbouring element, a similar construction can be made where the height $h_2$ is determined by the equal area hypothesis. Likewise for the adjacent triangle $KNL$ to provide the distance $h_3$.

As can be seen the mapping technique will, in general, yield three possible solutions for the position of the fourth node of a quadrilateral. Since a single position of the node L is sufficient to solve the problem, hence we must select the most probable one. In order to do so a triangle $l_1l_2l_3$, as illustrated in Figure 3.9(e), is constructed. It is obtained by the extension of the three parallel lines discussed previously; these lines would intersect and meet at possible nodes $l_1$, $l_2$ and $l_3$. Thus a triangle which contains all possible solutions to the node L is established. Any positions within which will provide a possible solution to the mapping process. For simplicity it is assumed for the present time that the centroid of the triangle $l_1l_2l_3$ is the most probable location of the fourth node of the quadrilateral under consideration. This determines the position of the node L and the transformation of the rest of the elements are performed in the same manner.

It is observed that the area of the quadrilateral would change slightly upon identifying the nodal position of L. However, continuity of thickness changes across the sheet is not maintained, i.e. the
thickness between one element to the next may be different depending on
the severity of the deformation or the surface geometry of a stamping.

The above mentioned mapping procedures were implemented in
Fortran code and the technique was applied to the industrial pressing
shown in Figure 3.3(b). The mapping technique does not appear
satisfactory in regions where severe bends appeared in the actual
stamping. In the vicinity of the bends, elements on the flat sheets
tend to spread out away from the bends in order to accommodate sharp
changes in geometry which arise in the sheet. At some points where
elements are squeezed beyond the state where elements can be mapped
without interference between neighbouring elements, overlapping of
elements occur. It appears that the mapping process is unable to smooth
out the deformation in the neighbourhood of the problem area. This is
perhaps due to the fact that the location of the fourth node of an
element is dependent not only on the element itself but also on the
deforation of the neighbouring elements. Therefore, a small
oscillation in one element may eventually affect other elements and this
becomes a serious problem (instability) for the mapping process.
Nonetheless, as mentioned, such an instability of the mapping may serve
as a warning signal to problem areas where the sheet would fail by
wrinkling or tearing. This point has to be verified by experience.

This strategy emerges from the original work developed by
Professor S.G. Wang of University of British Columbia.
Figure 3.9(a)-(e): Diagrams illustrating the sequential mapping procedures of the fourth node \( L \) by the intersection method.
(5) Area Criterion

In light of the difficulties discussed in part (4), the method described herein is proposed in an attempt to provide a simple modified mapping procedure which is physically sound and realistic. This new approach retains many features that have been examined previously. The mapping technique is very similar to that described in the above section, the exception is that the modelling is focussed solely on a single quadrilateral, and does not involve neighbouring elements. However, the location of the fourth node is achieved in a like manner to that described in the preceding section.

It is assumed that the mapping process has progressed up to the element IJKL, as illustrated in Figure 3.10(a), and that the triangle ijk is mapped onto the flat plane as shown in Figures 3.10(b)-(e). Lines which are parallel to the base lines jk, ij and ik can be determined entirely by considering the area of the corresponding triangles JKL, IJL and IKL respectively; the vertical heights, h₁, h₂ and h₃ of these triangles can then be calculated. They define the offset distances of each possible location of the node L from the base of the triangles. Upon extending these parallel lines the triangle i₁j₁k₁ is formed, the vertices of which would provide three possible solutions to the position of the fourth node L on the flat sheet. The detailed step-by-step mapping of the node has already been described in full in part (4). As before we select the centroid of the triangle as the location of the node L on the flat blank. The mapping of the rest of the elements is conducted in a like manner.
The method appears to function well when applied to the industrial pressing in Figure 3.3(b). The result of the mapping procedure is given in Figure 3.11, the uneven edges at the upper right hand corner of the blank suggest that the mapping process still is not entirely representative of an actual deformation process. It generates however a map which could be changed by various adjustment procedures by the designer. The upper right corner illustrated in Figure 3.11 suggests that the metal should be allowed to flow inward more to avoid fracture in the stamping. It is interesting to observe that in the actual stamping a portion of material has been held back after forming and the pressing has physically failed by tearing in this region. The uneven elements at the top and right hand boundaries also suggest that in the actual operation draw beads might be added on the boundaries to inhibit too much inflow of material in order to control wrinkling of the sheet during deformation.

The predictions of the current mapping technique reveal certain features displayed in the actual stamping. In the strategy no restrictions have been imposed on the inflow of the material at the boundaries. The actual physical restraint in the part is imposed by draw beads etc. in the stamping operation. Consequently the predicted inflow of the material in certain regions will be larger than that which occurs in practice. This is a further constraint which the experienced die designer could incorporate in the mapping strategy.
Figure 3.10: (a)-(e). Diagrams indicating transformation procedures for finding the most probable position of the node \( L \) using the method of area criterion.
Figure 3.11: The resulting transformation of the surface in Fig. 3.4 which is obtained by applying the method of area criterion.
3.3.3 Comments on Mapping Strategies

It is shown in this section that many strategies exist for element-by-element mapping of a mesh drawn on a surface of complicated shape. Instabilities have been found to occur in some methods in regions of large strain.

A strategy which approximates to the equal area hypothesis was found to be the most suitable. In this strategy three vertices of a quadrilateral are known and three locations for the fourth vertex are established. These form, in general, a triangle and the procedure adopted is to locate this vertex at the centroid of this triangle.

The various mapping strategies described in the preceding sections have been shown to effect the resulting blank shape when they are applied to an actual sheet metal stamping. The fifth strategy, named the Area Criterion, appeared to be the most appropriate. It is worthwhile investigating whether this particular method would still show advantages over the other techniques when applied to a simple test case.

The requirements of the test case are that it should involve large strains and displacements and that an exact analytical solution of the deformation problem should be easily obtained. This would provide a "correct" solution against which the actual mapping could be compared. In the present work the test case considered is the forming of a hemispherical shell from a flat circular disc. The exact blank shape is generated analytically, the result of which is compared with the blank developed by the mapping procedure. Various types of mesh are also employed in the test case to ascertain the sensitivity of the result to
the grid geometry. The study has demonstrated that the mapping procedure, namely the area criterion, performs well and it is recommended that a reasonably regular grid mesh should be constructed, and that the mesh should be made finer in regions of abrupt geometry changes on the stamping. Further details can be found in Appendix C.

3.4 Remapping – A Theoretical Consideration

A method has already been described in section 3.3.2 in which an irregular grid drawn on a specified surface of general shape is mapped onto a flat sheet following some geometric rule. Tool designers are accustomed to thinking in the opposite way, i.e., how a regular grid marked on the flat blank would appear when the sheet is deformed to the final shape. To accommodate this, a method will be developed for superimposing a regular grid on the flat blank and mapping this back onto the deformed surface. The technique is based on interpolation from the known displacements of neighbouring nodes of the irregular grid. The method provides a visualization of a geometrically possible deformation mode of a flat blank in a stamping process, and is part of a computer-aided die design system which can be used by an experienced tool designer.

The mapping method can best be described by a simple illustration as shown in Figure 3.12, where the location of a regular mesh point Q, established on the flat plane, has to be positioned on the deformed surface of the stamping. The relocation of point Q is obtained in the following way. As explained previously the surface of the actual
Figure 3.12: 
(a) Illustrating the position of a remapped point on the surface.
(b) Diagram indicating the irregular grid points developed by mapping and the superposed regular mesh.
Figure 3.13: A flow chart showing the strategy involved in the remapping procedure.
stamping, or a model of the stamping, has been characterized by measuring the nodes of some topological grid. Hence points on the surface, such as A', B', C' and D' in Fig. 3.12(a), have been digitized and their spatial coordinates recorded. The selected mapping strategy then locates each surface node in the flat plane, the four aforementioned nodes are shown as A, B, C and D respectively in the flat plane, see Fig. 3.12(b). In general the mapping technique produces an irregular two-dimensional grid, and this is also shown schematically in Fig. 3.12(b). A regular square or rectangular is then superimposed on the irregular grid, and the regular grid is also illustrated in Fig. 3.12(b).

The next step is to remap the nodes of the regular grid back to generate a deformed surface. If Q is a typical nodal point of the regular mesh as shown in Fig. 3.12(b), then following the remap strategy, the point will be located as Q' on the deformed surface as illustrated in Fig. 3.12(a). A computer program called "REMAP 1" has been developed to accomplish this task, and Fig. 3.13 shows a flowchart of the strategy involved. Obviously the remapping of Q to Q' is going to involve some degree of approximation as to the actual location of Q' on the deformed surface. Hence there will be some erosion of the actual surface due to the remapping technique.

The problem of concern is to find the three-dimensional coordinates of Q' given the two-dimensional coordinates of Q. Two steps are taken to solve this problem:

1) Find the triangle defined by points on the blank in which a typical
point Q of the regular grid lies.

The point Q must be tested to determine whether it is within or outside the quadrilateral ABCD, as shown in Figure 3.14, by applying a vector cross-product rule. It makes use of the fact that the area of a triangle equals half the vector cross-product of its sides, and is positive or negative according to the direction of sweeping of the enclosed angle as determined by the right-hand rule. A point is said to be within a quadrilateral if the vector cross-products of the sides of the quadrilateral all possess the same sign. For instance, in Figure 3.14, Q is within the quadrilateral ABCD and therefore the vector cross-products \( \overrightarrow{OA} \times \overrightarrow{OB} \), \( \overrightarrow{OD} \times \overrightarrow{OC} \), \( \overrightarrow{OC} \times \overrightarrow{OB} \), \( \overrightarrow{OA} \times \overrightarrow{OA} \) all have the same sign. However, a sign change of any one of these products is sufficient to indicate Q does not lie inside the quadrilateral being considered, then other quadrilaterals are tried until the quadrilateral that contains Q is found. Once the quadrilateral containing point Q is located, it is possible to find which triangle of the quadrilateral that Q is in by repeating the same sort of procedures as before. Now the point Q can then be transformed onto the surface of the stamping.

2) Deduce where this typical point Q would move to in space, namely to point Q' on the deep drawn panel using an inverse transformation of the deformation rule with linear interpolation.

For the purpose of illustration, it is assumed that point Q lies in triangle ABC as shown in Figure 3.15(a). The problem is normalized by taking the heights of \( \triangle ABC \) to be unity, while the triangles \( \triangle QAB \) and \( \triangle QC \) are used to define the parameters P1 and P2. The parameters P1 and
Figure 3.14: The existence of Q within the quadrilateral ABCD is determined by a vector cross-product rule.

Figure 3.15: (a) Indicating the position of Q and the parameters used to define Q.
(b) The position of Q' is determined by the corresponding area ratios P1 and P2 in space.
P2 are area ratios which are less than unity by normalization, thus the height of ΔQAC equals P1. Likewise, it is true for the area ratio P2 which represents the height of ΔQAB.

Now it is logical to assume that these area ratios will also apply to the spatial triangle formed by points A', B' and C' of the original panel. Since A', B' and C' are known points, the area ratios (P1 and P2) can be used to locate point Q' on the surface corresponding to the point Q on the blank, see Figure 3.15(b).

Suppose that the perpendicular height from Q' to side A'B' is P2 and from Q' to A'C' is P1. The parameters, P1 and P2, define the offset distance of two lines which are parallel to the base of the triangles ΔQ'A'B' and ΔQ'A'C' respectively. Upon extending these parallel lines, the location of Q' is found at the point of intersection. The geometric interpretation of the above procedures is illustrated in Figure 3.15. The remapping of the rest of the element is conducted in a like manner. The above two procedures are part of the program "REMAP 1". Details of the program, along with a complete listing, are to be found in an internal McMaster report prepared by the present author. For complete details the reader is referred to this report [17].

3.4.1 General Comments

This section has dealt with the remapping of a regular grid to create the surface of the part. After the remapping process, the surface is represented by triangular facets whose vertices are the nodal points of the regular mesh. As mentioned in the preceding discussion
the surface created by the remapping operation is likely to be an erosion of the shape of the original stamping (or model). This arises because of the degree of approximation involved in locating the nodes of the overlaid regular mesh with respect to those of the embedded irregular mesh during the remapping operation. However, both the present stamping and from studies performed on other comparable stampings (one of which will be discussed in this Chapter), the remapping technique usually provided a part whose shape differed very little from the starting stamping or model.

Further details of the remapping strategy can be found in an internal McMaster University report written by Chu and Soldaat [18].

3.5 Adjustment

The element-by-element mapping method discussed in the preceding sections transfers an array of three dimensional coordinates to a two dimensional array. While the remapping strategy converts a two dimensional array back to a three dimensional array to create a surface. These mapping and remapping strategies satisfy, in an approximate manner, the rule of constant surface area, and as a consequence they are sometimes referred to as homolographic transformations.

As emphasised earlier the mapping strategy can provide a geometrically possible transformation but it does not necessarily correspond, even approximately, to the deformation experienced by the actual component. Consequently the designer must have other means of modifying the solution in the light of his own experience. While
several methods are no doubt available the two main techniques of adjustment are mentioned below.

The first is to alter the shape of the component and/or tooling in order to make the component easier to form. Many options are available, it could be through a shape change by providing extra material in a region which was splitting or tearing [19]. The design of the binder and draw beads in conjunction with the shape of the tooling can aid in the inflow of the material to overcome tearing or restrain the flow of the material to overcome both wrinkling and slackness of the part, i.e. certain regions of the part have not been deformed plastically. It is not the function of the present study to design the tooling for the creation of a sheet metal component. The objective of the work is to provide an aid to the designer and let him or her be able to test the consequences of changes in design etc. both quickly and easily. The other kind of adjustment which can readily be executed is to adjust the shape of the flat sheet after the initial mapping operation. Note that the stretching or contracting of regions of the flat sheet leads to a departure from the constant surface area hypothesis. This form of adjustment can again be likened to modifications in the binder and draw beads. Here there is no question of altering the shape of the actual part. The original irregular grid (following the mapping strategy) is adjusted in the flat plane. As described in the section on remapping, a regular grid can be overlaid on the irregular (adjusted) grid and the nodes of the regular grid remapped to form the surface. The transformation will now of course depart-from
Figure 3.16: Schematic representation of adjustment methods.

(a) Adjustment of a flat blank performed in a desired direction to the x axis.
(b) Adjustment of an arbitrary region over the surface of a blank.
the equal area hypothesis, but the surface geometry of the part is retained.

Some procedures devoted to the adjustment of the irregular grid before remapping, are described herein.

It is illustrated in Figure 3.16(a) that an area ABCD, determined by arc lengths AD and BC and an angle of sweep \( \theta \), defines a region where surface adjustment is performed. The angle, \( \theta \), allows the designer to choose a desirable location. A technique was also developed to permit the local distortion of a region within the irregular grid is required as shown in Figure 3.16(b). The former method allows the designer to perform radial adjustments only and the latter is a more general one which permits surface modification to be done in an arbitrary way. These methods allow the tool designer to smooth out strain distributions achieved from the initial mapping of the physical component. In conjunction with his own experience, the designer is able to arrive at a solution which is physically possible although it may not be an optimum one. A number of computer subroutines implemented in Fortran code are available in order to perform surface adjustment on the flat sheet. Some methods of adjustment have been performed on the hemispherical shell test case and the details can be found in Appendix C. In the present work adjustment has not been carried out on an industrial stamping. There would be no difficulty in carrying out some arbitrary form of adjustment, but it really needs the experience of a tool designer to equate the act of adjusting the flat sheet with modifications to the draw bead and binder configuration. Notwithstanding...
standing any advantages that may occur from adjustment, confidence has first to be established with the mapping and remapping methods. This can only be achieved by applying the technique to many different industrial stampings. It is the view of the author that the adherence, in the first instance, to mapping by the equal surface area hypothesis may prove to be very useful. On a number of stampings examined by the author, portions of the component which were evidently difficult to form, e.g. the suggestion or presence of wrinkles on the part and domains where thinning was severe; these were also the regions that caused some problems when performing equal area mapping. Thus the designer is served with a warning, on the basis of homolographic mapping, that there may be some difficulty in forming the part. Alterations to the design of the part or a departure from homolographic mapping can then be introduced.

3.6 The Evaluation of Finite Strain

The mapping, remapping and adjustment techniques described in the preceding sections provide the tool designer with a computer aided package for analysing the forming of sheet metal stampings. The consequence of these various strategies on the resulting strain distribution in the part can also be predicted. The predicted strains may not correspond to those arising in an actual formed part, but they provide the designer with additional information prior to any press shop trials. The theory of finite strain, based on a homogeneous deformation model, has been outlined in Section 2.2. This section describes in
greater detail how the principal strains are determined when the quadrilateral elements are irregular, as opposed to the hypothetical square grid as discussed in Section 2.2.

Figure 3.17 shows two arbitrary triangular elements. Figure 3.17(b) shows a triangular element on the deformed surface, e.g. the hand scribed grid, and Fig. 3.17(a) shows the same element, say after the mapping strategy. An arbitrary orthogonal set of reference axes is constructed, the vertex of the undeformed triangle coincides with the origin of the axes as shown in Fig. 3.17(a).

It has already been discussed in Chapter 2 that the coordinates \((x, y)\) of a node can be expressed as a linear function. Hence

\[
x = F_{11} X + F_{12} Y
\]

or

\[
y = F_{21} X + F_{22} Y
\]

or

\[
\bar{x} = \mathbf{F} \cdot \bar{X}
\]  \hspace{1cm} (3.5)

In general, \(F_{12} \neq F_{21}\), but the four coefficients in (3.4) are constants over the region when homogeneous deformation occurs. The coefficients can be evaluated from the coordinates of three points before and after deformation, typically points \(A, B\) and \(C\) of Figure 3.17(a).

The coefficients of equation (3.4) can be determined with reference to Figure 3.17.
LEGEND
θ - INITIALLY UNDEFORMED ANGLE
θ' - DEFORMED ANGLE
φ - PRINCIPAL ORIENTATION
λ₁₁, λ₂₂ - PRINCIPAL STRETCHES

Figure 3.17: (a) Element ABC in the initially undeformed configuration.
(b) The same element in (a) in the deformed configuration.
\[
x_1 = F_{11}x_1 + F_{12}y_1
\]
\[
y_1 = F_{21}x_1 + F_{22}y_1
\]
\[
x_2 = F_{11}x_2 + F_{12}y_2
\]
\[
y_2 = F_{21}x_2 + F_{22}y_2
\]  
(3.6)

or, in the matrix form, equation (3.6) yields

\[
\begin{bmatrix}
x_1 \\ x_2 \\ y_1 \\ y_2
\end{bmatrix} =
\begin{bmatrix}
F_{11} & F_{12} \\ F_{21} & F_{22}
\end{bmatrix}
\begin{bmatrix}
x_1 \\ x_2 \\ y_1 \\ y_2
\end{bmatrix}
\]  
(3.7)

The inversion of this matrix will result in the values of the four coefficients

\[
\begin{bmatrix}
F_{11} & F_{12} \\ F_{21} & F_{22}
\end{bmatrix}^{-1} =
\begin{bmatrix}
y_2 & -y_1 \\ -x_2 & x_1
\end{bmatrix}
\begin{bmatrix}
1 \\ 0
\end{bmatrix}
\begin{bmatrix}
F_{11} \\ F_{12} \\ F_{21} \\ F_{22}
\end{bmatrix}
\]  
(3.8)

where \( D = 1/(X_1Y_2 - X_2Y_1) \).

As already mentioned in section 2.2 that, independent of the selected axes, the coefficients can be combined in a particular way to always yield the same components of a symmetric second order tensor, \( \mathbf{C} \),
known as Green's deformation tensor such that

\[ \mathbf{C} = \mathbf{F}^T \cdot \mathbf{F} \]  \hspace{1cm} (3.9)

Upon expanding the above equation, the components of the symmetric tensor are given by

\[ C_{11} = F_{11}^2 + F_{21}^2 \]
\[ C_{12} = C_{21} = F_{11} F_{12} + F_{21} F_{22} \]  \hspace{1cm} (3.10)
\[ C_{22} = F_{12}^2 + F_{22}^2 \]

Hence the principal values of the elongation ratios squared, the orientation of the principal axes and the principal logarithmic strains in the initial referential configuration are derivable respectively from

\[ \lambda_{11}, \lambda_{22} = \frac{C_{11} + C_{22}}{2} \pm \sqrt{\left( \frac{C_{11} + C_{22}}{2} \right)^2 - C_{12}} \]
\[ \tan 2\theta = \frac{2C_{12}}{C_{11} - C_{22}} \]  \hspace{1cm} (3.11)

and

\[ \varepsilon_{11}, \varepsilon_{22} = \ln(\lambda_{11}, \lambda_{22}) \]

The strain calculations just described are simply another aid for the designer. The complete program package including the mapping, remapping routines etc. is exemplified in Appendix D through a number of flow charts. An explanation of the purpose of each subroutine is given in Appendix E.

As already indicated the usefulness of the model can only be established after applying it to a number of industrial panels. In the following section one further example of the model is provided, as applied to an industrial stamping.
3.7 Modelling of an Automobile Inner Panel

An inner deck-lid of a mid-size vehicle was selected for this study, a photograph of which is shown in Figure 2.4; the left- and right-hand sides of the panel are symmetric. An array of square elements was scribed on the metal blank prior to forming, and measurements made on the deformed and undeformed grids determine the strains distributed on the surface of the component. Details of experimental strain evaluations on the surface of the panel have been previously described in Chapter 2.

3.7.1 Mesh Generation and Boundary Conditions

An intersecting pair of grid lines (preferably orthogonal lines) has to be established on the surface before the mapping can proceed. These are lines of symmetry or dividing lines, such that points can move along these lines but not across them. On the deformed panel of Fig. 2.4 these lines, marked X and Y are settled by inspection. The designer has to decide upon the location of these boundary lines when marking the grid on the surface, and in addition he decides whether any change in line length has occurred between the nodes along these lines. The nodal position of the elements are thus known along these boundary lines in the flat plane and locating these is the first step in the mapping process.

A grid of quadrilateral elements was drawn arbitrarily on the deformed panel using a marker pen, forming an array of equal number of rows and columns, i.e. the elements are topologically rectangular. A
photograph of half of the original panel is shown in Figure 3.18, which was removed from the original stamping for the convenience of digitizing. The grid of lines marked on the surface of the component is clearly visible. (It is observed from the photograph that additional pieces of sheet metal were "added-on" to the boundaries of the panel such that the hand-drawn grid may be extended beyond the trim line. These additional pieces of metals were simply bolted onto the peripheral of the deformed part.) It will be appreciated that in order to control the panel during forming, the sheet must extend beyond the boundary of the final part to provide material for controlling tension and restraining the edges. With any moderately sophisticated computer-graphics system, this may be achieved very easily. However, advanced computer graphics have not been employed in the current study.

The mesh shown in Figure 3.18 was measured with the aid of a milling machine. It will be noticed that the area under investigation embraces the most severely distorted regions of the stamping. For convenience the gridded domain was subdivided into two regions. Each comprises a grid size of 30 x 25 which is approximately 750 nodes. A computer plot of part of the resulting mesh (left-hand side of Figure 3.18) is illustrated in Figure 3.19; the diagram provides a visual check on the digitizing.

The displacement boundary conditions in the first plane are specified in the same manner as described in section 3.3.1(b) along the planes of symmetry XDZ and YOZ, and hence the position of the boundary nodes is readily established. The elements can now be mapped into a
flat plane using the method of the area criterion described previously; the transformation is shown in Figure 3.20. A regular mesh is shown overlaid on the resulting blank in Figure 3.21, and remapped onto the part surface. The resulting remap is shown in Figure 3.22. For completeness, the same analysis is also performed on the right-hand side of the panel as illustrated in Figure 3.18, and Figure 3.23, is the corresponding computer plot. Figure 3.24 is the resulting blank obtained from the mapping procedure; as before a regular mesh is superimposed on the irregular grid, see Figure 3.25, and is remapped to form the part surface as shown in Figure 3.26.

3.7.2 Discussion

The result of the mapping procedure for the complete stamping illustrated in Figure 3.18, is shown in Figure 3.27. The uneven edges of the blank suggest that the modelling is not very realistic; nevertheless, the practical importance of this is that the developed flat shape could be considered as an initial blank. This blank, at least theoretically, can be made to conform to the surface in Figure 3.18 in such a way that the area criterion imposed previously is satisfied. It should be noted that the blank generated is not the only one since it has been demonstrated in Appendix C that the mesh size and shape is likely to play an important role when attempting to represent the surface geometry of a complex pressing. It can be seen from Figure 3.18 that the hand-drawn elements are relatively coarse and irregular. These produce large errors in the calculations of the basic variables of a triangle, particularly in the regions of high strain gradient.
Figure 3.18: A photograph of part of an industrial stamping in Fig. 2.4 onto which an irregular mesh was constructed with a marker pen.
Figure 3.19: Isometric projection of the left-hand irregular mesh shown in Fig. 3.18.

Figure 3.20: "Constant area" mapping of the element in Fig. 3.19 onto a plane.
Figure 3.21: Superimposing an array of rectangular elements on the resulting map in Fig. 3.20.

Figure 3.22: Remapping of the regular mesh onto the part surface.
Figure 3.23: A computer plot of the right-hand irregular mesh on the surface of the deck-lid in Fig. 3.18.

Figure 3.24: The mapping of "constant area" irregular patches onto a plane.
Figure 3.25: Overlapping of a regular mesh on the blank with equal number of elements.

Figure 3.26: Remapping of the regular elements in Fig. 3.25 onto the part surface.
Figure 3.27: The entire resulting transformation of the hand drawn irregular mesh in Fig. 3.18 onto a flat plane.
The surface obtained by remapping of the regular grid mesh (see Figs. 3.22 and 3.26) is a smoothed version of the part surface since the remapped nodes of the regular mesh do not represent precisely the original surface, particular in region of drawing-in. The erosion of the surface becomes more significant if a coarse mesh is used to represent the part surface, a corner or bend cannot be defined accurately by plane triangular elements and that points within the triangles do not lie on the actual part surface after remapping and hence sharp corners will be eroded away. Better results might have been obtained if smaller elements had been employed in areas where sharp bends were present; however, a finer mesh may become very impractical and difficult to measure. An examination of the resulting remap grids provide a good indication of how the sheet should form to achieve the constant area deformation. For the purpose of clarity, the results of the remapping shown in the above figures were also transferred to the actual stamping and as already mentioned in Chapter 2 that holes were drilled through the two identical panels in order to provide some local reference positions. These drilled holes were again utilized here to establish the remapped points on the part surface. With nodes of the hand drawn irregular mesh as reference, then regular grid points were manually located on the surface of the panel shown in Figure 3.18 and the relative positions of these points with respect to drilled holes established. Knowing the relative locations of the nodes the resulting remapping could then be constructed on the second panel where positions of drilled holes were marked. The resulting transformation is illus-
trated in Figure 3.28 and the following photographs show some interesting features. In Figure 3.28, there is a region indicated by the arrow where the shape of the part creates a local increase in area. To satisfy this, material must be fed in from the edge. One cannot push on the edge of the sheet but in this case, the tool designer has provided draw beads near the corners to restrain the sheet here and these beads are omitted in the middle to encourage feeding in the region indicated. The direction of material flow is clearly illustrated by the deformation of the regular mesh shown in the photograph and because the remap approximates a constant area transformation the material inflow is greater than what has actually happened. The remapped grid also provides a guide line to the designer such that he may decide upon where draw beads should be imposed on the sheet for controlling tension.

The stamping has not been trimmed and was formed originally from a rectangular sheet. If the deformed mesh accurately modelled the actual deformation, grid lines at the edge would be parallel to the edge of the metal. This is approximately so as illustrated in Figure 3.29 and measurement around the whole region modelled showed that the edge of the mapped grid departed by, at most, 4% of the blank width from the actual metal edge.

The strain distributions measured by the usual circle grid method on the actual part and those computed from the mapping process are compared in Figure 3.30. This shows the contours of effective strain and while it may be seen that the character of the strain distribution and magnitudes in the actual and modelled cases differ, the regions of
Figure 3.28: Photograph of the deck lid onto which the regular grid in Figs. 3.22 and 3.26 has been transferred. (The features in the region indicated have a large surface area.)
Figure 3.29: Photograph showing the approximate agreement between the regular mesh and the edge of the stamping produced from a rectangular blank.
Figure 3.30: (a) Photograph of an automotive inner deck-lid panel showing positions of peak strain for comparison.
Figure 3.30: (b) Contours of effective strains obtained from measurement of 0.2 in diameter grid circles on the panel.

(c) Contours of effective strains computed from the remapped regular mesh illustrated in Fig. 3.28 (region of points of peak strain, A to D are given in (a)).
peak strains in both cases coincide. The designer can impose adjustments on the strain distribution in order to obtain a physically more feasible design.

3.8 Conclusions

Experience needs to be obtained to determine the usefulness of the modelling technique, however it has been shown that a geometrically admissible transformation can be produced between a flat sheet and a formed part using the method of constant area patches. Computation times for the mapping and remapping procedures are relatively small. In the present case, it required about 35 seconds on the McMaster Cyber 170/730 Central Computer to provide the results shown in Figures 3.27 and 3.28. It suggests that the technique is suitable for an interactive die design system.

The method is purely geometric and does not take account of equilibrium or of material properties. The mapping is guided by arbitrary instructions from the designer but even without adjustment, the results obtained on a complicated stamping appear to be very useful. In the hands of an experienced tool designer, it is expected that this will become a useful method of improving the speed and accuracy of tool design and will reduce the cost of tooling try-out and development.

The predictions of the current die design technique reveal certain physical features occurred in the actual pressing. In the present study, restrictions have not been imposed on the movement of the material at the boundaries, such as draw beads and the like in the
stamping operation. Consequently, the predicted inflow of the material in certain regions will be larger than that which actually occurs in practice. This is a constraint which the designer could incorporate by performing adjustment on the regular grid mesh before applying the remapping process. By exercising this, the analysis done by the designer is performed as if draw beads were added on certain selected areas of the part. This creates tensions and restricts the inflow of the material of the sheet, thus providing better control of the flow of the material.
CHAPTER 4
ON THE RATES OF STRESS AND STRAIN MEASURES IN FINITE DEFORMATION

4.1 Introduction

In plasticity any strain determined solely from the initial and final shape of any observable element cannot be regarded as a state parameter. The material state depends not only on the change in shape, but also on the path along which the shape evolved [5,6]. For rate-independent solids, the assumption of isotropic hardening can lead to a simple relationship between the current representative stress (a measure of the size of the yield surface) and the integral of the representative strain increment, \( \int d\varepsilon \). As is well known, \( d\varepsilon \) is a multiple of the second invariant of the plastic strain increment tensor. This is an Eulerian description of the strain, since the components are measured with respect to the current configuration. The strain increment comprises an elastic and a plastic part, and a number of investigators, see Refs [20-23], have discussed how these parts should be decomposed. The point is not pursued here.

In sheet metal forming processes, the deformed component can experience large deformations, which may be essentially inhomogeneous in nature. However, in order to obtain a simple measure of strain, the investigator is anticipating that the straining will occur by homogeneous deformation over a small local neighbourhood. Under this postulation a square element will deform into a parallelogram, a circle
into an ellipse and a sphere into an ellipsoid. The assumption of linear mapping is also embodied in theoretical studies of the geometry of deformation, it is merely a matter of scale as to whether the domain of inspection is considered infinitesimal or finite in extent. This presents no problems from a theoretical point of view, but in practice the elements are finite and inhomogeneous straining may arise within the boundary of a single element.

If the straining takes place by pure homogeneous deformation (pure stretching), the deformation gradient tensor is symmetric and there exists within a deforming cell an orthogonal triad which remains orthogonal throughout the deformation history. Without ambiguity this triad represents the principal axes, and they remain fixed in space while all other line elements rotate. From the components of the deformation gradient tensor, the orientation and magnitude of the principal stretches is readily determined. The total representative strain is then a function of the natural logarithm of the principal stretches. In pure stretch processes, it is sufficient to measure solely the initial and final shape of a grid element in order to evaluate the principal stretches. It is for the case of pure homogeneous deformation that Hill [24–26] proposed the tensor logarithm as a conjugate strain measure in his work on constitutive inequalities.

When the straining occurs by homogeneous deformation the deformation gradient tensor, say \( \mathbf{F} \), is unsymmetric. However, an orthogonal

---

* The superposition of a rigid body rotation on the deformation by some other agency is not considered.
triad can still be identified in the initial configuration (the Lagrangian state) which is also orthogonal in the final (the Eulerian state) configuration. It must be emphasized that this triad has not remained orthogonal throughout the deformation history, it undergoes rotation and it is a moot point whether the name principal should be ascribed to this triad.

When $F$ is unsymmetric, this causes some problems in the evaluation of the strain, and recourse is made to techniques to devise a symmetric tensor. The polar decomposition theorem allows $F$ to be expressed as either $F = R \cdot U$ or $F = V \cdot R$. The tensors $U$ and $V$ represent pure deformation and are referred to as the right and left stretch tensor respectively, while $R$ provides a rigid body rotation and $R^T = R^{-1}$. It follows that $U^2 = F^T \cdot F$ and $V^2 = F \cdot F^T$, and it is deemed that the eigenvectors of $U^2$ define the orientation of an orthogonal triad in the current configuration and those of $V^2$ define the orientation of the same triad in the initial configuration. To the associated strain ellipsoids, Hill [25,26] has ascribed the name Eulerian (for the current strain ellipsoid) and Lagrangian (for the initial strain ellipsoid).

The above method of decomposition is an artifice. Real deformation processes do not occur, in general, by some combination of pure stretch and rigid body rotation or vice-versa. Nevertheless, the above theorem is unique mathematically and since the tensor $F$ may be regarded as a smooth and continuous function over a sufficiently small neighbourhood of interest, the polar decomposition could be applied to a
wide range of practical problems. The components of $F$ are functions of time and spatial position. However, in principle if $F$ is known, in the above sense, the deformation is uniquely defined. It follows from the polar decomposition theorem that either one of the pure stretch tensors $U$ and $V$ when acting alone will give the same shape change as $F$. The same change in shape does not imply identical straining modes as discussed in Chapter 2. Sowerby and Chakravarti [6] have demonstrated that pure homogeneous deformation (pure stretch) processes minimise the accumulated representative strain, $\bar{e}$, vis-à-vis the homogeneous deformation mode (unsymmetrical $F$) which produces the same shape. This fact would not be realised through any of the aforementioned schemes which produce a symmetric tensor.

The difference in representative strain when the actual deformation, $F$, is replaced by the multiplicative decomposition $F = R \cdot U = V \cdot R$ depends on the extent of the deformation. For infinitesimal deformation increments, no distinction will be revealed, because the antisymmetric part of the deformation is ignored when defining infinitesimal strains. In numerical schemes such as finite element methods, the error is likely to be negligible for small deformation steps. In fact, it may not be necessary to attempt to distinguish between homogeneous deformation and pure stretch in practical sheet metal forming operation, at least as far as representative strain is concerned. As already illustrated in Chapter 2, a simple calculation for the simple shear process, and also when the shape change is achieved by pure stretch, demonstrates there is about 10 percent difference in
the representative strain based on a shear displacement of 1.5. This would represent a large strain in sheet forming and an accumulated $\varepsilon$ of about unity. It will be realised that in real forming process the straining path is usually unknown, and therefore if an estimate of the strain is required the only recourse is to assume a pure stretch mode.

As already mentioned, when the process is one of pure stretch, the logarithmic (natural) strain is an appropriate strain measure. Furthermore, for the pure stretch mode the material derivative of the tensor logarithm, i.e., $(\ln U)'$, is equal to the rate of deformation tensor, $\mathbf{D}$. Such a simple expression does not hold when the deformation gradient tensor, $\mathbf{F}$ is unsymmetric, but Gurtin and Spear [27] derived a relationship for arbitrary homogeneous deformation modes. Similar results are developed in the present chapter, but a different analytical approach is adopted. The utility of the resulting expressions in any numerical scheme has still to be demonstrated. The expressions involve the spin of the triad of the Eulerian and Lagrangian ellipsoids. The spins of the ellipsoids have been developed by Biot [28] and more recently by Hill [25,26] when an infinitesimal deformation step is superimposed on finite stretches, and similar calculations are repeated here but from a different standpoint. In turn, the Lagrangian and Eulerian rates of strain are related to the corresponding spins.

Another aspect of the present Chapter is concerned with the choice of an appropriate stress rate to be used in constitutive equations for materials undergoing finite deformation. It has long been realized that when a material element experiences large deformation, the
components of stress vary as a result of material rotation. These changes occur even in the absence of additional strain. Apparently, Zaremba [29,30] was the first to discover that when computing the rate of change of stress it is necessary to account for the effect of material rotation. Since then alternative definitions of stress rate have been introduced by many investigators [31-34]. Yet, many seem to have ignored the case when material axes become strongly skewed owing to finite deformation and rotation. Recently, Dienes [35] has discussed this phenomenon and proposed a stress rate tensor to account for the skewing effect.

In finite deformation different "rotation" tensors can be defined. Consequently a wide choice of objective stress rates is available for adoption in constitutive equations. It is of interest to ascertain the influence of the stress rate on the evolution of the stresses in a deforming body. In this chapter a number of different stress rates are proposed and these can be shown to be objective. The utility of the resulting expressions is demonstrated for the case of a hyperelastic material undergoing finite deformation in simple (rectilinear) shear.

4.2 Some Theoretical Fundamentals

For simplicity, the analytical framework will be expressed in direct tensor notations in which the tensor can be referred to its

A material is said to be hyperelastic if the components of stress rate are homogeneous linear function of the components of the rate of deformation.
basis. Second order tensors are indicated by an underscore tilde on a letter while vectors are indicated by a superposed bar on a letter. Some basic equations describing the deformation process are outlined below.

4.2.1 Deformation Gradient

The deformation of an infinitesimal neighbourhood $\bar{d}\vec{x}(t)$ in the deformed body $\bar{V}$ as shown in Figure 4.1 may be related to the initially undeformed body by a linear affine mapping of the form (the Lagrangian description).

$$d\bar{\vec{x}}(t) = F(t) \cdot d\bar{\vec{x}}$$  \hspace{1cm} (4.1)

where $d\bar{\vec{x}}(t)$ and $d\bar{\vec{x}}$ denote the current and initial positions of material points and $F(t)$ is the deformation gradient tensor which is defined as

$$F(t) = \frac{\partial \bar{\vec{x}}(t)}{\partial \bar{\vec{x}}}$$ \hspace{1cm} (4.2)

and its transpose is given by

$$F(t)^T = \frac{\bar{\vec{x}}(t) \partial}{\partial \bar{\vec{x}}}$$ \hspace{1cm} (4.3)

At any given time, $t$, $F(t)$ is a 3 x 3 matrix (for a three dimensional case) whose determinant is strictly positive and hence admits the polar decomposition

$$F(t) = R(t) \cdot U(t) = V(t) \cdot \tilde{R}(t)$$ \hspace{1cm} (4.4)

In the above equation $\tilde{U}(t)$ and $\tilde{V}(t)$ represent pure deformations and are referred to as the right and left stretch tensors respectively, while $\tilde{R}(t)$ is an orthogonal tensor characterizing the rigid body rotation
Figure 4.1: Diagram illustrating the deformation of the vector $d\bar{X}$. 
where
\[ R(t)^T = R(t)^{-1} \]
and
\[ R(t) \cdot R(t)^T = \mathbf{I} \]
where \( \mathbf{I} \) is an identity tensor. It follows from (4.4) and (4.5) that
\[ Y = \mathbf{P}^T \cdot \mathbf{U} \cdot \mathbf{P}, \]
and omitted hereinafter is the notation indicating the dependence of these tensors on time. Furthermore \( Y \) can be expressed as
\[ Y = \mathbf{P} \cdot \mathbf{\Lambda} \cdot \mathbf{P}^T, \quad (4.7a) \]
or
\[ \mathbf{\Lambda} = \mathbf{P}^T \cdot \mathbf{U} \cdot \mathbf{P}, \quad (4.7b) \]
where \( \mathbf{\Lambda} \) is the diagonal tensor (matrix) of \( Y \) whose components are the principal stretch values (eigenvalues). The entity \( \mathbf{P} \) is another orthogonal tensor, \( \mathbf{P}^{-1} = \mathbf{P}^T \), with the unit eigenvectors (principal directions) of \( Y \) as columns of the matrix. It can be shown [6,36] that
\[ \ln Y = \mathbf{P} \cdot \ln \mathbf{\Lambda} \cdot \mathbf{P}^T. \quad (4.8) \]
This relation suggests that the components of a tensor logarithm transform exactly like ordinary tensor transformation.

### 4.2.2 Velocity Gradient

Utilizing the concept of material time derivative, the Eulerian description of the process is given by
\[ d\mathbf{v} = \mathbf{L} \cdot d\mathbf{x}, \quad (4.9) \]
where \( \mathbf{L} \) is the spatial velocity gradient tensor and is equal to
\[ \mathbf{L} = \mathbf{F} \cdot \mathbf{F}^{-1} \]
where \( \mathbf{L} \) is the spatial velocity gradient tensor and is equal to
\[ \mathbf{L} = \mathbf{F} \cdot \mathbf{F}^{-1} \]
where \( \mathbf{L} \) is the spatial velocity gradient tensor and is equal to
\[ \mathbf{L} = \mathbf{F} \cdot \mathbf{F}^{-1} \]
and

\[ \mathbf{L} = \mathbf{D} + \mathbf{W} \]  \hspace{1cm} (4.10b)

The instantaneous rate of change of elements in the deformed configuration is usually defined in terms of the rate of deformation tensor (stretching tensor) \( \mathbf{D} \). It is the symmetric part of the velocity gradient tensor, and the antisymmetric part \( \mathbf{W} \) is termed the spin tensor. Hence

\[ \mathbf{D} = (\mathbf{L} + \mathbf{L}^T)/2 \]
\[ \mathbf{W} = (\mathbf{L} - \mathbf{L}^T)/2 \]  \hspace{1cm} (4.11)

Equation (4.9) can be solved explicitly to reveal (4.1), if the components of \( \mathbf{L} \) are constants in the chosen time interval. In a similar manner to (4.7) it is formally possible to write

\[ \mathbf{F} = \mathbf{F} \cdot \mathbf{A} \cdot \mathbf{F}^{-1} \]  \hspace{1cm} (4.12)
\[ \text{or} \quad \mathbf{A} = \mathbf{F}^{-1} \cdot \mathbf{F} \cdot \mathbf{F} \]

where \( \mathbf{A} \) is the diagonal tensor of the eigenvalues of \( \mathbf{F} \) and \( \mathbf{F} \) the associated tensor of the eigenvectors. Note in this case \( \mathbf{F} \) is not symmetric and hence the eigenvalues need not been real nor are the eigenvectors orthogonal. It has already been discussed in Chapter 2 that (4.10a) could be integrated as

\[ \mathbf{L}^* = \int \mathbf{L} \, dt = \ln \mathbf{F} \]

and in view of (4.8) and (4.12)

\[ \mathbf{L}^* = \mathbf{F} \cdot (\ln \mathbf{A}) \cdot \mathbf{F}^{-1} \]  \hspace{1cm} (4.13)

The solution to the right hand side of the above equation has been given in Chapter 2 for finite homogeneous deformation processes for the special case when the components of \( \mathbf{L} \) are constants, i.e. a homogeneous velocity field. In practice the components of \( \mathbf{L} \) are not known directly.
Hence the components of $L^*$, in (4.13), are expressed in terms of the components of $E$, since it is these latter quantities which are usually determined following some deformation step. Typically this is accomplished by measuring a grid of lines which have been previously marked on the surface of the component or workpiece.

In Ref. [6] a proposal is made for making the $L^*$ matrix symmetric, and then calculating the resulting representative strain. The technique is shown to be equivalent to splitting up the finite deformation into a large (infinite) number of incremental steps, to calculate at each step the representative strain increment and to sum these for the total representative strain.

When $F$ is symmetric, the components of $L^*$ are given by the transformation of a diagonal matrix whose components are the principal natural (logarithmic) strains. This will be apparent by recognising that the right hand side of (4.13) is now identical to (4.8).

4.3 Some Basic Measures of Stress and Strain

Some fundamental definitions of appropriate measures of stress, strain and their rates, which may be employed in the basic formulation of finite deformation problems for either elastic or elastic-plastic solids are presented herein. Often it is convenient to choose an Eulerian stress measure which is associated with an Eulerian strain or the rate of deformation tensor $D$. The stress and the associated strain is usually called a conjugate pair.
4.3.1 Conjugate Variables

Consider the possibility of having various stress and strain pairs all giving the same rate of work per unit volume of material.

Define the rate of work done by the Cauchy stress per unit current volume of material as

\[ \dot{w}(g) = g : \dot{L} = g : D \]  
(4.14)

where \( g \) is the Cauchy stress tensor.

Observe that the rate of internal work per unit reference volume remains unchanged from (4.14) if we write

\[ \dot{w} = J g : \dot{L} = \tilde{\pi} : \dot{L}, \]  
(4.15)

where \( J = \rho_0 / \rho \) is called the Jacobian; \( \rho_0 \) and \( \rho \) are the densities in the undeformed and deformed configuration respectively. In the above \( \tilde{\pi} \) is the Kirchhoff stress tensor, which is related to the Cauchy stress as follows

\[ \tilde{\pi} = J g \]  
(4.16)

Some well-known conjugate stress and deformation measures satisfying equations (4.15) are summarized below, see Refs. [24, 37] for further details. It can be shown that

\[ \tilde{\pi} : \dot{E} = \tilde{\pi} : \dot{E} = \tilde{\pi} : \dot{E} = \tilde{\pi} : D \]  
(4.17)

where the pseudo-stress tensors are:

\[ \tilde{\pi} = \tilde{E}^{-1} \cdot \dot{\pi} \] - the first Piola-Kirchhoff stress tensor;

\[ \tilde{\pi} = \tilde{E}^{-1} \cdot \dot{\pi} \cdot \tilde{E}^{-T} \] - the second Piola-Kirchhoff stress tensor;

\[ \tilde{\pi} = \tilde{E} \cdot \dot{\pi} \cdot \tilde{E} \] - the covariant Kirchhoff stress tensor;

and

\[ \tilde{E} = (\tilde{E} \cdot \tilde{E} - 1)^{1/2} \] - Green's strain tensor;
\[ E = (I - E^{-1} : E^{-T}) / 2 \] - the Almansi strain tensor.

4.3.2 Stress Rates

The material time rate of change of a tensor \( \dot{\xi} \) is given by

\[ \dot{\xi} = \frac{\partial \xi}{\partial t} + \bar{\nu} \cdot \frac{\partial \xi}{\partial \bar{x}} \]  \hspace{1cm} (4.18)

where \( \bar{\nu} = \bar{\nu}(\bar{x}, t) \) is the spatial description of the velocity field and the material rate operator (spatial description) is expressed as

\[ \frac{d}{dt} = \frac{\partial}{\partial t} + \bar{\nu} \cdot \frac{\partial}{\partial \bar{x}} \]  \hspace{1cm} (4.19)

The above relationships are helpful when analyzing various types of stress rates. For any arbitrarily chosen region the conservation of mass requires that \( \dot{\bar{m}} = 0 \), and this condition can be expressed by the equation of continuity,

\[ \dot{\bar{\rho}} + \bar{\rho} \frac{\partial \bar{\nu}}{\partial \bar{x}} = 0 \]  \hspace{1cm} (4.20)

When analyzing stress rates, it is necessary to evaluate the material rate of change of the density ratio \( \rho / \rho_0 \), where \( \rho_0 \) is the initial density and independent of position. In view of equations (4.19) and (4.20), we obtain

\[ \frac{\rho}{\rho_0} \cdot \frac{\partial \rho}{\partial \bar{t}} \]  \hspace{1cm} or

\[ \bar{\rho} \cdot \frac{\partial \bar{\rho}}{\partial \bar{x}} \]

or

\[ \bar{J} = J(\dot{\xi} : \dot{\xi}) \]  \hspace{1cm} (4.21)

Consider taking the material rate of change of the first
Piola-Kirchhoff stress such that

$$\dot{T} = J_F^{-1} \cdot \left( \ddot{\alpha} - \frac{\partial}{\partial \alpha} \cdot \alpha + \alpha \left( \beta : \right) \right), \quad (4.22)$$

while the material derivative of the second Piola-Kirchhoff stress tensor results in

$$\dot{S} = J_F^{-1} \cdot \left( \ddot{\alpha} - \frac{\partial}{\partial \alpha} \cdot \alpha - \alpha \cdot \beta^T + \beta \left( \beta : \right) \right) \cdot F^{-T}. \quad (4.23)$$

Many more stress rates can be formulated, other possible measures are those which are observed in coordinate system which deforms and moves together with the material i.e., the convected coordinates. For completeness some well-known measures of stress-rates are given below without proof, for further details the readers are referred to Ref. [38]. The Cauchy stress rate is defined as

$$\dot{\sigma}^+ = \ddot{\sigma} - \frac{\partial}{\partial L} \cdot \sigma - \sigma \cdot \beta^T, \quad (4.24)$$

while the Jaumann or co-rotational stress-rate is

$$\dot{\sigma}^J = \ddot{\sigma} + \sigma \cdot \beta - \beta \cdot \sigma. \quad (4.25)$$

The Truesdell stress rate is expressed as

$$\dot{\sigma}^T = \ddot{\sigma} - \frac{\partial}{\partial L} \cdot \sigma - \sigma \cdot \beta^T + \beta \left( \beta : \right). \quad (4.26)$$

A family of objective stress-rates, when evaluated with the current state as reference (i.e., \( \dot{\epsilon} \) momentarily equal to \( D \)), has been proposed by Hill [24] such that

$$\dot{\sigma} = \frac{D_L}{D_L} \cdot m(\sigma \cdot D + D \cdot \sigma), \quad (4.27)$$

where

$$\frac{D_L}{D_L} = \dot{I} + \frac{I}{2} \cdot \beta - \beta \cdot \frac{I}{2},$$

is the Jaumann-Zaremba, or material co-rotational rate of Kirchhoff
stress \( \tau \) and \( m \) is any real scalar.

4.3.3 Principle of Material Frame Indifference

Constitutive equations must be invariant under changes of frame of reference. That is, two observers in different coordinate systems observe the same stress in a given body, even in relative motion with respect to each other. The principle of material frame-indifference is also called the principle of objectivity.

Consider a motion of the body \( B \) in the starred frame which differs from the motion of the same body in the unstarred frame by a superimposed rigid body rotation and translation at time \( t \), as shown in Figure 4.2. Thus

\[
\vec{p}^* = \vec{c}(t) + \vec{q}(t) \cdot \vec{p}
\]

where \( \vec{p}^* \) and \( \vec{p} \) are position vectors with respect to two different frames. \( \vec{c}(t) \) is the relative position vector connecting the origins of the two frames, and \( \vec{q}(t) \) is an orthogonal tensor rotating frame (*) into the orientation of the unstarred frame. \( \vec{q}(t) \) satisfies the conditions

\[
\vec{q}^T = \vec{q}^{-1}, \quad \vec{q} \cdot \vec{q}^T = 1 \quad \text{and} \quad \det \vec{q} = 1.
\]

Assuming that the two frames had the same reference configuration at time \( t_0 \) such that \( d\vec{x}^* = d\vec{x} \), the transformation formula for the deformation gradient \( \vec{F} \) under a change of frame at time \( t \) has the form

\[
\vec{F}^* = \vec{q} \cdot \vec{F},
\]

and owing to the uniqueness of polar decomposition of equation (4.4) it follows that
Figure 4.2: Schematic illustration of two reference frames.
\[ R^e = Q \cdot R \]  \hspace{1cm} (4.30)

and

\[ U^e = U_0 \]  \hspace{1cm} (4.31)

In general a second order tensor \( \xi \) is frame indifferent if it satisfies the transformation law

\[ \xi^e = Q \cdot \xi \cdot Q^T. \]  \hspace{1cm} (4.32)

4.4 Method Of Analysis

4.4.1 Spins of the Strain Ellipsoids

Hill [25, 26] has considered the rotation of the Lagrangian and Eulerian strain ellipsoids owing to an infinitesimal deformation step superimposed on the existing stretches, denoted by \( \lambda_1, \lambda_2, \lambda_3 \). In order to be able to make a distinction between the two ellipsoids the prior process must have been one of homogeneous deformation as opposed to pure homogeneous deformation, i.e. pure stretch. The axes of the Lagrangian ellipsoid are defined as being the ground state directions of the embedded orthogonal triad which are the current axes of the Eulerian ellipsoid. An infinitesimal deformation is then superimposed on the current Eulerian ellipsoid and the ensuing rotation calculated i.e. the change in orientation between the axes of the new and current ellipsoid. It is to be noted that the orthogonal triad which forms the axes of the new ellipsoid, was not an orthogonal set immediately before the increment.

As an illustration for rotation about the 1-axis Hill, op. cit., superimposes a symmetric deformation gradient, say \( d\eta \), where
\[ \delta \varphi_{1E} = \frac{\lambda_2^2 + \lambda_3^2}{\lambda_2^2 - \lambda_3^2} \frac{1}{d_n_{23}} \] (4.34)

for \( \lambda_2 \neq \lambda_3 \). The rate of rotation is

\[ \dot{\varphi}_{1E} = \frac{\lambda_2^2 + \lambda_3^2}{\lambda_2^2 - \lambda_3^2} \epsilon_{23} \] (4.35)

where \( \epsilon_{23} = \epsilon_{32} \) are components of the Eulerian rate of deformation tensor, \( D \). When the incremental deformation is not pure stretch then (4.35) must be augmented by the rigid body rotation \( \frac{1}{2} (\epsilon_{32} - \epsilon_{23}) \).

Similarly, the rotation of the Lagrangian ellipsoid about its own axes, due to the superposition of \( d_n \), is

\[ \delta \varphi_{1L} = \frac{(2\lambda_2 \lambda_3)}{\lambda_2^2 - \lambda_3^2} d_n_{23} \quad \text{or} \quad \dot{\varphi}_{1L} = \frac{(2\lambda_2 \lambda_3)}{\lambda_2^2 - \lambda_3^2} \epsilon_{23} \] (4.36)

with similar expressions for the rate of rotation about the 2 and 3 axes.

(a) **Lagrangian Strain Ellipsoid**

The deformation just described is that of a small strain superimposed on a large prior deformation. If the total deformation is characterized by \( \bar{E} \), where
\[ F = d\eta \cdot \lambda = R \cdot \eta = V \cdot R, \]  
(4.37)

then the rotations given in (4.34) and (4.36) can be calculated precisely. As an illustration consider evaluating the rotation about the \(1\)-axis of the chosen reference frame. From (4.37)

\[ F = \begin{bmatrix} F_{22} & F_{23} \\ F_{32} & F_{33} \end{bmatrix} = \begin{bmatrix} 1 & \eta_{23} \\ \eta_{32} & 1 \end{bmatrix} \begin{bmatrix} \lambda_2 & 0 \\ 0 & \lambda_3 \end{bmatrix} = \begin{bmatrix} \lambda_2 & \eta_{23}\lambda_3 \\ \eta_{32}\lambda_2 & \lambda_3 \end{bmatrix} \]  
(4.38)

Define the components of the rotation tensor \( R \), in the 2-3 plane as

\[ R = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \]  
(4.39)

and it is then easy to show that

\[ \tan \theta_1 = \frac{F_{32} - F_{23}}{F_{22} + F_{33}} = \frac{\eta_{23}(\lambda_2 - \lambda_3)}{\lambda_2 + \lambda_3} \]  
(4.40)

Thus the rigid body rotation is small and

\[ \tan \theta_1 = \theta_1 = \frac{\eta_{23}(\lambda_2 - \lambda_3)}{(\lambda_2 + \lambda_3)} \]  
(4.41)

The orientation of the principal axes of the Lagrangian strain ellipse, in the 2-3 plane, is calculated from the components of the stretch tensor \( U \) where

\[ \tan 2\phi_{1L} = \frac{U_{23}}{U_{22} - U_{33}} = \frac{2(F_{33} - F_{22}) + F_{22} F_{33}}{(F_{22} - F_{33})^2 + (F_{32} - F_{23})^2} \]  
(4.42)

This is also a very small angle, hence

\[ \phi_{1L} = \frac{F_{33} F_{22} + F_{22} F_{33}}{(F_{22} - F_{33})^2 + (F_{32} - F_{23})^2} \]  
(4.43)
which is identical to (4.36) if the second order quantity \( F_{32}^2 - F_{23}^2 \) is ignored. See also Appendix F for more details.

(b) **Eulerian Strain Ellipsoid**

The rotation of the Eulerian ellipse, to use Hill's terminology, in the 2–3 plane is sum of equations (4.41) and (4.43)

\[
\phi_{1E} = \phi_{1L} + \theta_1
\]

which to first order can be shown to be identical to (4.34).

Alternatively the rotation can be found from

\[
\tan 2\phi_{1E} = \frac{2\nu_{23}}{\nu_{22} - \nu_{33}} = \frac{2 (F_{22} F_{32} + F_{33} F_{23})}{(F_{22}^2 - F_{33}^2) - (F_{32}^2 - F_{23}^2)}
\]

where for small angles

\[
\phi_{1E} = \frac{F_{22} F_{32} + F_{33} F_{23}}{(F_{22}^2 - F_{33}^2) - (F_{32}^2 - F_{23}^2)}
\]

It will be apparent that equations (4.42) and (4.45) define the orientation of the eigenvectors of \( F^T \cdot F \) and \( F \cdot F^T \) respectively. For a detailed derivation of the above equations the readers are referred to Appendix F.

4.4.2 **Choice of Strain and Strain Rate Measures**

A variety of deformation or strain measures can be generated from the tensors \( \mathbf{Y} \) and \( \mathbf{Y} \) and these are usually classified as being Lagrangian and Eulerian respectively, in description. Hill [25, 26] has proposed a general class of strain measures where the principal values are defined
as
\[ \varepsilon_1 = f(\lambda_1), \text{ with } f(1) = 0 \text{ and } f'(1) = 1, \]
and \( f(\lambda_1) \) is any smooth monotonic function. In particular when
\[ f(\lambda_1) = (\lambda_1^{2m} - 1) / 2m \]
the most commonly used strain measures are revealed. Hill, op. cit., claims that logarithmic strain measures (when \( m=0 \)) can be advantageous in certain constitutive inequalities, but points out that a number of researchers have considered that such measures can give rise to analytical difficulties. Stören and Rice [39] adopted the logarithmic measure in their formulation of deformation-theory models, but concluded that no simple relationship existed between the time rate i.e. \((\ln \dot{\lambda})^*\) and the rate of deformation tensor \( \mathbf{D} \). However, Hill, op cit, had established a relationship between \((\ln \lambda)^*\) and a function of \( \mathbf{D} \).

We develop below a general relationship between the logarithmic strain rate and the rate of deformation tensor. The analysis has been performed in an alternative manner by Gurtin and Spear [7].

From (4.4), (4.5) and (4.10a) it follows that
\[ L = (\dot{\lambda} \cdot \dot{\lambda}^{-1} + \dot{\mathbf{R}} \cdot \dot{\mathbf{R}}^{-1}) \cdot (\mathbf{U}^{-1} \cdot \mathbf{R}^{-1}) \]
\[ = \dot{\lambda} \cdot \dot{\lambda}^{-1} + \dot{\mathbf{R}} \cdot \dot{\mathbf{R}}^{-1} \cdot (\mathbf{U} \cdot \mathbf{U}^{-1}) \cdot \mathbf{R}^{-1}, \]
likewise
\[ \dot{L}^T = \dot{\lambda} \cdot \dot{\lambda}^{-1} + \dot{\mathbf{R}} \cdot \dot{\mathbf{R}}^{-1} \cdot (\mathbf{U} \cdot \mathbf{U}^{-1}) \cdot \mathbf{R}^{-1}. \]

Now
\[ \mathbf{D} = 1/2 \left( \dot{L} + \dot{L}^T \right) \]
\[ = 1/2 \left[ \dot{\lambda} \cdot (\mathbf{U}^{-1} \cdot \mathbf{U}^{-1} + \mathbf{U}^{-1} \cdot \mathbf{u}) \cdot \mathbf{R}^{-1} \right], \]
and
\[ \dot{\mathbf{W}} = \frac{1}{2} (\mathbf{L} - \mathbf{L}^T) \]
\[ = \frac{1}{2} \left[ \dot{\mathbf{R}} \cdot \left( \mathbf{U}^{-1} - \mathbf{U}^{-1} \cdot \dot{\mathbf{U}} \right) \cdot \mathbf{R}^T \right] + \dot{\mathbf{R}} \cdot \mathbf{R}^T. \quad (4.50) \]

Similar expressions to (4.47) – (4.50) can be derived involving the left stretch tensor \( \mathbf{V} \). The quantity \( \dot{\mathbf{R}} \cdot \mathbf{R}^T \) may be interpreted as the angular velocity of the material, see the discussion by Dienes [19]. It is clear from (4.50) that, in general, the angular velocity is distinct from the spin tensor \( \mathbf{W} \).

From (4.8) the time derivative of \( \ln \mathbf{U} \) is
\[ (\ln \mathbf{U})^* = \dot{\mathbf{P}} \cdot \mathbf{P}^T \cdot (\ln \mathbf{U}) - (\ln \mathbf{U}) \cdot \dot{\mathbf{P}} \cdot \mathbf{P}^T - \mathbf{P} \cdot \dot{\mathbf{A}} \cdot \dot{\mathbf{A}}^{-1} \cdot \mathbf{P}^T. \]

Hence
\[ \dot{\mathbf{P}} \cdot \dot{\mathbf{A}} \cdot \dot{\mathbf{A}}^{-1} \cdot \mathbf{P}^T = (\ln \mathbf{U})^* + (\ln \mathbf{U}) \cdot \dot{\mathbf{P}} \cdot \mathbf{P}^T - \dot{\mathbf{P}} \cdot \mathbf{P}^T \cdot (\ln \mathbf{U}). \quad (4.51) \]

The entity \( \dot{\mathbf{P}} \cdot \mathbf{P}^T \) is another skew symmetric tensor representing the rate of rotation of the principal axes of \( \mathbf{U} \), i.e. the spin of the Lagrangian ellipsoid. The right hand side of (4.51) can be regarded as a co-rotational rate of \( (\ln \mathbf{U})^0 \), say \( (\ln \mathbf{U})^0 \), relative to the principal axes of \( \mathbf{U} \). Such that
\[ (\ln \mathbf{U})^0 = (\ln \mathbf{U})^* + (\ln \mathbf{U}) \cdot \dot{\mathbf{P}} \cdot \mathbf{P}^T - \dot{\mathbf{P}} \cdot \mathbf{P}^T \cdot (\ln \mathbf{U}) \]
then equation (4.51) becomes
\[ \dot{\mathbf{P}} \cdot \dot{\mathbf{A}} \cdot \dot{\mathbf{A}}^{-1} \cdot \mathbf{P}^T = (\ln \mathbf{U})^0. \quad (4.52) \]

It can be shown that
\[ \dot{\mathbf{U}} \cdot \mathbf{U}^{-1} = \dot{\mathbf{P}} \cdot \mathbf{P}^T + (\ln \mathbf{U})^0 - \mathbf{U} \cdot \dot{\mathbf{P}} \cdot \mathbf{P}^T \cdot \mathbf{U}^{-1} \quad (4.53) \]
and
\[ \dot{\mathbf{U}}^{-1} \cdot \dot{\mathbf{U}} = \mathbf{P} \cdot \mathbf{P}^T + (\ln \mathbf{U})^0 \cdot \mathbf{U}^{-1} \cdot \mathbf{P} \cdot \mathbf{P}^T \cdot \mathbf{U}^{-1} \quad (4.54) \]

where
It follows from (4.49) that
\[
D = \mathbf{R} \cdot (\ln \mathbf{U})^0 \cdot \mathbf{R}^T - 1/2 (\bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{E}}^{-1} - \bar{\mathbf{F}}^{-1} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{F}}^T)
\]
\[
= \mathbf{R} \cdot (\ln \mathbf{U})^0 \cdot \mathbf{R}^T - \text{sym} (\bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{F}}^{-1}) \tag{4.55}
\]
Similarly, it can be shown that
\[
\mathbf{D} = (\ln \mathbf{U})^0 - \text{sym} (\bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{F}}^{-1}) \tag{4.56}
\]
while
\[
\mathbf{W} = \mathbf{R} \cdot \mathbf{R}^T + \mathbf{R} \cdot \bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \mathbf{R}^T - \text{unsym} (\bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{F}}^{-1}) \tag{4.57}
\]
It can easily be seen from (4.47) and (4.53) the velocity gradient tensor becomes
\[
\dot{\mathbf{A}} = \mathbf{R} \cdot \mathbf{R}^T + \mathbf{R} \cdot \bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \mathbf{R}^T + \mathbf{R} \cdot (\ln \mathbf{U})^0 \cdot \mathbf{R}^T - \bar{\mathbf{E}} \cdot \bar{\mathbf{P}} \cdot \bar{\mathbf{P}}^T \cdot \bar{\mathbf{F}}^{-1} \tag{4.58}
\]
Hill [26] had established a relationship between the logarithmic strain tensor \(\ln \mathbf{U}\) and the rate of deformation gradient \(\mathbf{D}\). Note that Hill's result is derivable from the present theory and this is demonstrated here. Equation (4.8) is differentiated with respect to time to yield
\[
(\ln \mathbf{U})^* = \bar{\mathbf{P}} \cdot \mathbf{P}^T \cdot (\ln \mathbf{U}) - (\ln \mathbf{U}) \cdot \bar{\mathbf{P}} \cdot \mathbf{P}^T + \mathbf{E} \cdot \dot{\mathbf{A}} \cdot \mathbf{A}^{-1} \cdot \mathbf{P} \cdot \mathbf{P} \cdot \mathbf{P}^{T}. \tag{4.59}
\]
In particular Hill, op cit, treats the rotation of the Lagrangian ellipsoid about its own axes for the special case where they coincide with the frame of reference. Consequently
\[
\mathbf{P} = \mathbf{I},
\]
and
\[
\ln \mathbf{U} = \ln \mathbf{A}.
\]
In view of these conditions, Equation (4.59) reduces to
\[(\ln \mathbf{Y})^* = \mathbf{\hat{p}} \cdot \mathbf{P}^T \cdot (\ln \mathbf{\lambda}) - (\ln \mathbf{\lambda}) - \mathbf{\hat{p}} \cdot \mathbf{P}^T + \mathbf{\hat{\lambda}} \cdot \mathbf{\lambda}^{-1} \quad (4.60)\]

However, the spin of the Lagrangian triad can be evaluated from \(\mathbf{\hat{p}} \cdot \mathbf{P}^T\), and as an illustration for the spin about the 1-axis,

\[\mathbf{\hat{p}} \cdot \mathbf{P}^T = \mathbf{\phi}_{1L} \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \quad (4.61)\]

where \(\mathbf{\phi}_{1L}\) is defined in (4.36). Upon substituting (4.61) into (4.60) we have the components in the 2-3 plane,

\[(\ln \mathbf{Y})^* = \begin{bmatrix} \dot{\lambda}_2/\lambda_2 & \mathbf{\phi}_L \ln (\lambda_2/\lambda_3) \\ \dot{\phi}_L \ln (\lambda_2/\lambda_3) & \dot{\lambda}_3/\lambda_3 \end{bmatrix} \quad (4.62a)\]

or

\[(\ln \mathbf{\lambda})^* = \begin{bmatrix} (\ln \lambda_2)^* & \mathbf{\phi}_L \ln (\lambda_2/\lambda_3) \\ \mathbf{\phi}_L \ln (\lambda_2/\lambda_3) & (\ln \lambda_3)^* \end{bmatrix} \quad (4.62b)\]

and \((\ln \lambda_2)^* = \dot{\lambda}_2/\lambda_2 = \varepsilon_{22}\), which is a component of the rate of deformation tensor \(\mathbf{D}\). The right hand side of (4.62b) gives Hill's result [26]. A detailed proof of equations (4.55) and (4.62) are provided in Appendix F.

4.4.3 Choice of Stress Rate Measures

In finite deformation processes material rotation becomes very significant. As a result of material rotation the stress components will vary, and constitutive equations which involve stress rate must be formulated to compensate for the rotation. A number of stress rates are examined and employed in a constitutive equation describing a hypoelastic solid. The effect of stress rate on the evaluation of stress in
the deforming solid is demonstrated for the case when the body undergoes simple shear deformation. Dienes [36] has proposed an expression for the measure of stress rate in term of material rotation where the objective stress rate is defined as

\[ \hat{\sigma} = \ddot{\sigma} + \omega \cdot \dot{\omega} - \dot{\omega} \cdot \omega \]

and

\[ \Omega = \dot{\Omega} \cdot \Omega^T. \]

For the sake of completeness the above result is derived from a more general standpoint. In addition alternative stress rates are proposed which are a function of the spin of the Langrangian or Eulerian ellipsoid.

In order to choose a symmetric stress tensor which is conjugate to \( \dot{\Omega} \) (momentarily equal to \( D \) in the reference state), it is convenient to consider equation (4.15), i.e. the rate of work done per unit current volume of the material. By employing the velocity gradient \( L = D + \dot{W} \) such that the rate of work equation reduces to

\[ \dot{w} = \mathcal{I} : D. \quad (4.63) \]

Rewriting equation (4.55) as

\[ D = R \cdot \Psi \cdot R^T, \quad (4.64) \]

where the tensor \( \Psi \) is given in terms of the right stretch tensor \( U \) as

\[ \Psi = (\ln U)^O - \text{sym} (U \cdot \dot{U} \cdot \dot{U}^T \cdot U^{-1}). \quad (4.65) \]

Substituting equation (4.64) into (4.63), the rate of work done becomes

\[ \mathcal{I} : D = \mathcal{I} : (R \cdot \Psi \cdot R^T). \quad (4.66) \]

From the definition of the scalar product of two second order tensors, it can be shown that
\[ \mathbf{A} : \mathbf{B} = (\mathbf{A}^T \cdot \mathbf{B}) : \mathbf{I} = (\mathbf{A} \cdot \mathbf{B}^T) : \mathbf{I} \]

where \( \mathbf{A}, \mathbf{B} \) are the general second order tensors and \( \mathbf{I} \) is the identity tensor. Then applying the tensor transformation to (4.66) yields

\[ \mathbf{I}_R : \mathbf{\dot{\alpha}} = (\mathbf{R}^T \cdot \mathbf{\Omega} \cdot \mathbf{R}) : \mathbf{\dot{\alpha}} \]

and we obtain a conjugate stress tensor \( \mathbf{I}_R \) of the form

\[ \mathbf{I}_R = \mathbf{R}^T \cdot \mathbf{I} \cdot \mathbf{R} \]  

(4.67)

Taking the time derivative of (4.67), and using the relation

\[ \dot{\mathbf{R}} = \mathbf{R}^T \cdot (\mathbf{\dot{R}} + \mathbf{I} \cdot (\mathbf{\dot{R}} \cdot \mathbf{R}^T) - (\mathbf{\dot{R}} \cdot \mathbf{R}^T) \cdot \mathbf{I}) \cdot \mathbf{R} \]

(4.68)

where \( \mathbf{\Omega} = \mathbf{\dot{R}} \cdot \mathbf{R}^T \) which is a skew symmetric tensor representing the rate of rotation of the material. The quantity in the bracket of (4.68) can be regarded as a co-rotational stress rate such that it is defined as

\[ \mathbf{\dot{\alpha}}_C = \mathbf{\dot{\alpha}} + \mathbf{\Omega} \cdot \mathbf{\alpha} - \mathbf{\alpha} \cdot \mathbf{\Omega} \cdot \mathbf{I} \]  

(4.69)

The time derivative of the Kirchhoff stress tensor is expressed as (see equation (4.21))

\[ \mathbf{\dot{\alpha}} = \mathbf{\dot{\alpha}}_C + \mathbf{\dot{\alpha}}_M \]

(4.69a)

Upon substituting the above equation into (4.69) and using \( \mathbf{L} = \mathbf{D} + \mathbf{M} \), the co-rotational stress rate becomes

\[ \mathbf{\dot{\alpha}}_C = \mathbf{\dot{\alpha}} + \mathbf{\alpha} \cdot \mathbf{\Omega} - \mathbf{\Omega} \cdot \mathbf{\alpha} + \mathbf{g}(\mathbf{D} : \mathbf{I}) \]  

(4.70)

The modified Cauchy or co-rotational stress rate may then be defined as

\[ \mathbf{\dot{\alpha}}_R = \mathbf{\dot{\alpha}} + \mathbf{\alpha} \cdot \mathbf{\Omega} - \mathbf{\Omega} \cdot \mathbf{\alpha} + \mathbf{g}(\mathbf{D} : \mathbf{I}) \]  

(4.71)

For incompressible material the above expression reduces to that of the result of Dienes, i.e.
\[ \dot{\sigma} = \ddot{\sigma} + \sigma \cdot \Omega - \Omega \cdot \dot{\sigma}. \] (4.72)

Analogous to the development of (4.71), an alternative measure of stress rate is proposed, it has the form
\[ \ddot{\sigma} = \dot{\sigma} + \sigma \cdot \dot{\phi} - \dot{\phi} \cdot \sigma + \frac{1}{2} (D : \Omega), \] (4.73)
where the skew symmetric second order tensor \( \dot{\phi} \) may be expressed in terms of the spin of the Lagrangian strain ellipsoid as
\[ \dot{\phi} = \ddot{\rho} \cdot \rho^T = \dot{\phi}_L \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \] (4.74)

Again for an isochoric deformation (4.73) reduces to
\[ \ddot{\sigma} = \dot{\sigma} + \sigma \cdot \dot{\phi} - \dot{\phi} \cdot \sigma. \] (4.75)

The tensor \( \dot{\phi} \) can also be expressed in terms of the rate of rotation of the Eulerian triad and it is evaluated from
\[ \dot{\phi} = \dot{\phi}_E \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \] (4.76)

where \( \dot{\phi}_L \) and \( \dot{\phi}_E \) are defined in equations (4.36) and (4.35) respectively. Anticlockwise rotation is regarded as positive here.

The stress rate \( \ddot{\sigma} \) defined in (4.75) takes into account of the rate of rotation of the principal axes with respect to the material element due to finite deformation. This rate equation in fact contains two different stress rate measures depending on the choice of the rate of rotation tensor \( \ddot{\phi} \). It will be shown later that such a stress rate seems to be of value when applied to finite deformation problems. Details of the above development can be found in Appendix F. 
4.4.4 Frame Indifference Quantities

It is demonstrated in this section that the conjugate variables which have been defined previously are frame indifferent, for instance the tensors $\mathcal{Q}$ and $\mathcal{Q}^\star$.

Consider a motion of the continuum which differs from the motion only by a superimposed rigid-body rotation at time $t$, such that

$$\mathbf{d}x^\star = \mathbf{Q} \cdot \mathbf{d}x,$$  \hspace{1cm} (4.77)

where the orthogonal tensor $\mathbf{Q}$ which rotates one frame to the other is a function of $t$ and satisfies the conditions

$$\mathbf{Q} \cdot \mathbf{Q}^T = 1, \text{ and } \det \mathbf{Q} = 1.$$  \hspace{1cm} (4.78)

It follows from the above that the rate of rotation of the starred frame with respect to the frame of reference is defined as

$$\mathbf{\omega} = \dot{\mathbf{Q}} \cdot \mathbf{Q}^T$$  \hspace{1cm} (4.79)

and in view of (4.78)

$$\mathbf{\omega} + \mathbf{\omega}^T = \mathbf{Q}.$$  \hspace{1cm} (4.80)

Upon utilizing equations (4.77) to (4.80), the corresponding tensor quantities in the rotated (*) frame are obtained as follows:

<table>
<thead>
<tr>
<th>Frame Indifferent Quantities</th>
<th>Frame Dependent Quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{v}^\star = \mathbf{Q} \cdot \mathbf{v} \cdot \mathbf{Q}^T$</td>
<td>$\mathbf{l}^\star = \mathbf{Q} \cdot \mathbf{l} \cdot \mathbf{Q}^T + \mathbf{\omega}$</td>
</tr>
<tr>
<td>$\mathbf{p}^\star = \mathbf{Q} \cdot \mathbf{p} \cdot \mathbf{Q}^T$</td>
<td>$\mathbf{w}^\star = \mathbf{Q} \cdot \mathbf{w} \cdot \mathbf{Q}^T + \mathbf{\omega}$</td>
</tr>
<tr>
<td>$\mathbf{w}^\star - \mathbf{\Omega}^\star = \mathbf{Q} \cdot (\mathbf{w} - \mathbf{\Omega}) \cdot \mathbf{Q}^T$</td>
<td>$\mathbf{n}^\star = \mathbf{Q} \cdot \mathbf{n} \cdot \mathbf{Q}^T + \mathbf{\omega}$</td>
</tr>
</tbody>
</table>

The derivations of the above quantities have not been given in
detail but can be found in many standard texts on continuum mechanics [2-4,37]. For completeness tensor variables which are not frame invariant quantities are also outlined below:

\[ \mathbf{U}^* = \overline{\mathbf{U}} \; ; \; \ln \mathbf{U}^* = \ln \overline{\mathbf{U}} \; ; \; (\ln \mathbf{U}^*)^* = (\ln \overline{\mathbf{U}})^* \]

\[ (\ln \mathbf{U}^*)^O = (\ln \overline{\mathbf{U}})^O \; ; \; \lambda^* = \lambda \; \text{and} \; \mathbf{P}^* = \mathbf{P} \]

In view of the above tensor variables in the rotated (*) frame it can be shown from equation (4.65) that

\[ \psi^* = \psi \]  \hspace{1cm} (4.81)

which is obvious as \( \mathbf{D} = \mathbf{R} \cdot \mathbf{\dot{\psi}} \cdot \mathbf{R}^T \) such that

\[ \mathbf{D}^* = \mathbf{R}^* \cdot \mathbf{\dot{\psi}}^* \cdot \mathbf{R}^{*T} \]

\[ = \mathbf{Q} \cdot (\mathbf{R} \cdot \mathbf{\dot{\psi}} \cdot \mathbf{R}^T) \cdot \mathbf{Q}^T \]

\[ = \mathbf{Q} \cdot \mathbf{D} \cdot \mathbf{Q}^T \]  \hspace{1cm} (4.82)

is frame invariant.

Some particular constitutive equations include the material time derivative \( \mathbf{\dot{g}} \) of the stress tensor \( \mathbf{g} \) among the constitutive variables. Such equations do not satisfy the principle of material frame-indifference for arbitrary motion, the difficulty lies in the fact that the material derivative \( \mathbf{\dot{g}} \) does not transform according to equation (4.32) under an orthogonal change of the spatial reference frame even though \( \mathbf{g} \) does, i.e. \( \mathbf{\dot{g}} \) is not frame-indifferent, though \( \mathbf{g} \) is. We shall demonstrate that some of the co-rotational stress rates that have been proposed previously are frame invariant. From equation (4.32) \( \mathbf{g}^* \) can be written as

\[ \mathbf{g}^* = \mathbf{Q} \cdot \mathbf{g} \cdot \mathbf{Q}^T \]  \hspace{1cm} (4.83)

When (4.83) is differentiated with respect to time it follows that
\[ \dot{\gamma}^* = Q \cdot \dot{\gamma} \cdot Q^T + \dot{\Omega} \cdot \Omega \cdot Q^T + Q \cdot \dot{\Omega} \cdot \Omega^T. \]  

(4.84)

since the rate of rotation of the field in the rotated frame is expressed as

\[ \Omega^* = \Omega \cdot \Omega \cdot Q^T + \omega \]  

(4.85)

where \( \Omega = \dot{\Omega} \cdot R^T \) and \( \omega = \dot{\Omega} \cdot Q^T \) are skew symmetric tensors. Rearranging equation (4.85) and using \( Q \cdot \Omega^T = 1 \), gives

\[ \dot{\Omega} = \Omega^* \cdot Q - Q \cdot \Omega \]  

and

\[ \dot{Q}^T = \Omega \cdot Q^T - Q^T \cdot \Omega^*. \]  

(4.86)

Substituting (4.86) into the equation (4.84), yields

\[ (\dot{\gamma}^* + \gamma^* \cdot \Omega^* - \Omega^* \cdot \gamma^*) = Q \cdot (\dot{\gamma} + \gamma \cdot \Omega - \Omega \cdot \gamma) \cdot Q^T \]

or

\[ \dot{\gamma}^* = Q \cdot \dot{\gamma} \cdot Q^T \]  

(4.87)

This result permits a wide choice of Jaumann type derivatives all of which are objective. A similar proof can be applied to the stress rate \( \dot{\sigma} \), as defined in (4.75), by simply replacing \( \Omega \) with \( \dot{\Omega} \). In general \( \dot{\Omega} \), a skew symmetric tensor, is not frame-indifferent. Hence,

\[ \dot{\sigma}^* = Q \cdot \dot{\sigma} \cdot Q^T + \omega \]  

\[ \dot{\sigma} = \dot{\sigma}^* \cdot Q - Q \cdot \dot{\sigma} \]

and

\[ \dot{Q}^T = \dot{\sigma} \cdot Q^T - Q^T \cdot \dot{\sigma}^*. \]  

(4.88)

Upon utilizing equation (4.88), equation (4.84) becomes

\[ (\dot{\sigma}^* + \sigma^* \cdot \Omega^* - \Omega^* \cdot \sigma^*) = Q \cdot (\sigma + \sigma \cdot \Omega - \Omega \cdot \sigma) \cdot Q^T \]

or

\[ \dot{\sigma}^* = Q \cdot \sigma \cdot Q^T. \]  

(4.89)
Any one of the stress rates that have been discussed previously may be used to formulate a proper constitutive equation whereby the rotational effect of the material has been taken into consideration. As such the components of the stress derived from the constitutive law are frame indifferent, i.e. the stresses of a deforming body observed by different viewers are the same. The utility of the expressions in a numerical scheme will be demonstrated in the next section. The aforementioned theory developed so far forms the fundamental important aspects of material rotations, stress rates and strain measures in finite homogeneous deformation processes.

4.5 Rotations and Stress Rates in Simple Shear

The explicit formulae for the various objective stress rates developed in section 4.4.3 are employed to ascertain the influence of the stress rate on the evolution of the stresses in a deforming body. The rate equations are applied to the flow of a hypoelastic material undergoing simple, rectilinear shear deformation.

The simple shear mode is illustrated in Figure 4.3, the deformation mode has wide-spread engineering applications because it is considered to represent the torsion of a thin walled tube. In Figure 4.3(c), the point C is displaced horizontally a distance $S$ to $C'$. If the initial length of $OC$ is taken as unity then $OC' = \sqrt{1 + S^2}$ while $OA$ does not alter in length. Let $\gamma$ represent the change in the unit right angle and therefore

$$\tan \gamma = S$$

(4.90)
Figure 4.3: Finite simple shear deformation.

(a) The undeformed unit cube.
(b) The deformed element.
(c) The deformed configuration of (b) in two-dimensional space.
The homogeneous deformation is represented by the kinematic relations

\[
x = X_o + Sx_o
\]
\[
y = Y_o
\]
\[
z = Z_o.
\]  
\hspace{1cm} (4.91)

For a shear displacement \( S \) the deformation gradient tensor is

\[
F = \begin{bmatrix}
1 & S & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  
\hspace{1cm} (4.92)

The components of the rotation tensor \( R \) are

\[
R = \begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  
\hspace{1cm} (4.93)

Therefore,

\[
\Omega = \dot{R} \cdot R^T = \dot{\theta} \begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  
\hspace{1cm} (4.94)

From equations (4.4), (4.92) and (4.93) it follows that the angle of rotation \( \theta \)

\[
\tan \theta = S/2
\]  
\hspace{1cm} (4.95)

while from (4.42) the orientation of the principal axes of the Lagrangian ellipsoid is obtained as (anticlockwise from x-axis)

\[
\tan 2\phi_L = -S/2.
\]  
\hspace{1cm} (4.96)

Likewise from (4.45) the orientation of the principal axes of the Eulerian ellipsoid is

\[
\tan 2\phi_E = 2/S.
\]  
\hspace{1cm} (4.97)
Differentiating (4.95) with respect to time, yields
\[ \dot{\theta} \sec^2 \theta = \ddot{S}/2 \]  
(4.98)
\[ (\dot{\theta} + 2 \tan \theta \dot{\theta}^2) \sec^2 \theta = \ddot{S}/2 \]  
(4.99)
For the simple shear process if the element deforms with constant speed such that \( \ddot{S} = 0 \) and therefore (4.99) becomes
\[ \dot{\theta} + 2 \tan \theta \dot{\theta}^2 = 0 \]  
(4.100)
Similarly from (4.96)
\[ S^2 \dot{\phi}_L = \ddot{S} \cos^2 2\phi_L, \]  
(4.101)
and with \( \ddot{S} = 0 \)
\[ 2 \dot{\phi}_L \ddot{S} + S^2 \dot{\phi}_L = -2 \ddot{S} \dot{\phi}_L \sin 4\phi_L, \]  
(4.102)
where the quantity \( \dot{\phi}_L \) is defined in (4.36), it is the spin of the Lagrangian ellipsoid.

The velocity gradient tensor can be obtained through (4.10a) such that
\[ \dot{L} = \begin{pmatrix}
0 & \ddot{S} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \]  
(4.103)
The separation of the velocity gradient tensor into the symmetric and antisymmetric parts leads to the rate of deformation tensor
\[ \dot{D} = \begin{pmatrix}
0 & \ddot{S}/2 & 0 \\
\ddot{S}/2 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \]  
(4.104)
and the spin tensor
\[ W = \begin{pmatrix} 0 & \dot{S}/2 & 0 \\ -\dot{S}/2 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \] (4.105)

In order to illustrate the main results of the stress calculations, we consider the simplest form of a hypo-elastic material of grade zero with the constitutive equation of the form
\[ \dot{\sigma} = \lambda \text{trace } (D) \Gamma + 2 \mu D. \] (4.106)

In the above equation \( \lambda \) and \( \mu \) are Lamé's constants, \( I \) the identity tensor and \( \dot{\sigma} \) an objective stress rate. The stress rates discussed previously are repeated here for convenience. The Jaumann stress rate is defined as
\[ \dot{\sigma} = \dot{\sigma} + \sigma \cdot \dot{W} - \dot{W} \cdot \sigma, \] (4.107)

while Dienes [35] proposed the following objective rate or equation (4.72)
\[ \dot{\sigma} = \dot{\sigma} + \sigma \cdot \Omega - \Omega \cdot \sigma. \] (4.108)

Another stress rate proposed in this work is defined as
\[ \dot{\sigma} = \dot{\sigma} + \sigma \cdot \phi - \phi \cdot \sigma. \] (4.109)

The above stress rates are employed to ascertain what effect the rotations will have on the resulting stresses.

If (4.107) is substituted into (4.106) we find that
\[ \dot{\sigma}_{11} - \dot{S}_{12} = 0 \]
\[ \dot{\sigma}_{12} + \dot{S}/2 \sigma_{11} - \dot{S}/2 \sigma_{22} = \mu \dot{S} \] (4.110)
\[ \dot{\sigma}_{22} - \dot{S}_{12} = 0, \]

combining these equations, and noting that \( \dot{S} = 0 \), the following
differential equation is obtained
\[
\frac{d^2\sigma_{11}}{dt^2} + S^2 \sigma_{11} = \mu S^2. \tag{4.111}
\]

The above equation can be solved explicitly, and for an initially stress-free state the solution for the stresses is
\[
\begin{align*}
\sigma_{11} &= \mu (1 - \cos S t) \\
\sigma_{12} &= \mu \sin S t \\
\sigma_{22} &= -\mu (\cos S t - 1).
\end{align*}
\tag{4.112}
\]

The above equation predicts that the stresses are periodic and this is physically incorrect. The variation of the non-dimensional stresses \(\sigma_{11}/\mu\) and \(\sigma_{12}/\mu\) with the shear displacement \(S\) is shown in Figure 4.4.

It is to be noted that Nagtegaal and De Jong [39] have calculated a periodic variation in stresses for both elastic-plastic and rigid-plastic solids undergoing rectilinear shear based on a kinematic hardening model. The position of the centre of the yield locus was characterised by a shift (or back-stress) tensor \(\sigma\), and the objective rate of change of this tensor was taken to be the Jaumann derivative.

Lee and his co-workers [40] have considered alternative rotation terms (different to any of those employed here) in the objective back stress rate as means of eliminating the oscillation in the stress components.

In both Refs. [39 and 40] the results were obtained numerically using a finite element analysis. While the implications of the findings are clear, the numerical scheme tended to mask the precise role of a particular objective stress rate. It is considered that the present work demonstrates the influence in a much more direct and lucid manner.
Figure 4.4: Diagram illustrating the variation of non-dimensional stresses with respect to the shear displacement $S$.

(a) $\sigma_{11}/\mu$ versus $S$
(b) $\sigma_{12}/\mu$ versus $S$
If \((4.108)\) is substituted into \((4.106)\) we find

\[
\begin{align*}
\dot{\sigma}_{11} &= \dot{\sigma}_{11} - 2\Omega_{12}\sigma_{21} = 2\mu D_{11} = 0 \\
\ddot{\sigma}_{12} &= \ddot{\sigma}_{12} - \Omega_{12}\sigma_{22} + \sigma_{11}\Omega_{12} = 2\mu D_{12} \\
\ddot{\sigma}_{22} &= \ddot{\sigma}_{22} + 2\Omega_{12}\sigma_{12} = 2\mu D_{22} = 0
\end{align*}
\quad (4.113)
\]

The above equations can be combined to yield

\[
\frac{d^2\sigma_{11}}{d\theta^2} + \frac{d\sigma_{11}}{d\theta} + 2\tan \theta + 4\sigma_{11} = 4\mu \sec^2 \theta
\quad (4.114)
\]

In solving \((4.113)\) Diendes, op cit, assumed that \(\theta = 0\), which is not true if \(S = 0\), as can be seen from \((4.100)\). With \(\theta = 0\), the \(\tan \theta\) term in \((4.114)\) vanishes, and the equation can be solved explicitly \([35]\). As it stands, the equation must be solved numerically, and this was done in the present work. The corresponding shear stress is given by

\[
\sigma_{12} = \frac{1}{2} \frac{d\sigma_{11}}{d\theta}
\quad (4.115)
\]

The variation of the non-dimensional stresses \(\dot{\sigma}_{11}/\mu\) and \(\sigma_{12}/\mu\) with \(S\) is shown in Fig. 4.4, also illustrated is the result obtained by Diendes \([35]\) by assuming \(\theta = 0\).

Finally, conjoining \((4.109)\) with \((4.106)\), and adopting the same procedure leading to \((4.111)\) and \((4.114)\) we obtain the differential equation

\[
\frac{d^2\sigma_{11}}{d\phi^2} - \frac{d\sigma_{11}}{d\phi} + \frac{4\cot 2\phi_L}{4\sigma_{11}} = \frac{8\mu}{4\sigma_{11}} \csc^2 2\phi_L
\quad (4.116)
\]

which has to be solved numerically. The shear stress is obtained from

\[
\sigma_{12} = \frac{1}{2} \frac{d\sigma_{11}}{d\phi}
\quad (4.117)
\]

The variation of \(\sigma_{12}/\mu\) with \(S\) is demonstrated in Fig. 4.4(b).
Rather than use the spin of the Lagrangian ellipsoid in (4.109), which finally leads to (4.116) and (4.117), the spin of the Eulerian ellipsoid could have been adopted. The Eulerian spin tensor, defined by equation (4.76) can be evaluated from (4.97) in a like manner to the Lagrangian spin. The solution of the stresses follows in an identical fashion, and instead of (4.116) and (4.117) the following differential equations are determined
\[
\frac{d^2 \sigma_{11}}{d\phi_E^2} - \frac{d\sigma_{11}}{d\phi_E} - 4 \cot \phi_E + 4\sigma_{11} = -8\mu \csc^2 2\phi_E, \tag{4.118}
\]
and
\[
\sigma_{12} = \frac{1}{2} \frac{d\sigma_{11}}{d\phi_E}, \tag{4.119}
\]
which have to be solved numerically. It transpires that the variation of \(\sigma_{12}/\mu\) with \(S\) is exactly the same as that obtained when using the Lagrangian spin. For more details of the above derivations the readers are referred to Appendix F.

4.5.1 Discussion

The result of the non-dimensional normal stress \(\sigma_{11}/\mu\) versus the shear displacement \(S\) is plotted in Figure 4.4(a) while that of the shear stress \(\sigma_{12}/\mu\) with \(S\) is given in Figure 4.4(b). It is evident from Figure 4.4 that the proposed objective stress rates have a significant influence on the evolution of the stresses. Only the Jaumann rate leads to an oscillation in the normal and shear components of stress, and as
already remarked this is physically unacceptable. However the oscillation does not begin until a relatively large shear displacement has been attained. At small displacement all the objective rates give essentially the same shear stress. In the present examination, the modified Dienes solution provides a much lower stress level and it falls within the domain of the classical Jaumann rate for large strain; notice that the components of stress obtained would be erroneous, if \( \dot{\theta} \) is neglected when \( \dot{S} = 0 \), as was done by Dienes. It has already been demonstrated in equation (4.100) that this is inaccurate. Figure 4.4 indicates that the difference in stresses of the two solutions increases when the shear strain is above 100 percent.

The objective rate involving the spin of either the Eulerian or Lagrangian ellipsoid results in a shear stress variation that follows very closely the shear stress derived using the Jaumann rate, up to a shear displacement in excess of unity. Although, the component of the non-dimensional normal stress \( \sigma_{11}/\mu \) obtained from the spin of the Eulerian ellipsoid possesses entirely different behaviour from any one of the stress rates described above (see Figure 4.4(a)). Due to large rotation of material element, the rate of rotation of the Lagrangian triad, \( \dot{\phi}_L \), counteracts that of the Eulerian strain triad, \( \dot{\phi}_E \), such that the same shear stress behaviour reveals, although the direct stresses are completely different.

It is suggested that the stress rates developed in this work may be employed for analyzing problems involving large strain and/or large rotations in order to assess the various components of stress.
4.5.2 Conclusions

The earlier part of this chapter dealt with choice of an appropriate strain measure for pure homogeneous deformation. In keeping with previous proposals, to be found in earlier published work, logarithmic (or natural) strain was deemed to be suitable. As is well known the material time derivation of this strain measure is equal to the rate of deformation tensor. No such simple relationship holds when the deformation occurs by a homogeneous mode i.e. an unsymmetric deformation gradient tensor. However, an attempt has been made to establish relationships between a time derivative of $\ln U$ and the rate of deformation tensor, $\mathbf{D}$. The resulting expressions are quite complex and their utility in any numerical scheme awaits demonstration.

As mentioned herein a number of different "rotation" tensors can be defined in finite homogeneous deformation. A number of these rotation tensors have been defined in the chapter. Somewhat earlier Hill had evaluated the spin (or rate of rotation) of the so called Lagrangian and Eulerian strain ellipsoids following a superimposed infinitesimal deformation step on a pre-existing finite deformation mode. Similar calculations have been performed here but from a different theoretical standpoint, and the writer believes the spin terms have been determined in a more straightforward manner.

The existence of different rotation tensors give rise to a number of different objective stress rates, which are all available for adoption in constitutive equations. The latter part of this chapter has dealt with how the choice of a particular stress rate can influence the
evaluation of the stresses in finite deformation process. As an illustration, stress calculations were performed for hypoelastic material undergoing simple (rectilinear) shear the results using the different stress rates are compared with those obtained using the classical Jaumann rate. It transpires that for small strain all the objective stress rates can be employed. However, at strain in excess of unity the Jaumann rate gives rise to unacceptable oscillations in stress. Such oscillations were not present with the other objective stress rates, and in particular those stress rates which were a function of the spin of the Eulerian or Lagrangian strain ellipsoids were shown to be appropriate. Nonetheless the utility of the various stress rates adopted herein in any numerical schemes for analyzing problems involving large strain and/or large rotations awaits further demonstration.
APPENDIX A

The Evaluation of Finite Strain

If we consider the case of pure homogeneous deformation then the deformation gradient tensor is a symmetric second order tensor, say $F = \dot{U}$, and the eigenvalues and eigenvectors (the principal stretch ratios and their orientation) can be obtained in the usual way. Consequently it makes no difference whether the components of the tensor are finite or infinitesimal in extent, as to the manner in which the eigenvalues and eigenvectors are determined.

For simplicity a two dimensional deformation mode is considered, such as a thin incompressible membrane being deformed in its own plane. In such a case it is demonstrated below how the eigenvalues and eigenvectors can be evaluated from a Mohr's circle construction, a technique familiar to most engineers.

As already described in Chapter 2 the new coordinates $(x,y)$ of a point are a linear function of the initial coordinates, say $(X_o,Y_o)$, such that

$$\bar{x} = F \cdot \bar{X_o} \tag{A.1}$$

However, under the pure homogeneous straining mode illustrated in Figure 2.1, the coefficients of $F$ in (A.1) are symmetric. A geometric interpretation of the coefficients is available from Figure 2.1 in conjunction with Equation (2.1).

On the basis of the deformation model shown in Figure 2.1, it is
easily verified that

\[ F_{11} = \frac{1}{2}(\lambda_{11} + \lambda_{22}) + \frac{1}{2}(\lambda_{11} - \lambda_{22})\cos 2\theta \]
\[ F_{22} = \frac{1}{2}(\lambda_{11} + \lambda_{22}) - \frac{1}{2}(\lambda_{11} - \lambda_{22})\cos 2\theta \]
\[ F_{12} = F_{21} = -\sin 2\theta (\lambda_{11} - \lambda_{22})/2 \]

where \( \lambda_{11}, \lambda_{22} \) are principal elongation ratios while \( \theta \), the principal orientation.

From (A.2) it is apparent that the coefficients are derivable from a Mohr's circle construction. The circle has extreme values \( \lambda_{11}, \lambda_{22} \) and is of radius \( |2F_{12}(\lambda_{11} - \lambda_{22})| \), see Figure (A.1). The orientation of the principal axes is determined from

\[ \tan 2\theta = \frac{2F_{12}}{F_{11} - F_{22}} \]

(A.3)

and the principal elongation ratios from

\[ \lambda_{11}, \lambda_{22} = \frac{F_{11} + F_{22}}{2} \pm \frac{(F_{11} - F_{22})}{2} \frac{1}{\cos 2\theta} \]

or

\[ \lambda_{11}, \lambda_{22} = \frac{F_{11} + F_{22}}{2} \pm \sqrt{\left(\frac{F_{11} - F_{22}}{2}\right)^2 + F_{12}^2} \]

(A.5)

When interpreting the orientation of the eigenvectors, given by (A.3), using Mohr's circle it is necessary to adopt a sign convention when fixing the "shear" components, \( F_{12} \) and \( F_{21} \), on the circle. With reference to Fig. 2.1, when the original right angle, \( \phi_{COA} \), decreases both \( F_{12} \) and \( F_{21} \) are regarded as positive in (A.3) but \( F_{21} \) is plotted as negative in Mohr's circle as shown in Fig. (A.1). Just the reverse occurs when the original right angle increases.
Figure A.1: Mohr circle representation of finite strain.
APPENDIX B

The Plotting of Strain Contours

Introduction

One of the major problems with many numerical techniques, particularly the finite element method, is the voluminous output produced by the analysis and the time required to interpret these results. Quite often the results are obtained at a great many discrete points and this makes the task of reading the results very difficult. The use of the automatic plotter to produce a visual interpretation of the various aspects of the computed data alleviates this difficulty to a great extent. A number of graphical methods may be used, some of which are:

a) isoclinic lines, or lines of constant principal angle,

b) strain trajectories, which are the loci of the directions of constant principal strain,

c) isostrain or strain lines — equal strain contours,

d) principal surface strain plot, using $e_1$ and $e_2$ as coordinate axes. The principal surface strains evaluated within a grid element is represented by one point (or a vector) in this space,

e) isometric strain plot, in which a strain "surface" is plotted in an isometric view.

Contours of strain level are one of the most convenient types of display. They may be drawn over the whole area of the system or over
some particular area of interest. When regions of high strain gradients are of interest, the contour plot is the most informative. The strain contours are essentially slices of equal magnitude of the surface projected onto the x-y plane. Regions of high strain gradients are easily recognizable as contour lines that bunch together. Some of the methods mentioned above have been discussed in many finite element texts.

As described in section 2.2.2, a new technique for grid strain determinations from a deformed pair of lines has been discussed. These analytical procedures allow for the evaluation of the magnitude and orientation of the strain on the surface of sheet metal stampings although in regions of high strain gradients, elements may exhibit discontinuity in strain from one element to the next across the sheet. In order to facilitate the interpretation of strain on the initial undeformed sheet, two types of averaging of strains of two adjacent elements are employed. In one where a quadrilateral is formed from two defined triangles, the average strain of the two triangles is taken as the strain at the centroid of the quadrilateral. In the second type, the strains of all the triangular elements connected to a node are summed and divided by the number of elements as shown in Figure B.1, i.e., the strain at A is equal to one-sixth of the sum of the strains of all six elements surround it. In this work, the latter method is employed for contour display. This technique usually gives a fairly smooth strain distribution, however the boundary nodes and nodes in regions of high strain gradients are not necessarily well smoothed.
Figure B.1: The strain at A is the mean average of the sum of strains of the surrounding elements connected to node A.
Figure B.2: A flow chart of contour developments.
Figure B.3: Diagram showing a contour line formed by straight segments between points.
 Nonetheless, with the advance in the use of computer graphics, a visual display of contour lines can be very convenient and helpful. Areas of peak strain are immediately obvious to a part designer. The necessary changes and adjustments to the component under consideration can then be made and a more desirable component may be achieved.

In this Appendix, a contour plotting technique is discussed. Though the present routine provides contour plots only on a 2D plane, the development is general enough that this could be modified to give a 3D contour display. The computer program uses the basic library plotting subroutine PLOT to draw the contours. It has been successfully used on the Versatec and Calcomp plotters. A program listing and user procedures for running the program can be found in a report [41] compiled by the writer. For completeness, a flow chart of the logical development of the routine is given in Figure B.2.

Basic Concept

The basic idea for contour plottings is explained by means of an example as shown in Figure B.3. Values of nodal strain are indicated on the diagram. Suppose that 10% strain contour is required, i.e., strain value of 0.1, the computer will then perform an element-by-element search to establish which element the contour passes through. Once the element is identified, the intersections of the contour with the sides of the element are determined by linear interpolation. This procedure is repeated as many times as there are numbers of elements and the possible intersection points for the required strain contour can be
obtained. For simple contour plotting, all these points are joined together in a successive order by segments of straight lines. The contour will then be piecewise linear as shown in Figure B.3.

**Cubic Spline Interpolation**

In the present program, a more complicated method, the so-called Cubic Spline method of interpolation and smoothing, is used to smooth the contour. The coordinates \((x,y)\) of the points defining the contour are consecutively stored in arrays. The smoothing is done by connecting these coordinates by a cubic spline function in such a way that the resulting curve possesses continuous first and second derivatives; this ensures that there are no kinks in the contour. The distance along the \(x\)-direction, between points defining the contour, are subdivided into smaller intervals and the \(y\) intervals are interpolated using the Spline method. The sub-intervals are so close that they give the appearance of a smooth curve when joined up by straight lines. The computer program is also capable of handling multi-valued contours in \(x\).

Given a set of points \(x_0, x_1, \ldots, x_n\) and a set of corresponding prescribed ordinates \(y_0, y_1, \ldots, y_n\), it is possible to best fit each consecutive pair of points \((x_{i-1}, y_{i-1}), (x_i, y_i)\) by a cubic function so chosen that the resulting curve has continuous first and second derivatives. In beam theory, it is well known that the Spline assumes the shape which minimizes its potential energy and that this curve closely approximates the deflected configuration of a simply supported thin beam.
Let us designate \( M_0, M_1, \ldots, M_n \) as the second derivatives at the node \( x_i \) of the function \( S(x) \) of the resulting Spline. The second derivative \( S''(x) \) is a linear function between the junctions, which interpolates \( M_i \). Therefore, for \( x_{i-1} \leq x \leq x_i \) we have

\[
S''(x) = M_{i-1} \frac{x-x}{h_i} + M_i \frac{x-x_{i-1}}{h_i}
\]

(B.1)

where \( h_i = x_i - x_{i-1} \)

Integrating twice we have

\[
S'(x) = -M_{i-1} \left( \frac{x-x}{2h_i} \right)^2 + M_i \left( \frac{x-x_{i-1}}{2h_i} \right)^2 + C_i
\]

(B.2)

\[
S(x) = M_{i-1} \left( \frac{x-x}{6h_i} \right)^3 + M_i \left( \frac{x-x_{i-1}}{6h_i} \right)^3 + C_i \left( x-x_{i-1} \right) + D_i
\]

(B.3)

The integrating constants \( C_i \) and \( D_i \) may be determined by setting \( S(x_{i-1}) = y_{i-1} \) and \( S(x_i) = y_i \), hence

\[
y_{i-1} = M_{i-1} \frac{h_i^2}{6} + D_i
\]

\[
y_i = M_i \frac{h_i^2}{6} + C_i h_i + D_i
\]

solving these equations, we obtain

\[
C_i = \frac{y_i - y_{i-1}}{h_i} + (M_i - M_{i-1}) \frac{h_i}{6}
\]

\[
D_i = y_{i-1} - M_{i-1} \frac{h_i^2}{6}
\]

Equations (B.2) and (B.3) become
\[ S(x) = \frac{(x - x_i)^3}{6h_i} + \frac{(x - x_{i-1})^3}{6h_i} + (y_{i-1} - \frac{M_{i-1}h_i^2}{6})(\frac{x_i - x}{h_i}) \\
+ (y_i - \frac{M_i h_i^2}{6})(\frac{x_i - x_{i-1}}{h_i}) \quad (B.4) \]

\[ S'(x) = \frac{(x - x_i)^2}{2h_i} + \frac{(x - x_{i-1})^2}{2h_i} + \frac{y_i - y_{i-1}}{h_i} - \frac{M_i - M_{i-1}}{6} h_i \quad (B.5) \]

Though the quantities \( M_i \) are as yet unknown, the continuity of \( S(x) \) and \( S'(x) \) are enforced by the choice of the equations described above.

Evaluating \( S'(x) \) at the end points of the sub-interval gives

\[ S'_+(x_i) = \frac{h_i}{2} + \frac{y_i - y_{i-1}}{h_i} - \frac{M_{i-1} - M_i}{6} h_i \]

\[ = \frac{h_i}{2} + M_{i-1} h_i - \frac{h_i}{6} \quad (B.6) \]

\[ S'_-(x_{i+1}) = -\frac{h_{i+1}}{2} + \frac{y_{i+1} - y_i}{h_{i+1}} - \frac{M_{i+1} - M_i}{6} h_{i+1} \]

\[ = \frac{y_{i+1} - y_i}{h_{i+1}} - M_{i+1} \frac{h_{i+1}}{3} - M_i \frac{h_{i+1}}{6} \quad (B.7) \]

Since the formula \( S(x) \) holds only on the interval \([x_i, x_{i+1}]\), and so the derivatives at the end points are one-sided derivatives. To ensure continuity in \( S'(x) \), the following conditions must be imposed at the interior node \( S'_+(x_i) = S'_-(x_{i+1}) \quad i=2, ..., n-1 \). This follows immediately by equating equations (B.6) and (B.7), yields

\[
\frac{h_i}{6} M_{i-1} + \frac{h_{i+1}}{3} M_i + \frac{h_{i+1}}{6} M_{i+1} = \frac{y_{i+1} - y_i}{h_{i+1}} - \frac{y_i - y_{i-1}}{h_i}
\]
Setting \( \mu_i = \frac{h_{i+1}}{h_i + h_{i+1}} \) and \( \mu_i' = 1 - \mu_i \), we obtain

\[
\mu_i'H_{i-1} + 2M_i + \mu_i'H_{i+1} = 6 \frac{y_{i+1} - y_i}{h_{i+1}} - \frac{y_i - y_{i-1}}{h_i} \tag{B.8}
\]

This is a system of \( i-1 \) equations to be satisfied by the \( n+1 \) unknowns \( H_0, H_1, \ldots, H_i \). Hence two additional conditions must be specified to uniquely define the interpolating Spline function. It is noticed that by setting the end conditions \( H_0 = H_i = 0 \) leads to simply supported at the end points. For more general cases

\[
H_0 - \theta H_i = 0, \quad 1 > \theta > 0 \tag{B.9}
\]

Nonetheless, it is more convenient to specify the slope at the end of the curve instead. We have, from equations (B.4) and (B.6)

\[
S'(x_0) = \frac{y_{i+1} - y_0}{h_i} - \frac{h_1}{3} M_0 - \frac{h_1}{6} M_1 \tag{B.10a}
\]

\[
S'(x_i) = \frac{y_{i+1} - y_i}{h_i} + \frac{h_1}{3} M_i - \frac{h_1}{6} M_{i-1} \tag{B.10b}
\]

In general, we employ the end conditions of

\[
2M_0 + \mu_0 M_1 = d_0 \tag{B.11a}
\]

\[
\mu_1'H_{i-1} + 2M_i = d_i \tag{B.11b}
\]

Choosing the following sets of combination of \( \mu_0 \) and \( d_0 \), equation (B.11a) and (B.10a) will be completely satisfied respectively:

\[
\mu_0 = -2\theta \quad \text{and} \quad d_0 = 0 \tag{B.12}
\]

\[
\mu_0 = 1 \quad \text{and} \quad d_0 = \frac{6}{h_i} \left( \frac{y_i - y_0}{h_i} - S'(x_0) \right)
\]
Similarly, the condition
\[ M_i = 0M_{i-1} \]
together with equations (B.11b) and (B.10b) are satisfied by the following chosen situations:
\[ \mu_i' = -2\theta; \quad d_i = 0 \]
and \[ \mu_i' = 1; \quad d_i = \frac{6}{h_i} [S'(x_i) - \frac{y_i - y_{i-1}}{h_i}] \]
upon satisfying equation (B.11), the system of simultaneous equations indicated below can now be solved:
\[
\begin{align*}
2M_0 + \mu_0 M_1' &= d_0 \\
\mu_1 M_0' + 2M_1 + \lambda_1 M_2 &= d_1 \\
\mu_2 M_1' + 2M_2 + \lambda_2 M_3 &= d_2 \\
&\vdots \\
\mu_{i-1} M_{i-2} + 2M_{i-1} + \lambda_{i-1} M_i &= d_{i-1} \\
\mu_i M_{i-1} + 2M_i &= d_i
\end{align*}
\]
A more comprehensive exposition of the theory of splines and their applications can be found in refs. [41-44].
APPENDIX C

The Mapping of a Hemispherical Shell: a Test Case

Introduction

In the early investigation of the mapping process, application of the modelling to a typical car seat stamping indicated that the mapping technique required improvement. Due to the complexity of a stamped shape, it is necessary to derive an alternative means to ascertain what extent the effects of the size and configuration of the hand drawn mesh might have on this computer-aided model. In addition to mapping tests with a real stamping, an artificial test case has been developed in hope of providing a "correct" solution against which the actual mapping could be compared.

In this appendix the forming of a hemispherical shell from a flat, circular disc is described. The exact blank shape is generated for an arbitrarily chosen thickness distribution. The correct result is compared with the blank developed by some of the mapping procedures described in Section 3.3.2 of Chapter 3. Since the mapping follows arbitrary inputs, the results may depend on the configuration of the mesh. Various types of the mesh are employed in the test case to determine the sensitivity of the result to the grid geometry. In the future development of this computer-aided system the designer can impose adjustments on the strain distribution. The test case may serve as a means of vindicating the methods of adjustment, surface modification and
reverse mapping, etc. Examples are given of the remapping and surface adjustment techniques. The details of the investigation can be found in an internal report [17], compiled by the author. The present case study permits future expansion in conjunction with the tool and die designer's experience.

The Test Case

The case considered is the deformation of a flat, circular disc to a hemispherical shell. The deformation is axisymmetric and the thickness around some circle of latitude defined by the angle $\theta$ is assumed constant as shown in Figure C.1. The thickness distribution can be defined by some arbitrary relation, for example,

$$ t = t_o + k\theta^2 $$

as illustrated in Figure C.2. As the deformation is axisymmetric, the position of a generic point $P(x,y,z)$ of the hemisphere can be relocated onto the flat blank by a simple analytical relation. The position vector $\vec{r}_o$ of the point $p(x,y)$ on the flat blank is related to the angle $\theta$. Consider the volume of a circular element in the hemisphere shown in Figure C.1 and its corresponding volume on the blank. The following equations hold

$$ v = \pi r_o^2 t_o $$  \hspace{1cm} (C.1)
$$ V = 2\pi r \, \mathrm{d}r \, t $$  \hspace{1cm} (C.2)
$$ t = t_o + k\theta^2 $$  \hspace{1cm} (C.3)

where $v$ is the volume of an element on the 2D plane, $V$ is the volume of an element on the hemisphere—and the position vector $\vec{r}_o = x\hat{\mathbf{i}} + y\hat{\mathbf{j}}$. 
Figure C.1: Schematic of one quarter of the hemispherical shell under consideration.

Figure C.2: A typical thickness strain distribution of the hemisphere in Fig. C.1
Upon integrating (C.2) over a circular latitude of angle θ and combining with (C.3), there results

\[ V = 2\pi R \sin \theta (Rd\theta) t \]

\[ = \int 2\pi R^2 \left( t_0^2 + k\theta^2 \right) \sin \theta \, d\theta \]

\[ = 2\pi R^2 \left[ t_0 - t_0 \cos \theta + 2k\theta \sin \theta - k\theta^2 \cos \theta + 2k\cos \theta - 2k \right] \]

The condition of incompressibility yields

\[ r_0^2 = \frac{2R^2}{t_0} \left[ t_0 - 2k + 2k\theta \sin \theta + (2k - t_0 - k\theta^2) \cos \theta \right], \quad (C.4) \]

where

\[ r_0^2 = x_0^2 + y_0^2 \quad (C.5) \]

Since each point can only move radially, the coordinate position on the flat blank, \( x_0, y_0 \), satisfies the relation

\[ \frac{x}{x_0} = \frac{y}{y_0} \quad (C.6) \]

The solution is completely determined by combining equations (C.4), (C.5) and (C.6).

One-quarter of the hemispherical shell is considered and an irregular mesh of points established on the surface, as illustrated in Fig 3. In order to satisfy constraints in the existing mapping process, this mesh consists of rows and columns of equal numbers of elements.

**Mapping, Assuming No Change in Thickness of Blank**

The example considered here is the deformation of a flat, circular blank into a hemisphere, assuming no change in thickness. The
"correct" (analytical) map for the case is shown in Figure C.4. Each nodal point of the irregular mesh in Figure C.3 is mapped onto the flat plane using the analytical solution. Considering the reverse processes, from the flat blank to the hemisphere, it is obvious that the "constant thickness" process involves compressive strains in the circumferential directions and tensile strains in the radial directions.

In order to execute the various mapping strategies, it is necessary to establish some boundary nodes. As indicated in Figure C.3, XOZ and YOZ planes are planes of symmetry, and displacements perpendicular to these planes vanish. In the present case, the analytical solution is used to establish the position of the nodes on axes of symmetry on the flat blank. The element-by-element techniques can then be used to map elements onto the flat blank. Three mapping techniques will be adopted for the transformation — namely the proportional deformation, the intersection method and the area criterion.

(a) Proportional Deformation

Initially, the hemisphere shown in Figure C.3 is mapped onto a flat plane using the strategy of proportional deformation, the description of the proportional displacement is described in Section 3.3.2 of Chapter 3. The result of the mapping is given in Figure C.5. Superposition of the "correct" blank shape and the mapped solution indicates inadequacies in the mapping procedure. It is apparent that
Figure C.3: Arrays of quadrilateral elements on the surface of part of the hemisphere.

Figure C.4: The "correct" analytical map of the shell surface in Fig. C.3.
the orientation of the element with respect to the "correct" principal direction influences its mapped shape in some inappropriate fashion. The strategies described in the following two sections are aimed at overcoming the shortcomings of the proportional deformation method.

(b) **Intersection Method**

The intersection method is described in Section 3.3.2, Chapter 3, and the blank developed by this technique is shown in Fig. C.6. It is observed that a simple blank shape could not be generated, and overlapping of some elements occurred. The method does not appear satisfactory in regions where elements are irregular. The position of the fourth node of an element is located by taking into account not only the element itself but also the deformation of the neighbouring elements, hence a small oscillation in one element appears to exert a strong influence on the location of the nodal point. The technique is found wanting and the strategy described in the next Section is shown to be an improvement.

(c) **Area Criterion**

Again, in this case the analytical solution is used to establish the boundary nodes on the flat plane along the axes of symmetry. The mapping process can now be conducted on each element of the irregular mesh shown in Figure C.3. The location of the fourth node of the element is determined in such a way that the thickness of the resulting element is approximately unchanged. Details of the mapping strategy can
Figure C.5: The resulting blank obtained from the assumed proportional deformation of Fig. C.3.

Figure C.6: The resulting map of Fig. C.3 showing collapse of elements occurs with the intersection method.

Figure C.7: "constant area" transformation of the hemispherical shell on a flat blank.
be found in section 3.3.2. The blank developed by this technique is shown in Figure C.7.

Upon superimposing of the mapped solution onto the "correct" blank shape excellent agreement between the two results is obtained. The mapping technique does not provide a perfect match, nonetheless this test suggests that the present method appears to function well when applied to the hemispherical shell. Since the input of the irregular grid points is rather arbitrary, the small discrepancy that appeared in the final blank shape indicates that this technique could be dependent on the shape and size of the elements, i.e. the deformation of the sheet is governed by geometry of the stamping and the irregularity of the mesh which is used to represent the surface geometry of the stamping.

Influence of Grid Shape

An artificial mesh of the kind shown in Figure C.8 is employed to ascertain what effect this might have on the mapping process. This mesh is deliberately created in a way that the elements are equally divided on both sides of the 45 degree line of the hemisphere, i.e. the very last element of each row and column always meet at the vertical plane which bisects the angle XOY. Hence, the corner nodes of the last element in each row/column are always situated on the 45° plane. If the mapping procedure is correct these nodes will remain on the angle bisector in the two dimensional blank. The "correct" analytical map is shown in Figure C.9. The hemispherical shell can now be transformed onto the flat blank using the technique of the area criterion.
Figure C.8: An artificial mesh as shown is constructed over the surface of the hemisphere.

Figure C.9: The "correct" analytical transformation of the mesh in Fig. C.8 on a plane.

Figure C.10: The resulting map of the surface occurred with the area criterion showing effect of element geometry.
It transpired that the mapping technique is dependent on the shape of the elements used to represent the 3D surface. The result of the mapping is shown in Figure C.10. Note that many of the quadrilateral elements on the $45^\circ$ line of the 3-D surface are rather ill-conditioned, i.e. two contiguous sides are at such an oblique angle they almost form a straight line. Therefore when these quadrilaterals are sub-divided into triangular elements, one triangle has an exceedingly small surface area. This causes some problems in the mapping process, and as can be seen from Fig. C.10 there is a depression in the mapped shape along the $45^\circ$ axis. While the mapping has not been very successful with the mesh shown in Fig. C.8, the "test case" of the hemispherical shell has resulted in some valuable conclusions.

It is apparent from the test case that the shape and size of the mesh exerts an influence on the shape of the mapped blank. The effect may be more significant when attempting to represent the surface geometry of a complex stamping. Unless some care is taken when the grid of lines is drawn free hand on the surface of the stamping, some highly irregular shaped quadrilaterals may ensue. Hence they may be ill-conditioned in the manner referred to above, and lead to problems, such as overlapping of elements, in the mapping process. Furthermore since the surface of the stamping is characterised by the nodes of the quadrilaterals, when a rather poor representation of the surface can occur if the mesh is badly drawn. For example, corners, bends, recesses and the like on the stamping can all be eroded depending upon the shape of the mesh. Consequently in regions on the stamping when abrupt
changes in geometry occur, a finer mesh size should be employed to obtain a better representation of the actual surface.

Remapping

The mapping process demonstrated above correlates nodal points between the final part shape and a flat blank. In general the elements on both surfaces are irregular and while the shape of the boundary is clearly indicated, it is not easy to visualize the deformation suffered by each element. For this reason, it is convenient to establish a new mesh which is at least regular in the flat blank. An array of orthogonal lines has been selected and is overlaid on the irregular grid in Figure C.11. Using the displacements established for the irregular grid, the new nodal points corresponding to the regular grid are now mapped onto the polyhedral surface of Fig. C.3 adopting the technique of reverse mapping discussed in Section 3.4.

A new polyhedron is established by facets created by the new nodes and is illustrated in Fig. C.12. It will be appreciated that this surface is a further "erosion" of the initial surface of the real part.

Adjustment

The aforementioned homolographic transformation of surfaces provides the designer with a technique of evaluating the deformation which will be suffered by a sheet formed in the tooling being designed. The solution obtained does not necessarily correspond to the actual deformation and therefore the designer must have further means to modify
the result in hope to achieve a more realistic design.

The adjustment schemes described in Chapter 3 are applied to the blank shape in Fig. C.4 and the results of two different surface modifications are given in Figs. C.13 and C.14. Figure C.13 showing surface adjustment on the blank in a 45° direction with respect to the x-axis while the technique of surface modification applied to a region within the blank shape in Fig. C.4 is demonstrated in Figure C.14. The adjustment generates a new set of nodal displacements which again can be used to perform the remapping process between the adjusted blank and the deformed part. These design procedures can be repeated as many times as it is decided by the die designer. Since the reverse mapping of the new blanks is just another computing exercise hence the remap has not been done here.
Figure C.11: A regular grid is superimposed on the developed blank shape.

Figure C.12: The resulting polyhedron established on the hemisphere surface using the regular grid in Fig. C.11.
Figure C.13: Diagram showing surface adjustment in a specified direction applied to the blank in Fig. C.4.

Figure C.14: Diagram showing local distortion of a region within the blank in Fig. C.4.
APPENDIX D

Flow Charts

This Appendix describes the philosophy (see Figs. D.1(a) to D.1(g)) of the logical development of a computer-aided die design system based on the theories discussed throughout Chapter 3. The die design package comprises of the following functions:

1. visual check – computer plotting of the input surface;
2. blank development – performing an element-by-element mapping procedure onto a flat plane using the method of area criterion;
3. remapping – performing an element-by-element remapping of a regular grid back on the part surface using known displacements of the nodes generated in (2);
4. adjustment – performing a possible modification of a blank surface in hope to achieve a more reasonable design;
5. plotting of the resulting blank shape, the resulting remapped grid and the adjusted blank surface;
6. strain determination – evaluating the principal strains from the nodal positions of a mesh on the part surface and the resulting mesh on the flat plane or vice versa.
Figure D.1: (a)-(g): Flow charts indicating the complete logical development of the mapping strategy.
(f)

RESUL

REPORT (x, y) coordinates of the resulting blank

RETURN

(f)

LIST

REPORT (X, Y, Z) coordinates, element connectivity and nodal connectivity

RETURN

(g)
APPENDIX E

List of Subprograms

Mapping: Blank development

MAIN PROGRAM — to activate the use of the mapping subroutine and to establish the needed input storage dimensions for each principal variable.

SUBROUTINE MAPPIN — to input sets of orthogonal coordinates, X, Y and Z of a formed part. To generate and calculate the basic required storage for each principal variable.

SUBROUTINE GEMNH — to generate node numbers, element numbers, element connectivity and to set up the position of boundary nodes on a two-dimensional XOY plane.

SUBROUTINE CHECK — to check input data by plotting the geometry of a deformed part graphically in 3D space using the Versatec 1200A plotter.

SUBROUTINE SOLVE — to evaluate the nodal connectivity of a mesh and to organize data for sequential mapping.

SUBROUTINE LIST — to print the coordinates (X,Y,Z) of the input surface. To print results of the calculated nodal connectivity and element connectivity.

SUBROUTINE AVERA — to perform an element-by-element mapping procedure in order to develop the required blank shape. This routine is implemented based on the method of area.
SUBROUTINE HITE - to evaluate the height, and the slope of the base of a triangle.

SUBROUTINE CAL - an auxiliary subroutine for HITE, which computes the area, the sides and the angles of a triangle.

SUBROUTINE BLANK - to plot the developed blank using the Versatec or Calcomp plotter.

SUBROUTINE FRAM - an auxiliary subroutine for plotting results.

SUBROUTINE RESUL - to output the final X and Y coordinates of the transformed nodes of a blank.

SUBROUTINE RECT - to extract node numbers of a rectangular element.

SUBROUTINE TWOCO - to retrieve the X and Y coordinates of a blank.

SUBROUTINE TRECO - to retrieve the coordinates (X, Y, Z) of a stamped part in 3D space.

SUBROUTINE STRAIN - to determine the principal strains (ε₁, ε₂, ε₃) of an element and their orientations in the undeformed configuration.

SUBROUTINE LOCAL - to set up a local reference coordinate axis for strain evaluations.

SUBROUTINE EVAL - an auxiliary routine to activate all the necessary calculations for the determination of principal strains and orientation.

SUBROUTINE DEF - to compute the deformation gradient tensor, Σ, the principal stretches and their orientations.

SUBROUTINE STO1 - to store the nodal principal strains and their
orientations.

SUBROUTINE ST02 — to store the centroidal principal strain and their orientations of triangular elements.

SUBROUTINE PSTRN — to output results of principal nodal strains and principal element strains.

Remapping: Remapping of blank development

PROGRAM REMAP1 — to generate the three dimensional coordinates on a stamped panel of a regular array of nodal points on the flat blank. To read in the 3D coordinates of the deformed surface, the 2D coordinates of the blank developed by the mapping and the 2D coordinates of a regular mesh superimposed on this blank.

SUBROUTINE DETQIN — to determine if a regular grid point Q(X,Y) is within a quadrilateral.

SUBROUTINE DETTIN — to determine which triangle of the quadrilateral obtained in DETQIN the regular grid point Q(X,Y) lies.

SUBROUTINE PT3D — to compute the coordinates of a 3D remapped point.

Finite Strain Evaluation

PROGRAM STRN — to access strain distributions on the surface of a stamping by measurements made of the deformed square grids, to input the deformed surface and to
output the resulting principal strains.

SUBROUTINE GENCON - to compute the basic storage required for each
principal variable and to initialize all variable
arrays. To produce a 3D plot of the input
stamping, to generate element connectivity and
nodal connectivity.

SUBROUTINE EFAC - to set up a local reference coordinate axis for
strain determinations.

SUBROUTINE EVAL - to evaluate the coefficients of deformation tensor
$F$, the components of the deformation gradient
tensor $C$, the principal stretches and their
orientations.

Plotting of the Strain Contours

SUBROUTINE CONTOUR - to input the coordinates $(X,Y)$ of the resulting
blank and strain values of each node. To identify
the location of a required contour and its position
stored in an array for plotting purposes.

SUBROUTINE INTERP - to generate smoother contours from the positions of
the defined contours using a cubic function.

SUBROUTINE SPLINE - to perform a spline interpolation of the data
points in order to compute intermediate values
between two points.

SUBROUTINE SPLIT - to determine the second derivatives of the spline
fit.

SUBROUTINE SOLN - to solve a system of simultaneous equation.
APPENDIX F

Strain Ellipsoids

Lagrangian Strain Ellipsoid

If the total deformation is characterized by an unsymmetric deformation gradient $F$, then the theorem of polar decomposition, express that

$$ F = R \cdot U = V \cdot R $$  \hspace{1cm} (F.1)

or

$$ U = R^T \cdot F \quad \text{and} \quad V = F \cdot R^T. $$  \hspace{1cm} (F.2)

If (F.2) is expressed in matrix form, then from (4.17) the components of the right stretch tensor, $U$, in the 2-3 plane can be obtained as

$$
\begin{bmatrix}
U_{22} & U_{23} \\
U_{32} & U_{33}
\end{bmatrix} =
\begin{bmatrix}
\cos\theta & \sin\theta \\
-\sin\theta & \cos\theta
\end{bmatrix}
\begin{bmatrix}
F_{22} & F_{23} \\
F_{32} & F_{33}
\end{bmatrix}
$$  \hspace{1cm} (F.2)

Hence

$$
U_{22} = F_{22} \cos\theta + F_{32} \sin\theta \\
U_{23} = F_{23} \cos\theta + F_{33} \sin\theta \\
U_{32} = F_{32} \cos\theta - F_{22} \sin\theta \\
U_{33} = F_{33} \cos\theta - F_{23} \sin\theta
$$  \hspace{1cm} (F.3)

Since the tensor $U$ is symmetric, then from (F.3) $U_{12} = U_{21}$ it follows that

$$
\tan\theta = \frac{F_{32} - F_{23}}{F_{22} + F_{33}}. $$  \hspace{1cm} (F.4)

Furthermore

$$
\cos\theta = \frac{F_{22} + F_{33}}{\sqrt{(F_{22} + F_{33})^2 + (F_{32} - F_{23})^2}} \hspace{1cm} (F.5a)
$$
and
\[
\sin \theta = \frac{F_{32} - F_{23}}{\sqrt{(F_{22} + F_{33})^2 + (F_{32} - F_{23})^2}} \tag{F.5b}
\]

The orientation of the principal axes of the Lagrangian ellipsoid is obtained, after combining (F.3) and (F.5), as
\[
\tan 2\phi_L = \frac{2U_{23}}{U_{22} - U_{33}} = \frac{2(F_{33}F_{32} + F_{22}F_{23})}{(F_{22} - F_{33})^2 + (F_{32} - F_{23})^2} \tag{F.6}
\]

**Eulerian Strain Ellipsoid**

The orientation of the principal axes with respect to the current configuration is derived in a similar fashion to the above. The starting point
\[
\tilde{V} = F \cdot R^T
\]

and the steps leading to an equation like (F.3) are duplicated. The orientation of the Eulerian ellipsoid is given as
\[
\tan 2\phi_E = \frac{2V_{23}}{V_{22} - V_{33}} = \frac{2(F_{22}F_{32} + F_{33}F_{23})}{(F_{22}^2 - F_{33}^2) - (F_{32}^2 - F_{23}^2)} \tag{F.7}
\]

The orientation of the Lagrangian or Eulerian ellipsoid can be determined precisely from Equations (F.6) and (F.7) respectively. Hill [25] has considered the rotation of the Lagrangian and Eulerian strain ellipsoids due to an infinitesimal deformation step superimposed on a large prior homogeneous deformation. The total deformation gradient tensor \( F \) is characterized by Equation (4.38) as
\[
F = d\hat{n} \cdot \lambda = \begin{pmatrix}
\lambda_2 & \lambda_3d\hat{n}_{23} \\
\lambda_2d\hat{n}_{32} & \lambda_3
\end{pmatrix} \tag{F.8}
\]
Hill, op cit, argued that for a small perturbation superimposed on the large deformation the angle of rotation incurred is small and that to a first order approximation, the second order quantity $(F^2_{32} - F^2_{23})$ is ignored. It follows from (F.6) and (F.8) that the rotation of the principal axes of the Lagrangian ellipsoid is

$$\delta \phi_L = \frac{(2\lambda_2 \lambda_3)}{\lambda_2^2 - \lambda_3^2} \, d\eta_{23},$$  \hspace{1cm} (F.9)

and similarly the rotation of the Eulerian strain ellipsoid is

$$\delta \phi_E = \frac{\lambda_2^2 + \lambda_3^2}{\lambda_2^2 - \lambda_3^2} \, d\eta_{23}. \hspace{1cm} (F.10)$$

The rigid body rotation is calculated from (F.4) as

$$\delta \theta = \frac{\lambda_2 - \lambda_3}{\lambda_2^2 + \lambda_3^2} \, d\eta_{23}. \hspace{1cm} (F.11)$$

Equations (F.9) to (F.11) are identical to the results obtained by Hill [25,26].

**Strain Measures**

A relationship between the time derivative of $\ln \bar{U}$ and the rate of deformation tensor $\bar{P}$ can be developed by the following procedures.

From Equation (4.8) the time derivative of $\ln \bar{U}$ is

$$(\ln \bar{U})^* = \bar{P} \cdot \ln \bar{\lambda} \cdot \bar{P}^T + \bar{P} \cdot (\ln \bar{\lambda})^* \cdot \bar{P}^T + \bar{P} \cdot \ln \bar{\lambda} \cdot \bar{P}^T \hspace{1cm} (F.12)$$

Since the tensor $\bar{P}$ is an orthogonal tensor such that

$$\bar{P} \cdot \bar{P}^T = \bar{I} \quad \text{and} \quad \bar{P} \cdot \bar{P}^T + \bar{P} \cdot \bar{P}^T = \bar{0},$$  \hspace{1cm} (F.13)

then using the relation $\ln \bar{U} = \bar{P} \cdot \ln \bar{\lambda} \cdot \bar{P}^T$ equation (F.12) becomes

$$(\ln \bar{U})^* = \bar{P} \cdot \bar{P}^T \cdot \ln \bar{U} - \ln \bar{U} \cdot \bar{P} \cdot \bar{P}^T + \bar{P} \cdot \bar{\lambda} \cdot \bar{\lambda}^{-1} \cdot \bar{P}^T. \hspace{1cm} (F.14)$$
Hence
\[ P \cdot \lambda \cdot \lambda^{-1} \cdot P^T = (\ln U)^* + \ln U \cdot \dot{\bar{\rho}} \cdot \bar{\rho}^T - \dot{\bar{\rho}}^T \cdot P \cdot P^T \cdot \ln U \]  
\text{(F.15)}

or
\[ P \cdot \lambda \cdot \lambda^{-1} \cdot P^T = (\ln U)^0, \]  
\text{(F.16)}

where
\[ (\ln U)^0 = (\ln U)^* + \ln U \cdot \dot{\bar{\rho}} \cdot \bar{\rho}^T - \dot{\bar{\rho}} \cdot P^T \cdot \ln U \]

is the co-rotational rate of \((\ln U)\) relative to the principal axes of \(U\).

In view of (F.16) and the time rate of \(\ddot{\bar{\rho}} = \dot{\bar{\rho}} \cdot \lambda \cdot \dot{\bar{\rho}}^T\), it can be shown that
\[ \ddot{\bar{\rho}} \cdot U^{-1} = (\ln U)^0 + \dot{\bar{\rho}} \cdot \dot{\bar{\rho}}^T - \dot{\bar{\rho}}^T \cdot P \cdot P^T \cdot U^{-1}, \]  
\text{(F.17)}

and
\[ U^{-1} \cdot \dddot{\bar{\rho}} = (\ln U)^0 - \dot{\bar{\rho}} \cdot P^T \cdot U^{-1} \cdot \dot{\bar{\rho}}^T \cdot \bar{\rho}. \]  
\text{(F.18)}

It follows from equation (4.49) that
\[ \dot{\bar{\rho}} = \frac{1}{2} R \cdot (U \cdot U^{-1} + U^{-1} \cdot \dddot{\bar{\rho}}) \cdot R^T, \]  
\text{(F.19)}

upon substituting (F.17) and (F.18) into the above equation, it follows that
\[ \dot{\bar{\rho}} = R \cdot (\ln U)^0 \cdot R^T - \frac{1}{2}(F \cdot \dot{\bar{\rho}} \cdot P^T \cdot F^{-1} - \dot{\bar{\rho}}^T \cdot P \cdot P^T \cdot F^T). \]  
\text{(F.20)}

The spin tensor which is defined as
\[ \omega = \frac{1}{2} R \cdot (U \cdot U^{-1} - U^{-1} \cdot \dddot{\bar{\rho}}) \cdot R^T + \dot{\bar{\rho}} \cdot \dot{\bar{\rho}}^T, \]  
\text{(F.21)}

and upon combining with (F.17) and (F.18) results in
\[ \omega = R \cdot \dddot{\bar{\rho}}^T + R \cdot \dot{\bar{\rho}} \cdot P^T \cdot R^T - \frac{1}{2}(F \cdot \dot{\bar{\rho}} \cdot P^T \cdot F^{-1} + \dot{\bar{\rho}}^T \cdot P \cdot P^T \cdot F^T). \]  
\text{(F.22)}

Hence the velocity gradient \(L\) can be calculated as
\[ \dot{L} = \dot{\bar{\rho}} + \omega \]
\[ = R \cdot (\ln U)^0 \cdot R^T + \dot{\bar{\rho}}^T \cdot \dddot{\bar{\rho}} + \dot{\bar{\rho}} \cdot P^T \cdot R^T - \dot{\bar{\rho}}^T \cdot P \cdot P^T \cdot F^{-1} \]  
\text{(F.23)}

Hill [26] treats the rotation of the Lagrangian ellipsoid about
its own axes for the special case where they coincide with the frame of reference. Consequently

\[ p = 1 \text{ and } \ln \lambda = \ln \tilde{\lambda} \]

therefore equation (F.14) reduces to

\[ (\ln \lambda)^* = \tilde{p} \cdot \tilde{p}^T \cdot \ln \lambda - \ln \lambda \cdot \tilde{p} \cdot \tilde{p}^T + \tilde{\lambda} \cdot \tilde{\lambda}^{-1} \]  

(F.24)

Since the spin of the Lagrangian triad is evaluated from

\[ \tilde{p} \cdot \tilde{p}^T = \phi_L \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \]  

(F.25)

upon substituting (F.25) into (F.24), gives

\[ (\ln \lambda)^* = \phi_L \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} ln\lambda_2 & 0 \\ 0 & ln\lambda_3 \end{bmatrix} - \begin{bmatrix} ln\lambda_2 & 0 \\ 0 & ln\lambda_3 \end{bmatrix} \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \phi_L + \begin{bmatrix} \dot{\lambda}_2 \lambda_2^{-1} & 0 \\ 0 & \dot{\lambda}_3 \lambda_3^{-1} \end{bmatrix} \]

\[ = \begin{bmatrix} 0 & -ln\lambda_3 \\ ln\lambda_2 & 0 \end{bmatrix} \phi_L - \begin{bmatrix} 0 & -ln\lambda_2 \\ ln\lambda_3 & 0 \end{bmatrix} \phi_L + \begin{bmatrix} \dot{\lambda}_2 \lambda_2^{-1} & 0 \\ 0 & \dot{\lambda}_3 \lambda_3^{-1} \end{bmatrix} \]

\[ = \begin{bmatrix} \dot{\lambda}_2 / \lambda_2 & (ln\lambda_2 / \lambda_3) \phi_L \\ (ln\lambda_2 / \lambda_3) \phi_L & \dot{\lambda}_3 / \lambda_3 \end{bmatrix} \]

\[ \dot{\phi}_L = \frac{2\lambda_2 \lambda_3}{\lambda_2^2 - \lambda_3^2} \epsilon_{23} \]

\[ \text{Stress Rates} \]

In order to obtain an objective stress rate, we define a tensor quantity \( \psi \) such that

\[ D = \tilde{R} \cdot \psi \cdot \tilde{R}^T \]  

(F.26)

where \( \psi = (\ln \lambda)^0 - \text{sym}(\tilde{p} \cdot \tilde{p}^T \cdot \tilde{\lambda}^{-1}) \)

Employing the equation of the rate of work done per unit current volume,
we have

\[ \dot{\mathbf{w}} = \mathbf{D} = \mathbf{w} \cdot (\mathbf{R} \cdot \mathbf{p} \cdot \mathbf{R}^T). \]  
(F.27)

In view of the second order tensor transform

\[ \mathbf{A} \cdot \mathbf{B} = (\mathbf{A}^T \cdot \mathbf{B}) : \mathbf{I} = (\mathbf{A} \cdot \mathbf{B}^T) : \mathbf{I} \]  
(F.28)

it can be shown that

\[ \dot{\mathbf{w}} = \begin{bmatrix} \mathbf{I}^T & (\mathbf{R} \cdot \mathbf{p} \cdot \mathbf{R}^T) \end{bmatrix} : \mathbf{I} \\
= \begin{bmatrix} \mathbf{I}^T \cdot \mathbf{R} \cdot \mathbf{p} \cdot \mathbf{R}^T \end{bmatrix} : \mathbf{I} \\
= \mathbf{R} : \begin{bmatrix} \mathbf{I}^T \cdot \mathbf{R} \cdot \mathbf{p} \end{bmatrix} \\
= \begin{bmatrix} (\mathbf{R}^T \cdot \mathbf{I} \cdot \mathbf{R}) \cdot \mathbf{p} \end{bmatrix} : \mathbf{I} \\
= \begin{bmatrix} (\mathbf{R}^T \cdot \mathbf{I}^T \cdot \mathbf{R}) \cdot \mathbf{p} \end{bmatrix} : \mathbf{I} \\
= \begin{bmatrix} (\mathbf{R} \cdot \mathbf{I} \cdot \mathbf{R}) \cdot \mathbf{p} \end{bmatrix} : \mathbf{I} \]  
(F.29)

The first term on the right side of equation (F.29) can be regarded as a pseudo stress tensor, say \( \mathbf{I}_R \), such that

\[ \dot{\mathbf{w}} = \mathbf{D} = \mathbf{I}_R \cdot \mathbf{p} \]

and

\[ \mathbf{I}_R = \mathbf{R}^T \cdot \mathbf{I} \cdot \mathbf{R} \]  
(F.30)

The time derivative of (F.30) gives

\[ \dot{\mathbf{I}}_R = \mathbf{R}^T \cdot \mathbf{I} \cdot \dot{\mathbf{R}} + \mathbf{R}^T \cdot \dot{\mathbf{I}} \cdot \mathbf{R} + \mathbf{R}^T \cdot \mathbf{I} \cdot \dot{\mathbf{R}} \\
= \mathbf{R}^T \cdot \begin{bmatrix} \dot{\mathbf{I}} + \mathbf{R} \cdot \dot{\mathbf{R}} \cdot \mathbf{I} + \mathbf{I} \cdot \dot{\mathbf{R}} \cdot \mathbf{R}^T \end{bmatrix} \cdot \mathbf{R} \\
= \mathbf{R}^T \cdot \begin{bmatrix} \dot{\mathbf{I}} + \mathbf{I} \cdot \mathbf{R} \cdot \mathbf{R}^T - \mathbf{R} \cdot \mathbf{R}^T \cdot \mathbf{I} \end{bmatrix} \cdot \mathbf{R} \]

The rate of rotation of the material \( \Omega = \mathbf{R} \cdot \dot{\mathbf{R}} \) is skew symmetric and therefore \( \Omega + \Omega^T = \mathbf{0} \). We can then define a co-rotational stress rate \( \mathbf{I}_c \), where

\[ \mathbf{I}_c = \dot{\mathbf{I}} + \mathbf{I} \cdot \Omega - \Omega \cdot \mathbf{I} \]  
(F.31)
Stress Rates in Simple Shear

From equation (4.106) the constitutive equation of a hypoelastic material has the form

$$\dot{\sigma} = \lambda \text{trace}(D)I + 2\mu D$$  \hspace{1cm} (F.32)

where the Lamé constants are defined as

$$\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \text{and} \quad \mu = \frac{E}{2(1+\nu)}$$

In the above expressions $E$ is Young's modulus and $\nu$ Poisson's ratio.

Upon expanding (F.32), the stress rate of an hypoelastic material becomes

$$\dot{\sigma} = \begin{bmatrix} \lambda + 2\mu D_{11} & 2\mu D_{12} \\ 2\mu D_{21} & \lambda + 2\mu D_{22} \end{bmatrix}$$  \hspace{1cm} (F.33)

Upon combining the above with the matrix of the deformation gradient tensor $D$ given in equation (4.104) yields

$$\dot{\sigma} = \begin{pmatrix} 0 & \mu \dot{s} \\ \mu \dot{s} & 0 \end{pmatrix}$$  \hspace{1cm} (F.34)

When the rate type equations described in Chapter 4 are expanded we obtain,

$$\dot{\sigma} = \dot{\sigma} + \sigma \cdot \Omega - \Omega \cdot \sigma$$

$$= \begin{pmatrix} \dot{\sigma}_{11} + \sigma_{12} \Omega_{12} - \sigma_{12} \Omega_{11} & \dot{\sigma}_{12} + \sigma_{11} \Omega_{12} - \sigma_{11} \Omega_{12} - \sigma_{12} \Omega_{11} \\ \dot{\sigma}_{21} + \sigma_{22} \Omega_{22} - \sigma_{22} \Omega_{21} & \dot{\sigma}_{22} + \sigma_{21} \Omega_{22} - \sigma_{21} \Omega_{22} \end{pmatrix}$$

In view of equations (4.93) and (4.94) it can be seen that $\Omega_{11} = \Omega_{22} = 0$ and $\Omega_{21} = -\Omega_{12}$. After combining with (F.33), the above expression reduces to
\[ \begin{align*}
\ddot{\sigma}_{11} &= \dot{\sigma}_{11} - 2\ddot{\sigma}_{12} = 0 \\
\ddot{\sigma}_{12} &= \dot{\sigma}_{12} + \Omega_{12} \sigma_{11} - \Omega_{12} \sigma_{22} = 2\mu \ddot{\sigma}_{12} \\
\ddot{\sigma}_{22} &= \dot{\sigma}_{22} + 2\Omega_{12} \sigma_{12} = 2\mu \ddot{\sigma}_{22} = 0
\end{align*} \] 

Upon applying (F.34) and (4.94), equation (F.35) becomes a set of simultaneous equations of the form

\[ \begin{align*}
\ddot{\sigma}_{11} - 2\ddot{\sigma}_{12} &= 0 \\
\ddot{\sigma}_{12} + 2\dot{\sigma}_{11} &= \mu s \\
\ddot{\sigma}_{22} + 2\dot{\sigma}_{12} &= 0
\end{align*} \] 

Differentiating (F.36a) twice with respect to time yields

\[ \dddot{\sigma}_{11} - 2\dddot{\sigma}_{12} - 2\ddot{\ddot{\sigma}}_{12} = 0. \]

When this expression is combined with the equations (F.36a) and (F.36b) the following ordinary differential equation is obtained

\[ \dddot{\sigma}_{11} - \frac{\theta}{\theta} \dot{\sigma}_{11} + 4\dot{\theta}^2 \sigma_{11} = 2\mu \dddot{\theta}. \] 

From equations (4.98) and (4.99), with \( \dddot{\theta} = 0 \), there results

\[ 2\mu \dddot{\theta} = 4\mu \dot{\theta}^2 \sec^2 \theta \]

and

\[ \frac{\theta}{\theta} = -2\tan \theta. \]

Hence (F.37) reduces to

\[ \frac{d^2 \alpha_{11}}{d\theta^2} + \frac{d\alpha_{11}}{d\theta} 2\tan \theta + 4\sigma_{11} = 4\mu \sec^2 \theta, \] 

which has to be solved numerically.

Finally combining the stress rate proposed in Chapter 4, i.e. equation (4.109) with (F.32) and repeating the procedures described above, an ordinary differential equation similar to that of (F.37) is
obtained, in particular

\[ \dot{\sigma}_{11} - \frac{\dot{\phi}}{\phi} \ddot{\sigma}_{11} + 4\dot{\phi}^2 \sigma_{11} = 2\mu \ddot{\phi} . \]  

(F.39)

After differentiating equation (4.96) and (4.97) with respect to time and rearranging terms, one obtains respectively

\[ \dot{S} = 4\cosec^2 2\phi_L \dot{\phi}_L \]  

(F.40)

and

\[ \dot{S} = -4\cosec^2 2\phi_E \dot{\phi}_E . \]  

(F.41)

The time derivative of (F.40) with \( S = 0 \) yields

\[ \dot{\phi}_L = 4\cot 2\phi_L \phi_L^2 \]  

(F.42)

or

\[ \frac{\dot{\phi}_L}{\phi_L} = 4\cot 2\phi_L \phi_L . \]  

(F.43)

Similarly from equation (F.41), it follows that

\[ \frac{\dot{\phi}_E}{\phi_E} = 4\cot 2\phi_E \phi_E . \]  

(F.44)

In view of equations (F.40) and (F.43), the equation (F.39) can be expressed in terms of the spin of the Lagrangian ellipse. Hence

\[ \frac{d^2 \sigma_{11}}{d\phi_L^2} - \frac{d\sigma_{11}}{d\phi_L} 4\cot 2\phi_L + 4\sigma_{11} = 8\mu \cosec^2 2\phi_L \]  

(F.45)

Similarly adopting the spin of the Eulerian strain ellipsoid (F.39) becomes
\[
\frac{d^2 \sigma_{11}}{d \phi_E^2} - \frac{d \sigma_{11}}{d \phi_E} 4 \cot 2 \phi_E + 4 \sigma_{11} = -8 \mu \sec^2 2 \phi_E 
\] (F.46)

Equations (F.45) and (F.46) have been solved numerically and the results are given in Chapter 4.
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