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-'w\as found to actount successfully for a wide variety of patterns of generalization

ABSTRACT
‘ﬁ ~

The field of concépt formation has been dominated until recently by

" the abstraction perspective, which holds that categur?és are mentally represented

'by abstract summaries of their members. 'Two variants of this view are the

'

prototype quels. which employ singular, central représen'gatinn via an abstracted
cept'r;al tendency, and strength rnode}.s, whidw represent categories through |
abstracted counts of the Fréduency of their members’ feature compaunds. In
conﬂ_;lc‘t with these notions are instance mc;dels, which reject summary -~

representation-in favour of separate encodings of individual experiences of

. category members, The three types of models make similar generalization

predictions in stimulus domains whose density is gréatest near the central

tendency, but make imp;:rtantly different predictions in other domains.

The assumptions D abstraction models regardmg the representatmn
DF vanablht‘y and cantmgency relationships oF stimulus features were Formalued.
and a variety of rnodels diFFermgA in the complexity of their assumptmns were

.’ces’ted,_empluy.ing perceptual idéntification. recognition and t':'ategorif’ation tashs,

' Models based on traditional assumptions of the prototype perspective could not

account for the varie{y of géneralization patterns obtained, while the a;ésumptiuns

of models which we;e successful in accounting for the data were argued to violate

[3

the cardin_é.l/pfotutype values of economical and summary representation,

. A new instance ;hodef. the "episode model", was proposed. This model

- ¥

in a variety .of domains of differing density, through parallel pmcessihg of

- . ' . ' . | . N

[



multiple prior encodingg. An important aspect of the model is its e_mpﬁeisis on the

~

degree of integration of prior encodings, which is held by the model to determine

the breadth of generalization of performance Sl__rpport,ed by prior episodes. This
' -

aspect of the model reflects its concern with the effects of processing differences

on performance. ‘ -
One dass of feature-frequency models was also found tu’be capable of

accounting for the patterns of results. However, the ingtance account was argued

to be preferable on grounds of economy and simplidty of représentation. a

sensitivity to processing context and differences in processing, and heuristic

utility in directing attention to impartant adaptive abilities-of the organism.

iv



1

ACKNOWLEDGEMENTS

]

" A thesis is rarely the exclusive product of one individual's
imagination, and this one is no exception. Many of the ideas in this paper are the
common property of the members of the Bropks and Jacdoby labs, having heen

extensively developed through lab discussions and parallel research programmes.

" However, 1 also wish to acknowledge the direct contributions of individuals to the *

s .

present work, I have particularly to thank Dr., Lee Brooks for his sUpport, his

' thoughtful guidance and most of all for his friendship.* He has been an unfailing

source of theoretical insights and methodological suggestions. I have profited
greatly from hig expérienced judgement and enthusiasm for research. Second, I wish
to thank Dr, Larry Jacoby, who has been intimately concerned with the present wark

from its beginning, and whose own research provided many of the tools and

intuitions exploited in this paper, I particularly owe to him the breadth of my

current perspective on the interrelatedness of memory, perception and concept
Formation.\ I also wish to thank my 1ab mates, including Dr. Gordon Héyma.n,' who
antic‘ipiated many of the conclusions of this thesis, and provided me with mych
diverse infurmati‘o.n; Paul Gabel, to whom I am in debt for the encoding task used in

this paper, and for many useful arguments; Dawn Witherspoon, who never yielded a

- point unnecessarily, and kept me on the straight and narrow} and Dr. John Vokey,

whose paralle] work spansored many stimulating discussions.

However, my greatest debt is to Gloria; who brought me balance. She

has given me comfort and suppart, entertainment and love., More than a wife, she

has been my friend.



TITLE PA

TABLE

Fioal

GE . - . - - . .

DESCRIFTIVE NOTE . .+ + &

AEBSTRACT

, * * L] L] * L] +

ACKNOWLEDGEHMENTS . . .+ .

TAELE OF
LIST OF

LIST OF

CHAFTER

1T
IIT

CHAFTER
I
1T

III

CONTENTS . . . .
TABLES C e
FIGURES . . . . .

-

1: Inmtroduction

Strueture and Representation of Natural

Cateqgories . .

i) The Structure of Natural Categories
The Representation of Natural

ii)
Categories . .

Notions of Abstract Structure
i) Traditiormal Abstraction Models
A Typology of Abstractior Models .

iid

General Methodoloagy!

-

*

*

OF CONTENTS

L3 (3 + * +

* . * * L]

L R

Dependent Measures . + + .+

23 The HMental Representation of Concepts

Ercoding Appropristerness and Perceptual

Identification

Simple and Compleu Indépendent Abstfaction

Models Yoo e

Strong Hybrid Models and Analog

Representation

[

L]

-~

L) * L] * * *

L] * L] * L] *

L] * + * L [

vi

.

*

L]

*
*

L

*

-

+

*

[

+

L)

.

*

+

*

The Domain,

*

*

[

*

.

T e

+*

Desigm

*

*

.

-

*

L]

*

+

*

*

*

*

*

*

*

[ 4

*

al;ld

-

*

+

15

15

bt 4
sl

43

61

61

77



IV

v

vl

I
1T
ITI

IV

V1

AFFENDIX
APFENDIX
AFFENDIX

AFFENDIX

The Metric- ISSUE . N . . . . . . . . . . . + 82
i)  Initizl Evidence om Performance
Gradierlts - . s . . . . . » . . . » . . . + N 82
i1 Recognition Data: Evidence orn the
Ereadth of Generalization . « + + + + + + +» « 8Bé&
a) Single—Resource Models .+ &+ +« + + + 86
o) Multiple—-Resource Models. + +» + « + 29
ii1i) Conceptual Perspectives on the Necessity
of Abstrsctiom Explanations .+ + + +» . 108
iv)y Empirical Perspectives gn the Necessiﬁ@ '
of Abstraction Explanatioms . + +« « + &+ 114
Dependent Abstraction Models « + « s ¢+ + & « o 124
Classification Studies .+ + ¢ o+ ¢ o » + o= » 129
CHQPTEF\' 33 Discussion Yoo e e e s e e e e e e 147
Summary of the Experimental Results + + + + & 147
Status of the Episode Model . + + + + + + «+ « 131
Evtension of the Model! " Word Perception . . 194
Challermges te the Sufficiericy of Instance
Models [ . s e« + + o 199
Heuristic Differernces Between the Abstraction
arnd Instance Perspectives ' v + « o« + ¢ o+ & 166
The Nature of Cormceptis e 4 s e s+ 4w e e . 170
1 [ ] + » * L] * + * L +* * * * + ) * » L] 4 * * * 173
2 [ ] L] * L ] * L . * * » L » » . . L) L] L - . * * 177
3 * L) * L ] * * L] L] L] * » L] * [ ] L] L] * L) » * , * 180
q * » * * L] * .C L] * +* i L] [ ] +* * * * + L ] * * L] ‘185
REFERENCE NOTES D T T e
195

E:IBL‘IDGRAFlHY L] * * * ’ ' * + * L] + * * * + . » * * * L) L]

vii



[y

Table

]

10

Al

. LIST OF TAELES AN

Following Paae

ExafMple of Structured 5Dnain D 3¢
R ‘e L . .
Ei:ample of Domain ftom which Test Items Were Drawr 44

'Eﬁample of Stimulus Sets Used in the Eﬁperinents 54

Exsmple of Calculation of Mearn Cue Uali&its N 56wk

Experiment 4 - Letter—-by—-Letter Data . ¢« « + + « 70
Experiment 5 - Letter—-by-Letter Data . . s v 00 79
Erperiment 6 - Letter-by-Letter Data A

Comparison of Objectiive and Subjecq}be Similarity
urder UBPiOUS Hetrics L O T S T T S S T 97

Facilitation Predicted from Single Resgpurces -
urider UariOUS ”etrics P . . LI + * . . + . . . 105
Facilitation Fredicted from Multiple Resources:

uvrder Various Metricse ¢ ¢ o v ¢ & 4 o & o s+ « &+ o« 104

Distances from Stored Exemplar Fatterns to Each

Transfer Pattern (takern from Posner and T
Keele, 1968) L T e e L A 177

viii



LIST OF FIGURES

b=

mesn letters—-in-pasition per five—-letter 1tem , .

= N
w

1
Figure- FollouinQ‘Paqe
1s Uricorrelated dimensionst 3) umiform - uniform)
b) uniform - gninodal; c) vniform ~ bimodal; .
‘d) blﬂodal bt bideBl N P ‘Q L I . » + s e * - - . ‘3
ip Correlated dimensions: e) uniform - vniform;
- ) wmiferm - unimodal} @) wniform - bimodal;
t) Hiﬂodal‘— bimbdal'. . v s ;>o . t‘) L T 3
s Stimulus space crested viz correlfted and
Mmulti-modal dimensions « v o+ s I Y T S T D Y S ) 4
3’ Illustration 9f swmmary representatiorn. Eest—-fitting
"discriminant (dotted lime) and index: of dispersion
(circles) have peen plotied in the stimulus space
ShDWﬁ irm Figo 2 L S S L S &
Example ot stimulus space in which prototype and
"instanmce predictions differ. Trainimg stimuli
are numbered (1 - 3) while novel probes are 7.
lettered (A ”VD) » Y * * * L] * - » . . * * * Y » '13
. ' - A
S 'Illnstratlon of categora structure. (Category- 1
from TablE 1.) P T Y T T T S e o+ o+ v s 44'
- -Relatinnships among stimulus types, Stimuli
‘tékEH fPOM'Table-Z. . v e . + e . 070 + 'Y . + N ) 46
6 SBMbOllC representat1on of relationshiers amona
. Stlnnlus tspes S T . -
aC Sch@natlc representatlon of relatlonshlps amona v
’ 'StlHHIHS tSPES o'o s v e w4 R T T T T S 44
73 Fl"at1on stlnu11 for, perceptual identification- .. S0
o 7b Stimulus presenped for aboup 30 milliseconds . . 50
7c Stindlus diéplas terminated by pattern mask ¢V . + S0
8a Ferceptual identification gain scores from
’ Experiment 1 (scarnmning)s Gain scores are in
&2

RN



8b

8c

Bd .

?a

13

14

kY

Ferceptual identificatiorn gain scores from:
Experiment 2 (Promnounclngl)s + + + + & + + &« &
Perceptual identification gain scores’ from
Experiment 3 (spellina) « o+ ¢« s+ o v 0 v v 0 &

Perceptual iderntification gain scores from N

Experiment 4 (copyina)l e e 8 e 4 s & s 2+ e

Perceptual identification aqain écores-fron
Experiment 4 (repeated from Fig. 8d). . + + + .

Perceptual identification <ain scores from
Experiment 5 (dispersed training items) . .+ +

Modal (anve) arnd departure (below) gain scores
from Experiment 4. Pats taken from Column IIT
of TBble 3 P T T T T T T O

Modal (above) and departure (below) Qain scores
from Esperiment 9. Data taken from Column ITI
of Table & [ Y o-c . [ N o‘o [ S + 0 v e
RV .
Ferceptual iMentification @ains scores from
Experiment 6 (31l items equally prototgpical) .

Modal (above) and departure_(béldw) gain-scores
from Experiment &, Data . taken from Columnm III
of Tahle 7 I I O L "o. I I )

Perceptual identification gain scores from

Experiment 7 (items decreasing in prototypicality)

Hypothetical underlging generalization gradients

of two items (01 and 02) L R L T L T T

Resultant transfer surface. Frobe (P) receives
much the greater part of its facilitation from

the. nearer item (Q1) v ¢ .o o+ v + o+ « v s+ o & »

X,

Urderluyirng gereralization gradients from Fia. 13s
i closer proximity « ¢ 1 s s s sk e e s e e v s

Resultant transfer surface. Frobe enjoys greater

facilitation althouah located Bt same distance
from item 01 as im Fig. 13b A

Items are at same distance ss 1~ Fiag. 13c but
have steeper gerneralization aradients + + + +

63

b6

%4

71

78

79

82

86

t,



s

-t

173

170

i7c
18a
18h

19a
190
1%¢

194

Mean frequercy of ju

Resultant transfer surface. Im this czse Lne
probe cemefits little from its prodimity
‘tO 3 f':ec&rlfj i'tem N ’ . N + . . ' . » . . » . . N 86

Mear frequerncies of recogrnitiom—confidence
Judgements from Experiment 84 + v v v v v e v s 87

Cumulative mean frequencies of recognition—
confidernce judgements from Experiment B + « « +» + B7

Mear tomposite recoanitiorn—confidence judgements
from Experiment 8, pairs differ significantlyg .
(P < W 01) e:’.cept I b L T T T T S T _-__"88

gements of high-confidence
"New", Non-signmnificantly differimg pairs . —

{p » ,01) are II=0 - Iz, Iz - IIb amd IIb - ITIT . 89

Mean frequency of judgements of high—confidence
"01d", Non-sigrnificantly differing pairs
(P ‘.::' 001) are Ia - IIb and IIC__ III » . * . » . 89

Comparison of perceptusl identification scores- -
from Experiment 6 (above).with recognition * .
scores from Experiment 8 (belowds + +7 4 v ¢« & + » .. 90
Comparison of perceptwal identification scores

from Experiment & (above) with recognition
scoresﬁfron Experiment B (belowl): + + s--v ¢ + » « 20

Plot of objective vs. subjective similsrity

fDI‘l‘:latoooooooooyoco»oooit 93

ﬁlot of abjective vs. subjective similarity

for r = /A T S S S e 97
- k N .

Flot of objective vs., subjective similarity

for r = 10 L e R 97

Plot of obJective'vs. sub jective similarity .
for r = .5 .. .o . . . . . . 0‘ . . . . s a ¢ . @7

Ferceptual idertification results for Experiment ¢

(distributed training items). « o . « « . o . . . 116

Mearn frequerncies af Ekcﬁgnition—confiidence L

- judaements from Experiment-10 « o v v 4 4 e v e 117

Cumulative mean freauencies of recoanition-—
confiderce judgements from Experimernt 10. . e 117

~

)

_ M1 “f
-9

i cah

e




22a - Mear composite récegrnition-cornfidernce judgements
. for EﬂPEPiNEﬁt 10 o v o v s v 0+ o+ e e e e e

3

?h Mean freaquéncy of Jjudgements of high— .
’ ".Corlfiderlg"e "New" v e e Q . P + . . [} [ T T

o~ -

22c - Mean freaquency of Jﬁdqenents of high-
CanidEnce ”Dld"o P S T S T SR S T S SR SR S S S

PAC Perceptual idermtification results for
Experiment 11 + o o o v v v v v e e L T R T

24 Comparison of perceptual idemtification results

of Emperiment 12 (zbove) with recogrition
re5u1t§ of Experiment 8 (below) + + + + + & «+

[

93 Accurgcey of classification for Experiment 13. .

8

Sb Confidence of classification for Experiment 13.
Z26a Acéuraca of ciasaification for Experiment 14. .
26b Confidence of classification for Experiment 14.
27a ‘nccuréés of classification for Experiment 15, .
Z?h Confidence of classification for Experiment 13;

28a Accuracy of classification for Experiment 146, .

"28b  Confidence of classification for Euperiment 16.

4

R ~

*

117

117

117

119

139
139
141

141



CHAPTER 1
Introduction

I - Structure and Representation of Natural Categories -

It is generally agreed that th‘ghallmark of "knowing a concébt“ is
the ability to deal with classes and members of classes, People are evidently able
not :Jnly to deal with events as individual, isolated accurrences, but also able to
group events, and to make judgements about membership of events in grnu'p-s.
Considerable controversy exists about the Knowledge structL‘sres which uﬁderlie this
ability. At one extreme, explanations emphasife the learning of da;és knowledge;
that is, in forming a concept people learn some information that is generally true
or typical of category members, and do nﬁt re__t,ain (or at least do not use) \
information abo‘i_rt the particular events exp;eriencéd. The other extreme emphasizes
knowledge about the individual events. Under this perspective th;e k.nowladge' ‘
structure representing the concept consists‘onlylnF the various events as they were
‘experienced; class-level information is thaought not to be abstracted during
concept learning, The purpose of this pa_\qu is to deny the necessity of the
class-levei ’explanatidn of concept r’épresentatian by demonstrating the suffidency
of event-level explanation. The intention is not to deny that people ever en_éage
in learning summary information, but rather to indicate that the automatic
assumption of thi/s level of explanation is unwarranted, and that ;nnsideration of
the event level of expianaticm has important heuristic adv';ntage;s.

/
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Much of the recent work employing the r.lass—knmé;ledge explanation has
been motivated by the common observation that people think that the members of many -
natural concepts differ in how well they fit their categary. For example, people ¢
generally regard robins as better examples of the clas;; of bi-rcls than are ducks and
geese, while hawks are of intermegizite goodness as examplés; Simila;'ly deer are
rated as better examples of the class of mammals than.bears. and bears better than
pigs {Rips, Shoben and Smith, 1973), -'In general, people respond in a graded
fashion to members of categories. This phenomenon is extremely rel@able. and has '
been encountered in a wide variety of cateqories (Rosch, 1973), .

Rosch and her colleagpes (ROE'CT'I 1973, 1975, 1977 Rosch, Simpson’ and
Miller, 1976} Mervis, Catlin and Rosch, 1"5;76) utilized this observation in
promaoting a perspect‘ive that had previously had little imﬁact on the concept
.‘Fo'rmatipni‘literature. They.boinﬁ;ed out that the world does not ;;resent to the -
concept learn.F‘-.r a uniformp-‘unstmc'tured set of gtimljrli which can only be divided
arbitrarily, The object.s;wt.\ich a llearner encdunters can generally be thought of as.
possessing- ;. duster structure, ccms1st1ng of the dustering of the objects into
‘ non—arb:tranly separate groups. This Structure afforded by the warld is ahstrac’c.
itisnot a property observable in any event, but arises in an overview of
. successive events, Such abstract strutture u;nuld be a majar reso\.;rce for concept
\ 1garners sensitive to it, since if the worlﬁ already 'tr:)ntains‘ natural groupings, ' -,
'-the-n ..the mast efficient way for the lear-—ner tc; divide the world may be along the
naturally-occ‘un"ing divisions. In support for the notion that people actually
employ this resource in concept Formati‘kor), _R;osc'h‘ noted that natural concepts, like

7 “bird" and "chalr + parallel natural gmuﬁings of obiects in the world, She

Speculated that. in general, categories arise td reflect the infarmation made \



f.wailabla by groupings implidt in the stimulus set (Rosch, 1977} Her argument
appears to be that natural category formation capitalizes on the clustering of
encountered objects to evolve maximally discriminable categories, by grouping

' similar ohjects together and pladng dissimilar objects in separate categories.

1) The Structure of Natural Categories

Rosch’s wark contains the suggestion that cﬁr;élétit:;h of attributes
or dimensions is the pviﬁdple responsible for the multiple-cluster structure
underlying naturai groupings. The present author contends that while correlation
of a.ttﬁbutes an;i dimensions is an impartant aspect of strucﬁ.:re. as dismé;sed
belaw, it is no;c the prindple responsible’for the structural separation of items
Iinto ncn—a§bitrarily—defined groups. Instead, this separation is effected by the

relative frequency of values an each dimension of the stimuli, or more

specificélly, the number of modes on the separate dimensions of the stimulus SPACE.,
Flg. { illustrates eight stimulus domains whose constituent dimensions are un1form,
“Uni-modal or b1-m0da1. and either uncurrelated (Fig. 1a - d} or correlated (Fig. 1e

= hh Inspectinn of the plots demonstrates that multiple clusters of stimuli ocour

if and only if at least one of the dimensions of the domain is bi-modal,

irrespe‘ctive of whether the dimensions are correlated or not. (It is evident in

this figure that "cluster” refers to a local, relatively densely populated areagof

'the space;, bounded. and sepa@ed from.other clusters by regions of relatively low
concentration.) This disagreement is discussed more fully in Appendix I, The

present discussion of structure employs Rosth’s insight into the non-arbitrariness

of natural concepts, but explains the structural basis of this phenomenon in terms

—
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of the disfributioﬁ of mades of individual‘st"imulus dimensions., It also emplnyé
examples from natural domains whose features ﬁay be Best considered to vary
gualitatively rather fhan quantitatively, As explained in Appendix 1, a ;iFferent
logic applies to similarity spaces defined from qualitatively-differing features,
which has impact on the conceptualization of similarity in the experiments to
Follt;w. Examples employing features-differing both quantitatively and
qualitatively are given.in, this discussion. ’ X | . -
Fig. th (repeated as Fig, 2 for tl;e’ convenience of the reader) can be
used to illustrate several important points ébout cluster stmcture. Far purpéses
of eiarnple. the axes of this stimulus space are given as the width and height of a
stimulus object. The correlation of the dimensions of this space means that if the
value taken by a stimulus on one dimension is knawn, tHe value it takes on the
other is to some extent predictable. A necessary consequentce is thét the stimuli
are not uniformly distributed tﬁroughout the stimulus space} same objects (e.g.
5hort-—§l»dnny) will occur with higher prabability than others (e.g. tall-skinny).
In fact, the correlation constrains items near the major diagonal of the similarity
s;:;a::e to be most prnt;_a—h;e. Th.is ng}l—uhiformity, attributable to the correlation of
dimensions or features, is a first step toward abstract structure. Thus although
correlation of the dimensiqns does not contribute to multiplicty of clustéfs. it
does aFFect'the structure of the space, and is probably usual in real-world |
domaing. It is illustrated in natt‘.:r'al domains by the highly cnntingént relation
- across animals between feathers and wings, and between scaieé; and fins. The °
resultant non—uniformity C-JF the s‘timulus‘ domain is exemplified by the .non—.existence
of .pofeptial feature combinations s;uch as furry fish and Flyingl gigs. %

_The bimodal distributian of values on eact. “>ension of Fig, 2

Lo
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‘uF the mammal categorys - -

1
)

constrains high and low dimensional values to be more probable than intermediate

-

values.’ The result is a relative lack of items in the'- centre of the space,,
. L - .
dividing the items into two clusters, This relative di_scnntinuity‘between clusters
yields a non—arbitrar}( cut-point for the inclusian of an iter"niir;"_'ohe category a.s
opposed to the other, It has the effect of maxir_llizin"g similarity wtthin and
disstmilan’ty between' the categories it forms. and is in-this sense the best
possible cut~paint. One may think of the discuntinuity' as dt.re to the lack of ’

intermediates between legs and wings, or between fur and scales,

Another aspect of structure arises because the items in é_ cluster-are

-not all identical ti.e, there is within-cluster variability). The result is that

items within a 51ngle categury differ with respect to thelr l:entrahty in the

i

r_luster, and hence with respect to the1r typn:ahty for the cluster. In Fiqg. 2. 1t

may be seen that 5ume_members of the short-skinny c:ategory are close tn the centre

of’ thexr categury, while others are marginal,’ In eFFect, the members nF the .

duster d1FFer in goodness of membersh:p in the Category. Ttus graded. membersrup

--ig exemphhed by cont‘rastmg a bat {(furred, tonthed but wmged) with a dog

(Furred tnuthed Fuur-legged)’ the bat shares, less Features wlth the members of

the marnmal categnry in general than does the dog. ‘and hence is not as gnod a member

' e
L
ot

Rusch made an undoubted cnntnbuhon ta the study of concept

I Formatmn by pmntmg nut that unportant domains of the world present the learner

¢

w1th_du-ster‘ed eventse She Further documented a general mr?eepondeﬁce between_the
structure of category membership and the structure of respcﬁses to category

members’, derrfdnetrating that response gradients frequently parallel the graded

.. membership of events in clusters, and that natural ccincepte appear to discriminate\



.

events into categories 'alcmg natural discontinuities. This carrespondence is .
important and undisputed. HDwE\:er, Rasch {(e.g. 1977)‘ concluded from this
carrespondence that peopié are sensitive tg the structure of the world, and use it .
as a resource in creating categoriegt that m learning categorieé. people actually
abstract the internal stmcfure of the Ipresented cdusters. Itis thisconclusion J
that is at issue in this paper. The follnwmg sectmn presents the cnn{-'hctmg
praototype and mstance perspectwes on-the memorial representa.tmns underlying the
currespopdence noted by Rosch.

ii) The Representation of Natural Structure ..

‘ ‘ 1
In order to-clarify the t:nntras’cing claims of prototype and instance

perspectives, the stlmulus domam illustrated in Fig. 2 will be examined in greater

detaﬂ. This space can be described in at least two waysi in detail and in

- summary. A detailed description would 'mvolve gspecification of the co-ordinates of

—

each stimulus object. In_cuntrast. the space could be described with little loss
of informatian through only two summary parameters, the central tendencies and
variances of the clusters., The economy and accuracy of such a éﬁmﬁ\ary description

‘increases rapidly with the degree of correlation between dimensions, and as the

¢

vadability around each mode decreases. Fig. 3 illustrates such a summarization.
A d15cnrn1na.nt has been dropped through the reglon of lowest concentration to -
maximize the degree OF cdustering within twa areas of, the space (i.ev Drthogcnally

to tlje best-fitting regression line)s The central tendency of each cluster has

~ been calculated, and is located at the centre of the cnncentric'ci'rcles. Further,

some index of dis;,::ers:iun of stimuli around the central tendency has Heen _camguted,‘
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. and is represented in Fig, 3 through the set of drcles radiating dut from each

.o

i v a -

central tendency. All points on a drcle deviate equally from the central

tendency. 'The set of drcles thus represents a set nF_i:ontour_s forming a gradient .,

cf dispersion. Each pgint in the space can now be described in terms of its

1

- deviation Frum a cenfral tendency. (The’ amount uF dev1atmn can alternately be

termed the dlstance or dissimilarity oF a 5t1mu1u5 from the central tendancy,

N - P

‘,these terms are used interchangeably teluw).

. A learning device capable of categorizing new. stimyli in this |

[

height-width damain could proceed in a'\.nariety‘ui7 ways. It may employ rules or -

'similarity as the basis of classificationt that iss it may either deduce an o

algonthm from 1’c5 expenence with category members, and apply th15 algorithm to
novel shmuh. ar alternahvely may use an analogy mechanism, The algorithmic ”
- alternative will not be dealt with in this paper} it has been extensively B

_ cntn:ued elsewhere (e.g. Hosch, 1973, 1975; Brooks, 1978; Vaokey and Bmoks.

HeFerence Note &} Bmek.s, Reference Note 1). "Both protatype and mstance theones

H - ,

" assume that the act of categonzatmn is based on a 51mllar1ty comparison oF the -
H

target st1mu1us WIth matenal in memory Dther than a d1agnnehc rule. ‘7

Assuming an analc:gy mechamsm, the 1earn1ng devxce could dass1fy

targets using ch:rmatmn about all or about Dnly some of the category membere to

[t

which it has been exposed. Secnndly, the device may possess only a smgle standard
for classﬁymg all targets 1n a category, or multiple standards o select from Fur

part:.cular targets. Thirdly, the 1nFormat10n it uses may be-an. ah1stnr1r:al sumrnary
D'F events experienced, or consist of uneummarued representatmns oF events whu:h

have actually ocourred. (Thrs distinction parallels Tulvmg s (197”) seman’uc -

episodic distinction.) A wrinkle in tl‘us latter distinctian is that depen;lxng:- on’

; [
\ -
. -

b

i



processing assumptions, a summary may be either an average of presented events, in
which case it need not be identical to any event which has actually been
experienced, or may be a most typical event which the system has actually
exberienced (Neumann, 1974, 1979), In the former case, the representation of the
' concept is generated".'in the latter case it is merely identified. For introductory
o

purposes, prototype and instance perspectives will be ennt:rasted on all three of

these distinctions.
Simple versions of‘pretetype' theclry (e.g. Resch. 1977 posit that

Al

people are. sensitive to the structure of the world, and thus able to dlsmver the

-

dusters m presented stimuli, Ea.ch cluster d15mvered is mernonally represented
' via a single summary, abstracted out of the mass of experiences, utiliring ¥
i'r-'nvce?m;;cion about all category members experienced.. In terms of Fig. 3, this
simple prototype view would claim that the short—skmny category is represented via
a memonal standard, identified with the stxmulus whn:h oc::upxes the central
tepdehcy,_w_hether or not that stimulus has:. been experienced by the subject. The
central tendency of the characteristics of all stimuli 1n a cluster represents the .
typicality structure of the cluster with great economy and little loss of
information, as noted above. Prototype theory asserts that people take advantage
of this Fact in employing central tendendes as inforrﬁaﬁunally eeonnmical
representations of the graded membership stmcturee of the world.
Rusch suggested that abstrection of 'the-mnﬁei'tendency ma)? ogcour in
.' ‘: one of two ways. Where partlcular events are of h1gh Qercegtual sallence (TP
wa.velengths of llght for whn:h the vxsual system is most‘ een51t1ve) they become

Focal pcmts arcund which ather events are orgamzed. Alternatwely, where events

N do not differ i perceptual sahence, the mest ’cyg “event in a E].US'(EI" emerges
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as the faocal pmnt of urganuatmn through an averaging pmcedure. {This latter

-

.+ Gase suggests evolution of the oncept over time, which the Furmer does not,) In

o W

- mither case the memaorial representation of the concept is a prototype! that is,

the most entral (salient or typical) member of the categary. In terms of the
distinctions cutlined above. this pmtntype represents information generally true
of all expenences of category members (heing cnmputed as the average of them all},

is a smgular, summary form of representmg th15 mFormatmn, and is generated if

- not presented. ' ‘ ¥

Asa cngmtwe structure representmg the cng:ept the pm’cotype

notion accounts for the cnrrespondence between the structure of the world and the

structure of categarical judgements in a very direct way. When required to .

classify an event, one compares it.‘;u prototypes in memeory, and assigns it to the

‘p-ateggry of the neai'est prototype. The 'bart'icular experiences a person receives -

' hayé no direct impact on the classifi¢ation procedure beyand. defining the central

-

" tendency. Classification using such a heuristic has a number of virtues: Tt works

-

for novel items as well as it does for items actually experienced; it is likel_'y to

be ﬁighly accurate, since in clustered spaces items which are similar are likely to

. be in the same it::ery; and it requires enly a simple and informatianaily

" economical representation of the concept iri"memory. Moreaover, it explai'ns the

observed gradatiah of responses to cetegories, in that speed, accuracy and

-,

confidence of the fudgement can be expected to covary with the similarity of a

prabe to the nearest prototype. This explains why people exhibit graded responses

 like "robins are better examples of birds than are penguins"! robins are, in their ™

: : i -
experience, more typical of birds in general than are penguins, and hence more

similar to their protatypical conception of a bird, /_)

’”



The observation of a parallel het@een response gradients and

- gradients of membership in presented stimulus clusters has been a basic motivating

phenomenon of the prototype tradition. The classic evidence on which the protnty—pe
perspective rests consists uF'variations on this theme. .For example, where the =

-

most typical event is known to the experimenter (as. in artificial domains),
response gradients have been shown to peak at the most t‘ypical ev'rent. Moreover,
even when the instance that forms the category centre has not been presented, no
instance.is rated faster than the centrel inetance (Posner and Keele, 19683} I-:ranks
and Br&iniFord, 1971; Roschy 1977) . These findings led Rosch‘to conclude ‘Fhat the
internal structure of categories {i.e. the graded membership structure) is known
to subjects and affects their categorical ju‘dgements: Furt;he;'. that thi:-s knqwledge
is representeg mentally via the prototype of the category; and tﬁag if this
.pratotype is not presented, {t wili be. generated by subjects. The general line of
eviderice for tt.mse conclusions is the cnrrelaéic:n of response measures with
distance of a probe. from the prototype. However, while this evidence is certainly
consis'ltent with the notion of prototypes, it is indirect, consisting of .an observed
'

correspondence between the structure of the world and the structure of people’s

categorical ]udgements. not their coqnltwe structures.

1

‘Brooks (1978) denied the necessity aof concluding from such evidence
that _prututypes'. are abstracted and form the memorial representatic:n of the concept. -
He pointed ou’t that instance models (e.q, Brooks, 1978, Medin and Schaffer, 1978}

can also pred1ct graded feactmns to members oF a categury, based on the same.

- clustered structure of experience. A common instance approach suggests that a

‘concept is represented mentally via encodings of those instances of the category
¢ .

- the person has experienced, but that the memor. ' ztandard applied to a given

)

~—i
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target consists of information about less ‘than all category members, This

information consists of partiaular instances of the category, all of ‘which have

actually-been experienced. The spedfic experiences a person receives are thus
A . B

directly involved in the tlassification procedure, In a simple instande maodel,

classification might invol\;q comparing a stimulus to the most similar encoded

instance! the greater 3the similarity, the greater the likelihood of classifying

[y

the stimulus, in the same category, and the érea{cer the speed, accuracy and

L 4

confidence of the classification, By this view, robins are reacted to more readily

-

. . L . .
than penguins because robing are more frequent in the person’s experience} hence
X , .

" the set of eﬁcodings accessed to perform the judgement far rabins is likely to

contain more or claser analagies than the set accessed for penguins. .

Under the éssumptinns of this simpleinstance notion, the learner *
.“simply encodes and stores his experiences of each instance presented, and does not™

generate ap‘y'_fcypicélity/ information, In terms of Fig. 3, subjects may have been

-

exposed to and consequently encodred stimuli of varying-typicality. When asked to .

classify a stimulus, the learner might compare the current encbding with.the most

. similar priorly encoded instanre, The resultant a'écuracy and speed of
- ! \

dassification would vary with the degree‘of analng),‘r between mrrént and

. resurrected encodings. . Such a system would account for the relevant data for”
p're;:isely the sarl'w_l reason as the prototype notion! the stimulus space is

clustered. In such spaces, the '}najorit_y of pridr encodings 1s likely to lie near

the cent;al tendency (i.e. near the innermost ring in Fig. 3)s As can be seen in

' -
4 ]

the Figu're, instances not close to the central tendency are likely to be both rarer

and farther apart. Thus a target instance which is itself close to the central

tendency is also close to many prior '.encndings. The high similarity of the target
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to its nearestlneighbcur will result in highly confident classification, and also

in high acouracy; since in dustered domains highly similar items are usually in

~

the same category. Conversely, a target far from the centre is unlikely to be
close to any prior encoding, The low similarity of the target to its.nearest

neighbour leads to low accuracy and confidence. Thus the learner doesn/t

~

necessarily directly code the graded structure of the events he experiences.

However, this structure biases the availability of stored instances, so that he has

more coded near the central tendency: As a result, his responses are graded. Thus

v -

the instance perspective predicts exactly the same outcome as prototype theory,

L

namely a high correlation between response measures and distance of target from the

central tendency, but the assumed underlying mechanism is utterly different. . o

‘-

Summarizing the two perspectives, prototype theorists base their

claim of an abstracted pr‘utc‘:'type on the_’ correlation of responsé measures with -

distance of a target from the ce-ﬂ:egary centre. Instance 'theorist;s claim this

currelation arises arlly hecause of the correlation between respanse measure-_;. w‘i‘th .
distance of a ta\;get from instances a&uﬂly experienced, the average of which is

the prototype, The perspectives essentially disagree on whethes: it"is the subject - .
ar, th;e éxperirn;anter who computes the prototype: qw hether the general organization
o% respénses is a property c_u? the subje:ct, due ta h,i"-"; abstra&ing’the structure oF‘ ‘
the category, or in:;,tead a pmpe_rty ;aF the experimenter, :aaho knew the structure of
" the category and}yecognized it in thé response gi'adient':;. Thus the issue to be
exami;\ed ‘in‘this-‘paper is whethe;' the _intema.l s:'tructuré of the category is L ‘ A -
actually abstracted by subjects, is represented directly via' a singular, central,

-

summary prototype and is evidenced in behaviour as a result of this prototype :

guiding dedsions; or has.not been abstracted, is rep?esentéd via multiﬁlé,’loca],
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particular experiences of instances, and is evidenced only as an emergent
phenomenon.

The evidence thus far described relies upon comparing response

Qe - .
measures to probes differing in typicality, As has been argued above, this

manipulation is insensitive to tﬁe diFFer\ences between the*compet‘ing thearies, In

‘ the expérifneﬁtg to i:e described below ,lth.e_vbaé;i‘r_' tactic employed‘ to test these
\a"lternati.ves was ta tontrast response measures to targets differing nclt- only in
typicality, but also in distance to priorly—éncaded instances. Fig. 4 exernpl'ifies
this tactic, using the disper;ion-ring graphic cnn_\;entinn adopted in Fig. 3. The

various rings represent lncation’s of potent.i'al members of t'he categary. The .
nu;rrerals on the éemnd ring indi'cate stimuli which have been exposed to the subject
in training. In this Ve;'y simple domain these are the only past experiences of the
concept the subject has on which—tu crea%e a basis of dassiFyiﬁg novel items.

These training stimuli are all two similarity uni:ts fram the ‘cen;‘ral tendency
{symbalized P for prototype). Thig ;:Entral stimulus h.a'_s not been epréed. nor have
the probes (A ~ D) I;‘robe A'is Jocated one deviation unit from both the pratotype
and stir:nulus 1} probes .B and C are bath tv}o u‘nits-’ from the prototype, but are
respectively one and two.units fram stimglus. 1} prubg D differs from the prototy.pe
by three units, and from stimulus 1 by one unit} and stimulus 1, used as a probe,
;ié. two units from the prutotyge, but zero units from itself,

‘ : Prototype and instance theories can ,r'mw be seen to make contradictory
predit;tidns. The simple version of prototype theory duggests that the<entral
tendency will be abstracted ou? as a pro}:uty;:)e dur@ﬁg' exposure to the trainihg

l5".’c1'.rrn.ﬁi, and will represent the cancept. Thus it must predict that stimuli most

resembling the prototype will be veacted to b'e5t. This enables us to predict an

G



. Example of stimulus space in
prototype and instance predictiaons
Training stimuli are numbered
while novel probes are lettered

-
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t:lrci|=_=1r-ing.cnc responées -’tn probes! the prototype will be responded to best, then 4,
then 1, B and C in a dead tié (since they are equally typical), fgllowed by D (the |
least typicalls In contrast, a simple version of instance theory claims that

duﬁng learning trials, the sti.mu}..i 1, 2 and 3 would be encoded comparétively
literally (as experienced, not in-summary), and that ciassifica.tion would involve a
mmpérisnn of a probe unly_Qith-the mc_:st.similér of these encoded stimuli, in the
present case, all probes would be compared with the 'rnemcn‘r'}al tl"ace of stimulus 1.

The predicted ordefing of r\éspcmses to probes is naw stimulus 1 reacted to best

(since it is (:ompéred to an almast exact copy of itself), Follnwed'by AyBand Din

" a dead i‘ie (siﬁce all ar.e equally similar.to 1), followed by C and the prototype -

a pattern very different Frcrﬁ that predicted by the pratatype view. These sets of

" predictions are clearly necessitated by the three prncéssing assumpfimns of each

perspective discussed above, Finding one of these patter'ns of response would place
the opposing theory in difficulty,
It may appear 's'urprising that the two theories can so easily be made

to disagree, a.Fter_ the.long prologue above arguing that in general they predict the

-same transfer patterns. The difference lies in a confounding factor, density,

Ordinarily, in clustered Sspaces, t\he prototype is likely tg have mare and closer )

neighbours ’&ian any,_qtﬁer prube (see Fig, £ that 15, tﬁelépac‘e is densest in;the
centre, and has ieast density t.::n thé peritﬁeter& A rross—section of such a space
yields a 'mughly narmal distribution.ofdensity. It is only with densityi
distributions like this that pea_k at the centre that the two theories make
generally similar predictions. Sl;rct] distributions may be quite common (a plot of

frequency by similarity of types of birds pmt;a_bly has a cross-sdction something

like this), and density itself may be thought to be an important impetus to



abstraction (in .ti'ae sense that storing ali instances of a populous dnmain_may he é

heavy cognitive loadh ,Eut thé distribution of density nF,thé domain is not a part

of the assumptions of either theory: a normal distribution of«density 'i;.

urinecessary 4’0\' good cluster structure. The :tdpic of diétriputiun oF-den'sity will ,

be discussed more fully later in this paper.

7JI  Notions of Abstract Structure

i}  Traditional Abstraction Models

- The foregaing section intra‘du_ced a simple version of protatype theory.
The intention was tl;l capture the motivating concerns oF'ahstraction accﬁunt5 of
concept formation rather than any of the particular Fprmuiétions of the theo_ry,
which are various. This 5ggtion attempts tu‘po‘rtra_y the raﬁge of nofians_subs{umed
under the rubric of abstract categorical representation. The following section
prasents a typology of the major alternative abstraction assﬁmpti_ons, attéfnpting to
organize the diversity of notians presented in thi's section. o : | ‘
Although the notion of abstract represeptation of concepts goes b;ack at
least to i;!latq’s pure For_mg;'. ‘the modern abéfr;actfnn traditidn‘ can be considered to.
begin‘ with Bartlett (1932‘I), who ‘in::rc‘:duced the idea of “abstract schéma" aé an
Aim\'portant property uf the cogniti:\/e system. He was concerned with observations

which suggeéted that people da not rernen;ber precise details of their experience,

but rather form a summary.rebresentation of the gist of their experiences. He

emphasized the imﬁortance in recall of the production of details consistent with

the summary':sche_ma,' as opposed to retrieval of stored detail. This theme of
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summary representation is fundamental to the most po;ﬁular class of n\otions of

abstract representation of cnnce;;ts, the distance models,

More recently, "a second class Q“F models of abstract representation, the. -
strength mcdt;.'ls, has arisen in upppéition .tD the di;atani:\; models, Bufh classes of
models have been styled "prototype” theories {e,gy Neumann, 19743 Rosch and
Mervis, 1‘;75' Rosch, 1§77. 1978) desfaite the fact thét they have 1ittle in" comman
save for some idea of ahstrar:tmn. This usage is more cnnfusmg tha.n helpful, ‘

.. )

since it leads one tn expect non—exlstent cumcnallnes in the theories. In )
accordance with popula.r Lxsage, and because the name is apt, thls paper w_:l_l adopt-
the convention of referrmg to absi:ractmmst dxstal';ce nntmns as ! pmtatype
models, whlle models appealmg to abstracted strength w111 be ca.lled
."Feature4requency" moedels: As will be seen later, both dasses‘gre in cor_xﬂil:.t,_‘
’w_ith instau:lce mndelé. ‘ - “ |

Pasner and Keele (1;?68) z:Dnde_:t'ed. a seminal study in_th_é p;r.bt'ot'y.pé ) _
tradition. They were concerned with the-notion that inf—ic}rl:nayion énrn_rpcih 'tll.:)"ag set of

‘events is abstracted and stored. They ;were open t-o the‘pc;ssibili-tiéé,t'ﬁat o_nly

‘this abstracted schema was stored, or that both the prototype'aﬁd th-e events were
stored and affected recagniﬁbri of new items. In tr.ansfer' tesfs,"th’ey c:bsé.rv.éd-
that while the t‘raining items n:.lere well recognized, the schema pa."clte_rn its;alF was-

+

as well recognized (though'it had never been -prE'sented' in "t.ra'u:lin'g). and better .

recognized than other novel items. They cautiously cont:luded from these'd‘ata that
the prototype’ pattern is unique, having a spedal status amang novel items. They
did not conclude that the abstracted prototype aFFects the recogmtmn or

classification of new items;} in fact, they drew na cpndusinn régarding the

relative roles of the prototype and coded instances in the cognitive structure
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réspor;sihle far classifying novel instances., Their sale claim was that stimulus
' generalization from training instances is insuffident to account for the observed

- T
.

" degree of recognition of the prototype pattern. However, in a later paper (Posner
and‘Il{eele;_ 1970) they'ebser\ied loss of re:ugﬁitiun over a period of a week for
training items, but not for the prototype pa’ctern or other novel items. They

ccmcluded that the schema must bhe abstrat:l‘ed during trainiﬁq, and constitutes a.

_ _rna]car (and a.Fter a ehert duratmn the enlyl compenent of the cognitive structure
o _' representmg the category.

l The schema considered by Poener aut:_l:Keel'e conforms in many ways to the ;
de_scripticn given in the Feregdieg.eectidn‘ of the "simple form" of prototypea. In' '
sud? madels, the protety'pe of a categ-ur'y. ts its eentral tendenc_j,"., .Eac_:t.} mernt)er of
the category 'has assuciated with it some dietan'u:e from the central tentie‘n(:y.' The
‘ dedeien r.u-Ie for such models is "place an item in that category ;uhuse pretatyee is .
- least distaiat from the item", - In the Pesﬁer and Keele variant, the pro‘tetype 15
‘centrall in.theserls‘e of t:einé a brimeiform {in their case an arbitrarily, chosen dot
Apattern) from which the members DF the categury are derwed as Stans‘hcal
,dxstnrtmns. Such a prototype is unhl-cely ta be the average oF 1t5 d1stortmns

unless spemally_ cunstra.lned. which the prntotypes used by Posner and Keele were

nat: a‘surprising outmme of this lalr.k_oFA 'cun'straiht is Qieu.issed heiew, in

Secticm V iii of the next 'chapter..- "' |
In ‘r_nos.t protptype.medeis eeve_leped since Posner and Keele’s pioneering

work, the prutetype is h'eld te meeist of the a\'rerage values (mean ar mude) of

»

. those category members whlch have actua]ly been presented (e.g. Reedp 1972} Homa,

Cross, CorneIl Goldman and Shwartz, 1973 Rosch, 1°77' Hnma. Sterhng and -

Trepel, 1981). This was an assumphen' of t. "e_tmple prototype” version outlined



in the first section. It contrasts with Posner and Keele's conception in that the

prototype is clearly thought to be a function of what has beén experienced bf( the

learner, rather than being a prime Form preceding experience, Such average-value

prototypes are dearly non—arbitrary in Rosch's (_15"73, 1977) sense, since they can
be computed at any stage of the subject’s _expe‘ﬁence as those compounds of values

r

. which have ntinimﬂm.distance ta all presented instances., By contrast, pure-form -

- ~

pratotypes are arbitrary at least te some degree: while the instances are derived -
‘from them, they are not derivable from the set of instances, which makes it
difficult to understand how the learner is suppased to synthesize them. The - ° -

pre.sent author suggests that the success of preparations emplaying pure—form

prototypes has depended on the random creation of distortions of the prime pattern -
resulting in the prime pattern being not very far distant in general from the
dverage cembinatinn of values. The two notions can of course be :nrnbined The

presented dxstnrtmns of-a pure cmgmal form can be censtramed to a\ferage to the ‘

'Brlgmal Form. as in.Franks-and Brananrd s (1971) preparatmn. =

~

Posner and Keele concluded that subjects learn the central tendency and

varlabﬂlty of the patterns. Huwever, they were dehberately vague abeut both the

farm and content of the stored information underlymg this knowledge. In

particular, they did not distinéuish betweentwd\poseible types of variability _ |
. information, whether the encoded variabilitjy-mfnrmatien consists simply o{;
knowledge about particlear instances, perhaps inforrrinatinn ebr‘:lut 'how spedfic
instances’depart from the ce?\t?al tendency, or whether it additionally censiets of
category-level knowledge, in-Fermatinn about the typical va‘riabzlity pF instances in
é;enera_.l. This d.istiﬁction is not trivial, since it reflectspredisely the issue of

whether the formation of concepts typically proceeds by the abstra{:tinn‘. of



J class-level infarmation or by encoding instance-level information.’ :
' Before discussing this iseue. it is necessary to clear up ba )

’ term1nuLog1ca1 pmblem. In _many oF the papers referenced above, it-is Frequently :

unclear when "the pmtotype" is mentmned whether the authcr 1ntends tu reFer to

the most central stzmulus, whxch cuuld te imagined for a domaun, or. the substrate oF

I'mFormatmn in the sub;ect's cngmtwe system whxch 1s 1mag1ned o be respnnsmle

- .

" far his perFurmance in cuncept tas—:ks. that 15. whether "the pmtntype re{-'ers to a '

i

stirnulus or a construct. 'I'he cmnventmn will be adupted in this paper of reFerrmg-

to the central 5t1mulus as the "prntutype pattern“, and to the construct thought to

'underhe performance as the pmtotype ’ _'I’his dis’hnctmn is rarely dearly made -

\

in papers an protntype theory. wh1ch in general mntam ﬂl—speqhed P

'represent_a‘l:mn assumptions. As will be seen shortly, it is Frequently claimed.that.
the Jprotétype: ccﬁsisfce of g:éntral tef\dencﬂf and variability knowledge about ‘the
 domain, without spedification of what information-is stored that }epreseﬁte this .

-

knowlledge._ R

.

Amaong the few yariehts of the prototype class which do specify the tyee

" of inFefmation'stnred in 'Forming a cuncep{' are the protetype-ﬁlus-transFermétion

' \(BransFord and Frank,sp 1°71' Franks and- Brananrd, 1‘371) and cancept- -

-
I

. plus-cnrrer:tmn (REltma,n and Buwer, 1°73) medels. In the 5tud1es supporting these R

mndels, as"in the Pasner and Kéele studies, mstances were created as’ dlstnrhons

1

from a prime farm, variously a compound linguistic proposition, geometric farm ar
" four-tuple of letters and fumbers, The measure of distance consisted of the number -

" of operations required to transform an instance-into the protatype., Franks and,

" Bransford abserved that recqg{nitiun ratings were inversely reldted to an item’s ’
transformational cli*._a_fance from the prototype, They proposed that the mentat

v

v -



: representahon nF the cuncept consists oF the abst‘racted central tendency and

~. i

addltmnally abstracted representatmns oF the trans-Furmatmns necessary to produce

- ¥

- the exempl’ars. Knowledgg about the fransForm’ations was thought to be geﬁeral: the
sub;ect was CDT!SldE!"Ed to be learning about possible transf-'orrnatmns. not the
partlcular conca.tenatmn of. transformatmn:_-‘. that defined an individual presented
1nstance. . .-, ] - oo

- ’

However; whﬂe most cnntemporary prototype notions maintain an empha515
an 3ﬁstract1un of knowledge about the central tendency, few E}’F thém make any
'e‘xplicit a'_.asumptinns about the éﬁstrar&tiun of v_aria.b.i'lit'y inft-:)rrna't'ion. In EleE;
.papers u;hich‘d;x make feFérénce to the learning of variability, it is unclear N

-

" whether the,q.bstract'ion of dlass—level ar instéﬁ:&—level,variability Wnowledge is

ihtendeq (e.g, Rosch, 1977; Homa, Sterling and 'I’r'epél, 1981} Omohundro, 1981% -, .

"Frequently the wh\cle issue of whether and what variahility 1earnint_:; takes plac‘e is .
obscured by a blanket reference to the abstractmn of "abstract category
1nF0rmat10n" or "general anrmatmn“ {e\g. Hnma and Vosburgh, 1974} Robbins, o )
Barresi, Cornpton. Furst, Russo and Smith, 1978} Omaohundro, 1981), The intent of . . F
many of these -;llag.:'ers is to examine the necessity of class-level explanatioq. In
doing soy they typically attempt to disprqve the suffidency of an instances - | /
account, through demdnstrating that at least.some of the transfer obtaired in

' expenment is at:cnuntable in terms of distance from the central pattern. However,
they are Frequently vague abuut the nature ef the pmtotype responsible for thls
outcome; neither indicati,lng clearly whether variability k.nowledgg is leamed, nor
specifying th_g type of information by whicija the prototype represents central
ter_\Eiency andfbr variahility knowledge: For this reason, avariety of conventional

)

and uvnconventianal pr'otmtype madels are tested.below, employing a variety of

' b4
B .
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assumptions regarding the abstraction and representation of knowledge.about the
stimuli, . |

Rosch (197:;).\:(:fi§tinguishe-d two modes of prototype representation. She
typified the average—vaiu;prptotype as "digital", characterizing digital
represer_itat‘ions as having the p.rnperty of storing a set of dimensional values or
Fcaertuve's..:1 By cc—a‘n"trast, "analog" prototypes would be thaught to store an abstract
image of a t?p,_ical ca-:c_ggory member, Such anc;llog prototypes would not code a list

of typical item companents, but rather consist of a gestalt, Psotka (Reference

. Nate 5) has given an analogy which clarifies this notion! an analog prototype is

P

e

like the image that would form on the retina if one looked through a stack of

photographic transparences, all of members of .some categary. For example, if one

looked through a stack of 100 transparencies of dogs in prDFile; the resultant

. - T Ll

image wd{.lld(!—ne typical of the group. Features comman to many of the individuals

.wuuld be accentuated, Qh'ile a\{’);pil::al features would tend to be lost, Rosdh's
.r_upti\lfé in suggesting analag representation appears to have been that in same
domains, such.as dot patterns, stimull cannot eisily be summarized in terms of
verbalizable comman elemém'gs. Such propositional inefficiency wauld appear to

-~

Eua}lt dg;:ﬂn st the simplidty _and centrality of prototype representation, and wouild

. i -
_ ._'-Nténd to limit-prototype representation to domains of easily verbalized

) Enmmonalities._‘ However.a proto{ype consisting of an anaiug image of a central

pattern carries the virtues of prototype representation ta ather domains. Such

analog prototypes are apparently not to be taken as literal templates, with the

prablems -thgt""\'»'ot'.‘:ld entail in tefms of image justification (see e.g. Neisser,
1967 VT . -

B Digif*é.lr'fané analog pratotypes may'differ in their similarity (distance)

AN
.
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;c’éarnputatmns. Deviation from a digitel representation is uvsually essassed in terms
- 0% an additive t:t:ambina'cit:m}cnc the indgpendent diFF'erences betw’een cpmpanent
elements of the representahon ancf the pmbe (i.e, cnmponen’ts treated as C

separable). Huwever, to the extent that ana.log unphes a pattern of elements, such
that relations among elements are an mtegral part oF the representation, the
deviation from an analog representation must be assessed Frnrn the resemblance of
who‘le images (.e. compnne"\“'t‘s treated as mtegral). To paraphrase the Gestalt
motto, ‘the difference between wholes differs from the sum QF leFerences of their
parts. The result is that analog and digital prototype mudelﬁ may make conflicting
| predlf:tmns regardmg the Slmxlanty»olF a p;obe to the protaotype and its consequent’

iFa@:xh‘catmn. The consequences of this pmnt are discussed in Section IV of the

next chapter, - i

Prototype models are to be distinguished from anothe.r class also

emplnyiﬁg distani:_e, as the u.ni't of sh‘ucture,.the average dietancel models. Under

,tﬁe a.ssumptiens“uf this class, the learner assigns a prebe'tn a category if the p
? _ average distance Frn;thhe pmbe to all patterns in the ce'ltegory is less than the. |
| average disfaﬁi:e from the probe to all instances of anc;ther1 category. This kind of
rribdel has been_teste-d'as an altemative by Reed {1972) and Hayee.-RDth and
Ha_yeé.-lioth {1977), employing both dty block and Euclidean metrics {(separable and
4 infcegral features,in Garner’s {1974) terms), but has nat teen favoured as an /

- account 'of concept formation. The main \;alue cm:he(average distance notion has
bheen in danfymg dlstance models of prototypes. from which 1t differs in several | -
regards. F1rst, prutntypes have been traditionally all;ed with the dty- block
mettic (although ’Eh15 has been criticized by {among others) Rnbbu:ns. Barresi et al,

1978), Se?dﬁd, even aée.uming this metric, prcitutype and average distance models
. N . . o o i )

N -



are not identical: dlstam;\ e to the average pattern of a categnry is not the s]ame
as average distance to the patterns of a cateqory, as pointed out by Reed (}97’3),
although {as he failed to point out) J.cl'uey are, with a Few.excepticns, monotonically

: S
related, A mprei\mpnr@ant difference is that the average distance classy'requires

retention of the présented items and on-line computation of the classification "*

. N } L.
. criterion} that-is, no summary of the category members that could aid

classification of a probe is pre—computed. By con_trést. prototype notions specify
pre—computation of a-standard in the form' of a synthesized prototype, requiring

only’ a single on-line computation (distance of probe to prototype) at i;ﬁe time of

_d@ﬁc ion. Thus although average-distance and prototype-distance models are

-

6:135i0na11y confused, they have irgportant]\y different assGrlnptiuns. In Fa;ct, the
average disté;r'lce models can be regarded as closer to the instance than the -
pratotype perspective, since they are based.oh similarity to the particular
patterns experienced, and not to thé c.entral pattern,

The. second maj‘or class of abstracfive madels, the Featt‘.ire-Frequer'ncy or
strength models, is exempliFie’d by Neumann’s (1974, 1977) attribute—frequency,
Hayes-Rcth'and Hayeé—ﬁnthj’s (1973, 1977 pmperty-set and Reitman and Emwer“s

(1973} tag models. The major differences betwéen‘protctype and strength models lie

.in their assumptions of what is stored during learning, and in the consequent
, ,

tomparison leading to fadlitated classification of a'probe. Prototype models in

general emphasize the storage of the average {méan} of each dimension an which

stimuli vary; the fadlitation experienced by a probe is a function of its

similarity to thi 2 average on each dimension of variation, Strength models, by
montrast, aus-s.mcuzc tr)at the memorial representation consists of registers of the

frequency of ga/mpnnents of pres?ﬁféd*st\lmuh, the Famhtatmn of a probe is

U,

.



thought to be a function of the frequency of its components, Thus, as pointed out

by Neumann (1977}, one contrast between strength and diétance models is in terms of
thch measure of central tendency is considered appropriate, the mean or thé mode
of the dimensional values of presenfed items., Where these values fail to coincide,
the models make different predir_:_tions. As Neumann put it, *. v, the
prototype-distance model predicts thaf. if the experienced values Fﬁrm a cirf:le in

a two'—dimensinn'al similarity structure, the ;Inrotcltyp,e will bé in the g:enafe. ci_;f that

- circie » whereas the attribute~frequency maodel predit’:ts‘ that thebeé‘é ire'?:ognized
é?imulus must lie on the drcumference" (p. '187), While impartant, this contrast

is only relevant to stimulds spaces consisting of continuous dimensions, since in
featural domains no dimensicnal mean can be computed. However, it does point to
another difference, the preFérence under g'.treng'th models to copsider concepts to b‘é
bundles of discrete features, whereas prototype notions arz |

— ,
applied to continuous dimensions.

ore comfortably
. o a
Another difference is that prototype models may code only the central .
tendency or additic:ﬁ-al}y variability knowledge, whereas stlrength models always,
indirgctly code variabiiity information, in virtue of coding the Frequency‘oaf all’
presehted features. -
A greater difference between distance and st;'ength notions lies in the
level of feature compounds considered, Traditional disfance madels count the
similarity betw_gen two items as the number of individual features in common, Far

example, the items "ABC" and "ABX" have two features in common, "A" and "B",

~
- 1

First-order feature~-frequency maodels of the kind rejected by Franks and Bransford
(1971) operate in this fashion. After being presented with these two stimuli, the

cognitive system wéuld be thought to have a count of twe far each of "A" and "By

N
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and one each for “C" and "X". However, higher-’ofﬁer feature—frequency models like
those of Neumann and Hayes-Roth and Hayes—Roth count not only these individual

features but also hlgher—-order ::nmpnunds. Under these assumptmns. the cognitive

system would be supposed additionally to have _;uunts of one each for "ABC® and -

.~

_“ABX", ane each for "BC", “BX", "AC" and "AX", and mast importantly, twa for "AB"/

Thus while érototypé models typically treat stimulus"'cumponents‘as independent,
strength models typically treat them simultaneously at all levels of compounds.

The dec:tsmn rule for classifying 1terns and the basis of recngmtmn N
co‘nFic.!énce are the least worked-out parts of strength Formula’cions. Hayes—Roth and

'

Hay.fes—Rotﬁ (1977) suggest that recognition is a FunctiEm of the strength (the

‘acturmulated Frequenc}_l of @he' whale set of compgunds constituting an item, while

classification is determined by the single compound most differentially assodiated

with the categories.

-
PN

Conceptua.lly. protutype and Feature—Frequency rmdels are far apart;
Feature—frequency models genera.lly consider the memorial representation of the
concept to__t':c;nsist of rﬁultiple stores, and to encnqe all information presented to
thé' subje&. They ar.e unécunomical of 5tnrage,‘a'r'1d rely on on~-line processing.
They are éhstractive. in a sense very diFFer-ent from ‘Bartlett’s conceptingvoF
picking up the gist! rather they extract and stare all passible permutatians of
det;alil. effecting a thorough analysis of presented 'inFormation. They appear to be
mare in the assodationist {radition than the cogn;lt‘ive, treating the nominal
stimulus. as perfectly predictive of the. functional stimulus, without consideration
of variations in the functional stimulus due to processing differences, They do

not directly code the central tendenty._and contain no singular, central

representation. Rather, the representa -» of the concept consists of the whole



set'DF feature and feature—cornpuund Frequent:les. By contrast, protntype notians

’ emphasne singular, central representation, wlth storage of only a summary of

presented mFUrmath. Thus they are ecunomical of Storage, 'and also of on-line

work, since much D'F the information requ1red to ar:t:urnphsh a class1ﬂcat10n is

pre—mmputed. Tr@y are quite cungruent with Hartlett‘s mnceptmn of abstractmn.
Prntotype and strength notions are similar in some regards, however.

— g !

Neither 15 much\cmn_cgmed‘ with repetition of 1tems_. D1stance models reﬂect_ N
’ . A

diF{-‘erér;tial item Freciuehcy through the cnrrelatinnlof dimenisional values t.;aithin a

category, but oF'Fer-no spedial status to repeated ;terﬁs per ses The central

tendency and variability remain constant under repetition,of a whﬁle set gf items,

and thus the abstracted prototype wuul& be expected to be identical under a single

or repeated presentation of the whole set of ifems, Strength models do have a . ,

particular routine for repeated items, which is that only on exact repetition is

the counter for the highest~level compound augmented. Huwe,ver, thié ishbut one

counter among many, without spedfal prominence, 'i.'.h:is treatment of repetition will

be contrasted later 1n the paper with that offered by the instance perspective,

which, as is indicated below, suggests that repetition, amoﬁg other variables, may -

be expected to have an effect on what is encoded when an item is presented. Unlike

‘the abstractionist notions, an instance model to be oF'Fer.ed belgw suggests that

encoding is flexible, such that the system may. as a result of factors such as
repetition, encode only the highest-level or only tfie lowest-level compounds of
features at.a given point in its experience withthe set,

Generally, distance and strength notigns agree that the hest-recognized
item may be one that the learner has never seen before. Although this issue is

still very much alive (Robbins, Barresi et al., 1978, but contrast Hintzman and

2
¥



Ludlam, 19‘81) in terms of when and how a never-experienced prototype emerges, most
distance theories (e.q. '‘Omohundro, 1981} Homa et al, 1981) assume that learners

" can genefite the prototype, not merely select it from afnong presented instances,
thus permitting the prototype pattern to 'he best recognized, aven if it is a navel '
item. Strength‘theories appear to entail fnis phenomenan, IF'a novel stimulus -

:centalns the hlghest-i-'requency individual and cumpound atthbutes tu a greater -

. degree than presented 1tems, it must be better recmgnued. {As an example, if
ABCE, ABFD, AGCD and HBCD have been presented, then the multi- d1mensmnal mode
ABCD must be better recognized tha_.n any presented item, since the total
preeentation frequency of its n—~tuples ie'greefe? ther{ that of any actL;ally .
presented item.) In fact, this false recognition must occur immedia.tel‘y, not
rnerely after a week'’s delay; currlent str.ength theories giepend solely an Frequenc:l,r .

: caunte ta predict recogrition. In arder te account for delay' effects such as those -
shown’ by'Ppener and Keele {1770), Boma, Cross et al {(1973), and Rabbins, Barresi et
al (1978) they would have to include some mechanism which decreases the import.anc:e _
of high-level ccﬁpounds over time, such that predicted -recognition for re-px;esented
training items decreases over time. This mignt be aecnmplisned through the random
loss of registers (a solutfon similar 'to that sugges(i:ed by Hintzman and Ludlam
(1980) for instance theory). Since there are Fewer higher-order reglsters, and
very few very-rugh—nrder reglsters, loss of registers hecomes more 1nﬂuentlal at
higher levels. If a stimulus ABC has been encoaded, and the register for A is lost,
other information at that level is still available (the registers far B and C)

But if the ABC register is lost, all of the highest-arder information, the
informatiqn about particular instances, has been lost, _’

Prabability models form a third general class of potential bases of

7

-' -\‘)
%



r

Ve
T~
03]

ccmce;jt Formatiuﬁ. They are pén'tit:ularly appropriate to.Featural domains, .a_lthough‘l
they can be appiied to continuous dimensions. The prindple appealed to .has been
called diagnosticity by Tvérsky (1977} or cue validity by Béach (1764a, 1964b),
Fundamentally the notiol'; is the -usé of Bayes’ theorem to dé'cide the categm:'y of an
item. For a gwen feature {cue) ane may compute the cond1t1nnal pmbamhty that
an 1tem bearing the feature is a member of a particular category, based an the
differential $ates at which 1tem5 in the target and contrast categones possess
that cue, The process may be repeated for €ach category, yielding a set pf

N

conditional probabilities of category membership given. that feature, The validity

Car diagnosticty of the feature for a ce;.tegdry is the ratio of the conditional

prubabili_ty for that category to the total cc;nditinnal proi:ahili’cy of that feature

far all categaries. This pirovides an intuitively appealing prindple for assigning

i*i’:ems.. to cafegoriés depending on the relative number of features they share with
. . N
various categories.
‘Many variants of this class are possible. Reed (1972) cansidered-cases

4
where the number of cues actually compa.red acrass categcnes varied fram one to the

' r@umber of features in an item. However, greatest attention has been paid to cue

Il

validity not as a model of concept formation in its own right, but rather as an .

-adjunct to strength models, For example, Hayes-Roth and Hayes-Roth’s (1977)

pruberfy—set mndei contains the prefﬁise that classification‘of an item is
P .

1?detua'\'mmecl by the 1tem s most diagnostic Feature cnmpcund.

The combination of cue validity and strength notmns Dpens up a wide

array of unexplored models. For example, iF the cue validities for each feature J o

.separately'are stored, the cognitive system would essentially function like a

simple feature-?réﬁuency model, If it additionally stores cue validities of

J\ : : . . . i
’ . ..
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higher—-order compounds, it would function much like a higher—order
" feature—frequency model. In both cases the information retained is abstracted ‘
across items, but not summarized via a central parameter, and a categor_i_ca.l
de-c.ision requires on-line acress to multiple sources of infarmatian. Such a system
would yield graded responses, with cunfidence,.speed and e;ccurefc'; of dassiFii:at’iGr;
dependent on the magnitude of the ratio of cue védidities of a probe for its
potential categories. Hawever, the cue validities could also be used to define an\/ .
optimalpaiscriminant between categories (like the one illustrated in Fig. 2 abave),
. In this cas'é the system precomputes a categorical dedsion standard, and as a
result, categorical decisions require little on-line work, ﬁ?erely a comparison of a
prabe to the single deasion rule represented by the discriminant, Unlike the
un-precomputed models, such a system would not yield graded responses! its
decision rule is all-or—none (this or that side of the discriminant), However, the
discriminant could be combined with central tendency and variability information in
a fashion which retains both precomputation and graded responding. The model might
posit that geation of categories, thé dedsion about how many categories of what
breadth and content shnﬁld be emplbyed to best capture.the diversi-t-y of items;, is
conducted via the computation m‘C optimal discriminants, following which the central
tendeﬁcy and variability of each category éu formed is abstracted. This notion
would explain not only the performance of subjects in assigning items to
,categories,. bg_t addih‘pnally ho‘w th;ay de-rive the chtego:ies in the first place, in
a manr:.er congruent with Rosch’s observation 3chat natural categurieé appear to have
‘ farmed to ma-ximim informational cuts made available by the non-uniformity of the
| world, N
Rdsch andIMervis (1973) linked cue validity to Wittgenstein’s family

-
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resemblance-notion of categories. Family vesemblance, as described by Rosch and

v

Mervis, is essentially a first-arder feature~frequency notion, consisting of a

count.of the number of items in a domain passessing each feature, Each item is

assigned’a family resemblance score which is the total of the counts of its

‘component features, Under this notion, the set of items forming a category need

-

" nat share any averall commanality} it is suffident that members grade into each

other, that each member is.partia.lly averlapped by another. The set of items

"ABC", "BCD", "CDE" and "EFG" possess such a structure, Na item can be pici{ed aut
as.the average, but the item "BCD" shares more features with all items in the
ca;tegory thas a higher family resemblance) than any other item. Rosch and Mervis
made no representation assumptiér}s about such strulcture':;,. However, they combined

Family-resemblance with cue validit"_;/, such that the effective resemblance of an

item_ for its category was thaught to be in part determine its degree of overlap

with a contrast category.

Although Rosch and Mervis did not consider the point (perhaps because

they wished to avoid repreéentatinn assumptinr{s), the family resemblance structure

t

‘ran also be considered to be a pr;itutypg_ {distance) structure, Since the item

"BCD" in the example of the last paragraph shares more features with its categary
tpan does any other iten;, it can be considered most typical, and as such ﬁwajt‘be'
considered to be the category prototype, with all the entaiied implications %cr
representation.‘ Other members of the category would fhen be considered Itn bear
distance relationships to this item commensurate with their overlap with it, Cue
validity tonsiderations could be added iﬁ such that the cétegury prototype is the '
item bea.r‘inQ highest resemblance for its categaory and least for other categories.

In both of these variants, categaries would form on the principle "n'-naximize
; . .



"

Car

e

" resemblance within category and discriminabiiity between categ'ories‘_', but

-

classification would appeal only to the distance of an item 'l;rorh a farmed
prototype, In another conjunction of distance %md t_:ue' vza.lidity notions, all of the
distance mode:ls could be re-waorked fo int:ludé the tatiq of d_istam:e's to p'mtutypes
as a prindple of category formation or classification, il.'l.stééd of ‘simply 'appealing
‘;o the distance to the closest} however, this would mst dist;mce models some of

their simplicity, _ B
Reed (1972) pointed out that distance and.cue validity criteria can
result in differential predictions. This may be seen by contrasting two stimulus’

spaces consisting of continuous dimensions differing chly in density, in netther of

which da categories overlap, In such a case the cue validities assodated with the

"categories of the two spaces are identical, a.lthouu_:ih the distance to the pratotype

increases with decreasing density, Haowever, Reed failed to point out that this

—

/

r:ontrasf is only true for continuous d1mens1on5. .qu Featural spaces, alteration

" D‘Fet’hE‘ distance of an item from the pmtntype af-Fects the frequency for the

catggory of those features altered to change the dxstance. This inevitably results

in a corresponding change in the validity of those cues. The problem in continuous

.

spaces pointed but'by Reed is essentiaily due to the distance model treating the

‘ shrnul‘l as. cnntmuous, and the cue vahdlt'y model trea.tmg them as discrete and

non-nrdered (see Appendix 1), Thus cue validity and dlstance Formulatmns are
cnngruent in 51tuat1cm5 where both apply Fea‘cure loglc.
“In add;tmn to the models thus far descnbed there"are a number of

hybrid modelsfthat combine active abstraction with encoding of the presented

instances. One such rnudel considered by Eosn'er and Keele (1968hnnsists of an

abstracted schema responsible for dlassification of novel items, plus ensodings of
S - .

gy
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: 'act.ually presented items, which are used as the referents when these items are

re-presented for classification. Another is the modified ACT model of Elio and

. Andersan (1981), a version of strength theory which abstracts the single

i R

highest-order compaund which is generally true of the members of a category, but
aedit'ienally encodes actually presented items, thus coding both abstract’ and
relatively Ij_teral aspects. |
. A preliferatjion of ather models are created by weighting features
{e.g. Reed, 1972 ané Hayes—-Roath and Hayes-Roth, 1977), Two reasons are generally
offered for this procedure, ,One is that dimensions may differ in terms of
perceptual salience! weights may be appliee to reflect differential use of
d1mens1cms due to dxFFere tial sahence. A second reason is that d1scr1m1nab111ty
between categones may be increased by differential weighting, This appears to
have been part of the motivation behind the additive rule {linear regression)
models proposed in the decision literature {e.g. Goldberg, 1970' Elstein and
Bordage, 1972), although as Dawes (1979) pointed out, equal—we1ghts madels are
robustly sucr:essFul in préd:ctmn. The issue of differential weighting is

discussed further in Appengdix 4,

, i) A Tvpology of Abstraction Models ' .

This paper is intended to assess the suffidency, necessity and

“hetsristic value of abstraction accounts of conceptual representations This task is

difficult on at least four gmunds. First, as indicated above, abstraction

accounts of representatmn fall' into separate groups, ‘at least twa oF which

o

: (prutntype and strength notmns) have little m commans Secundly, within each of
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these classes, there exists a broad variety of models with slightly differing
assumptions, and the puten’;ial for the creation of new models with modified.
assumptions to meet the challenge of dlscnnﬁrmmg data.‘ Thirdly, and espemally

N true of prototype rnudels. the representatmn assumptmrfs of many pubhshed mudels
have nat been spemhed in sufficient detaxl to permit ngouruus assessment.
Fourthly, many ‘af the models have been identified with particular types of sti .lus
domains; which suggests that a \‘.rery b\;oad set of expierimental preparat{nns would be
required to assess the spectrum of abstractmn models adequately. In the Face of
these difficulties, two stEps wereg taken tn reduce the altematlve set to |
manageable p\'DpDY‘tID*I'ISc' .

The F1rst step in th.1s yeduction was tu note that despite leferences
in underlying 10g1c. three major ﬁypes of stimuli alluded to above may be dealt
\;Jith under the same assumptions. The _Firs.t type consists of stimuli that take
values on cnntinupus dimensions, Exema;nlified by the height-weight domain used
above., Such stimuli are generally isummar.ized via a multi—dimensional mean, and
have usuallg.( been emplayed to test distance models. The second type ccn;ists of .
channels of disr__reté values, usually summarized via a multi—dimensional_raode. Ahn‘
example is birds, which possess the infarmation channel 'o:F "beak", takihég discrete,
qualitatively different values "blunt"; "curved®, "sharp", etc. Cnntinuc;usj-valued
stimuli may be treated in this Fashinn, by dividing the continucus 5caie'5‘intu
ranges, each range being considered a discrete entity. .‘A third t);pe_ consists of an- |
undiraensionalized pool gf If-ea.tures. An example aF this type is letter 5tr‘i.ngs in _
which rno posi-tinnal or sequential canstraint tz,’as_ been imposed on the canstruqiqg;

of the strings.- Such stimuli have been used moast often in studies employing the

feature—frequency or family resemb e perspectives, under which features are not

. s
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compared within channels, but simply m terms of the strength of the sum of

}IF
features in items. A

While each of these three types of stimulus is most often associated

>

with and is pérhaps most appmpri:ate to a particular type of model, one must beware
A

of too strongly identifying stimuli with models, Most madels are capable of

_ tréating each type of stimulus, at least with some modification. Thus for example

the unardered pool of 'Featurf-:s can be handled in terms of distance by assaerting
that the dxstance between two items varies a.lnng the smgle dzmensmn of humber of
Features overlappmg {see Appendu 1) Other stimulus types can of course be

thc;ug ht of, such as dimensions of discrete but ordered stimuli, and a var:ety D‘F

~

un1d1mensmna1 cases. However, these have receweé littlg’ aﬁenhon, and in any

case the arguments to'be made here gt_fneralize easily to thece casé:é;: The

experiments below employ the second type of sﬁn;u;us, discrete feature v‘glues

thought of as organired into separate information channels, Both prototype and M
feature—frequency madels can be held to make s’cmng-predi_c’cions about the way such

“

stimuli are processed,

The second step in redudng the size of the problem was the creation
of a typalogy of assumptions of abst:ract representations This typology organizes
the variety of notions of what k.nuwledge is abstracted for'bgth prototype and
s‘trength models. A premise of this typalagy is that for-abstraction models in )
general the feature, the unit of processing employed by the cognitive system, isiéf
a level lawer than the whale item. For example, in the stimulus domain ABX, AXC,
XBC processing units would not be idgnfcified with whc;lt':_t:"“},timuli. but perhaps with -

the individual letters which make up items. This assumption that the processing

unit is lower than the item appears to be commonly, if implidtly, made
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“abstraction models of concept formation. Thus feature—-frequency models assume that
presehted items are i'epresented memarially via counts of item components and/or
_ _cmrnpc:unds of item cnmponents (e.g. Hayes~Roth and Hayes—Roth, 19777 Neumann,

1974, 1977). Th1s assump‘cmn reﬂects the central value of the Feature-Frequency

madels, that items can be thought of as composed of recombinable elemgnts, a

~

" perspective remlmscent GF the a.ssnmatmmst t'radltmn. Prututype madels also

typically assumg that the pracessing unit is at a level lower than the whale item
(e.g; Posner and Keele:'. 1968, 1970} 'Frénks and Bransford, 1971;.'R05;:h,‘ Simpson
and Mlller, 1976' Hcma. and Vcsburgh, 1°76‘ Rosch. 19778 Robbms et al, 1974}
Hama. Sterhng and Trepal, 1981, Omohundm, 1981}, Althuugh ta the presen’c
author’s @owledge_,this assumption has never been justified, it may be arqued from

the prototype ip‘erspective that the feature generally should be at a level below the

‘ite‘m.:' Just as Rosch (1977) argued that "hasic-level categories" exist at the most

,.indu_éive. level of dlassification at which members have numerous attributes in

N -
e

;:ummon, because thig, is the most economical infarmation cut, so it night be argued

'Ath:at the "basic level of features" is the gréétgé.t level at which the co-variation

- \.

of thelr parts is maxlmued. In most dcrmamt:r this level w111 be found below the
item Ievel. 'I‘hus bath 5trength and d15tance }ahstractmn models typically assume
that the level of the umt of processmg 1spiower than the 1tem level, and bath
have some reasans of internal cons1stency for this assumptmn.

. " The typolngy of abstract structure tu be ufFered consists of three

classes.' Each class subsumes a variety nF modt_als and stimulus types. They

l:lassiFy struttures in terms of variation of én'ly twn prominent assumptions. The

o FJ.rst i "cnmplenty", which is meant to refer to whether information regarding the

dispersion of ca’tegory members is embndued m the cognltwe structure. Most



pd ‘ ' ’ . ,/“\
simply, the cognitive structure mlght consist only of the most typical member of

\“‘\.\t_he category. Usmg the concept of bird as an exarnple, the structure might consist

- - of a picture of d typical bird, which might look midway betwee‘n a robin and a
sparrow, In thig case it contains no information about the range of values taken

by category t\nembers in genet'él.'-'xArg;analugy is knowing the central tendency of a
distribution while having no information about tha variands or shape of the

distribution. In terms of birds, no information would b“e“storsi by models of this

- ~_

L ]
class about the way beak shape varies across the population: only the- mn\}'\t\yplcal

—

\ © beak is represented. This appears to be the popular version of protutzpes, \\\

mentioned above. Mcte snphistoceted versions might contain informdtion about the -

frequency or variance of dimensional values. In the erample, infarmation about the

typicality of buzzard- and hawk—type beaks would- glso Qe directly represented.

\\
Such versions entail an add1t1pnal prpcessmg cpst. but might 1ncrease the

classifying power of the prutntype through refining the System s expectatmns.
\
L4

The second d1rnensmn used to organize prptptype notmns is

-

4

~ ) .
.+ . "dependence®, by which is meant the amount-bf information encocied'ln the' cpgnitiye, ‘

i

structui‘e regarding the cn—uccurrence of stimulus values. At the least .

suphlstpcated level, the cogmtwe structure encodes no 1nFDrmatmn about hdw pften h

- . LR -

A aspects pF members co-ocour. For example, the Frequery:y w1th wh1ch black, plumage )
___) and sharp beaks are Found to—gether would be unrecn‘rded in the cc!gmhve S‘h"UthJYE.l o
f More scap histocated versions mlg ht dlrectly code such 1nFormat1c\n. “Dependence is

used to describe these p0551b111t1es in the sense af “1nfprmat1ve :-.\bc:ut“l‘l It

refers to the amaunt of infarmation the system can generate about ane aspect of a

_‘ -

stimulus given knowledge of a secpnd aspect. It ma.y3 be nnted here that such

ccmtmgency m-Fprmatmn can be eFFectlvely cuded nnly 1F the system already cedes a

-
i

[ - e m



range of values of each asbect. If the system has'only encoded "black” and
“sha‘rp".'it can have no information regarding the correlation b.et'weenA colour and
.shap in oeneral.

This fart reduces the comp!exity - by - dependence matrix to three

cells., The first will be referred to as the "simple 1ndegendent" classs Prototype

e - —

—_ " maodels of this cass assume ﬁ'nat only the mast typical aspects of the doma.m are
encoded, and no information regarding co—ocourence of aspecte is represented. This

class is exemplified by a list of the features oF a typical bird, Such a list

4

contains na information about the range of beaks available to birds, nor the

~

frequency with which birds prefer green plumage given that they have blunt beaks.

This appears to be the most popular view of prototypes. It is the only class of ~

models in which the cognitive structure repr‘:-*:\s.’enting the category can be isomorphic
) thh an actual member of the category. This dass subsumes mast of the models

/«eécmm above as prototype (dxstance) models, which share the 1dea that the

prototype is an 1d_ea1 category member. The only strength model belonging in this
- . \ . * ’ F ’ -
j‘l cell would be a model claiming that only high—frequency i,e, most typical) single

attributes are coded in the memarial representation. None of the strength madals

- ~

disrussed above would be in’cluded. Even the First—or‘der Feature-{-'requency model )

v

encades 1anrmatlon relevant to the d15per51on of items. However, 1t would include

the Farmly resemblance model in its simplest dxstance version, smce that variant.-
.;)

does not spedfy dispersion, but only the central tendEnt;y.

The serond class of abstraction. models iS called "complex

independent". This r_lass aof models assumes thatnot only typzcal but alsao atyp:cal -

4
aspects of stimuli are dxregtly represented in the cognitive structure, and perhaps

additionally the frequency with which the various values occur, However, these

¢
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models assume that the correlation between values is not represented, Such a
strucﬁ.ure might contain the inFPrrqation thaf although brown is the most common
_ calour for a bird, they also coi:‘ne in-green, t_iIa;ck and red. The structure might
also contain more precise information, ﬁor example that 60% are brown, 20% green,
15% black and 5% red. Such a structure would thus be sensitive to the novelty of a
creature which had mostly very bird-lik:e characteristics, but was blue. Hc;wever,
the structure contains no information on the frequency wilth which brown birds have
blunt beaks, or red birds sport sharp beaks.
This class, to-gether with the simple independent class, exhausts the
variety of traditional prototype muéels, which appear to accept as an unexamined
] assgrnptibn that the unit upon whi_ch people make similarity comparisons is the
sing}e aspect) Unencumbered with cunsidératiuns of the joint probability of twa
aspects. That is) prototype models implidtly assume that in comparing two birds,
people separately assess the 5imilari'ty'uF bﬂeaks. colour, and legs, rather than
attending to higher-order uriits. This issue &f the level of theAunit of cnmparisoh
is dealt with belnw in detail. For the moment it is suffident to note that \
because of this unit assumption traditional notmns of pmtn’cypes appear to fall f_/\\)
into either the sxmpl_e n;r complex independent classes. - ' u
First-order _#eét‘ﬂre—Freu;uency mod;els also fall into the complex

_\\\ V-—-—_‘\——ﬂ
independent class. Although these models do not directly tode-either the central

1 - ¥
tendency ar the particular items departing from the central tendency. they do cmde
the dispersion of attributes, via differential frequency counts for attributes.
They could thus be sensitive to the ncweity of items containing novel attributes,
'S

although they are insensitive to the navelty of an item containing a novel

combination of high—frequency attributes, for example the multi~dimensional mode,
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AN
as disoussed ab‘nve.

- The third dass of abstraction models is called "complex dependent”,

" As in the complex independent models, the cognitive structure is assumed to consist

of inforination about nat only typical aspects of stimuli, but also dex:iatiuns, and
perhaps even the frequency or variance of de:viaticms.' Additionélly, Fhe mental
representation contains correlation or contingency information énmaing the -
co—gcourrence of stimulus aspects. Not only are the_ variety of beaks and
colourations open to birds e:;plidtly represented, but alsa the frequency with
which red birds have blunt beaks., In dimensional tefrns, mndelé of this class code
not only the central tenaedcy and Variance_,-bt.'l‘t alsa the covariance of stimulus
aspe&s. Despite the statisticai Ianguage. used to decribe the information making
up such a cognitive structure, however, knowledge at these levels need not have
been achieved through procedures like multipie regression. It is possible that the
gsystem acrl\ieves such information and stores it through analoq procedures.

The only traditional models falling in this class are the higher-
order strength models. whll:h count nat only Frequenaes of single attributes but
also Frequencxes of compounds. These mndels represent the dispersion of items
thrnugh the differential frequency of orders of compounds and the differential
frequency uF compnunds thhm an order, Thus they are sensitive to the novelty not
only of items containing, navel at-tnbutes, but also of 1’cems containing novel
combinations of high—i;'requency attribtftes ar compounds {although they may make an
errori novel itemé near the multi-dimensional mode may have greater total strength
than old items, as illustrated in part i of this section, abave).

Summarizing this typology of abstract structure,‘ the simple

independent class consists of all those models in which the cognitive structure




representing the cqn;ept consists solely of typical values, that is of a
multidimensional mean or mode, or of a set of most frequent values. The complex
independent class contains all those models that cade not only the typical, but
additionally a set of frequendes of atypical features in the discrete cé.se tfor
each channel in the multidimensional featural case), or the range or variance of )
each dimensian_in the continuous case, As indicated above, a vital characteristic
of these two classes of models is the assumption. the;.t the unit o‘f éhbiective
similarity or strength is the single feature or dimensional value, as.deﬁneci by
the expeu:imenter. Higher qnits of similarity can Dniy be accounted for in one of
two ways: either the cnginitive structure codes inter-dimensiqnal correlation

information, or the stimuli are being coded relatively holistically, in which case

-
’

the experimenter has simply made a wrong guess about the level of the unit of
subjec)tive similarity, As will appear shartly, in the section below on cue
;alidity. it has become a strong value of the prototype perspective fhat the
features of stimuli are processed independently rather than interdepenciently.

The third cdass c;F abstraction moedels, the complex dependent class,
consists of those madels which ;:ode not only typical values and information abaut
departufes, but also contingency or correlation information summarizing theJ
co-occurrence of features ar dimensional values. This co-octurrence information
might be at any level from bivariate (e.g, probability of a feature given that'a
second has ocourred) up to the dimensicmality of the space (e.g. probability of a
feature given knowledge of all other elements of the stimulus)."'At higher levels
of co—occurrence information subjects would give the impression of holistic

encoding, inasmuch as the elements of the stimulus become bound to-gether through

mutual prediction. That is, if no co-occurrence infarmation is stored, it is quite

“/"

-
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possible for a subject in reproducing a stimulus to make errors an some elements
quite independéntly of his probability of an ermrbn ancther elemeﬁ't: however, at
hi:gh levels..oF coded co—occurrence infoermation, error production for the companents
of a stimulus wauld tend toward all~or-none,

‘Medin and his assodates (Medin and Schaffer, 1978; -M‘edip and' Smith,

1981; Medin and Schanenflugel, 1981) have proposed a dichotomy similar to the

“independence - dependence dimension used in this papér to typify model assumptions.

They class as "independent cue madels” all thase which assume that the information
used to make categorical judgements is an additive combination of the component

dimensional elements, This class consists of all madels {including traditional

o '
o

prototype nations) which '/ply that categories ran be separated through a linear
discrimipant function of the compor?ent cues. They contrast this dass with
“relational coding models" which involve combinations of attributes as the
functional processing unit, This class implies non-linear separability of

categories. Medin‘s classification system differs from the present one in two

- regards. First, it does not i%élude the "complexity" issue, the degree to which

intra-dimensional variability is directly represented in the cognitive structure
representing a category. Secondly, the "independent - relational” distir"lction is
treated as dichotomous, spedifying either independent (additive) or interactive
(multiplicative) processing of attributes, By contrast, the "independent -  ~
dependent” distinction drawn in this paper is a continuous dirnensién, permitting
attributes to be interdependent in processing at any of a wide range of levels,
Conceptualization of higher—order feature—frequency madels is little affected by. ...
which of these distinctions is drawn, since they effectively act like

analysis-of-variance models, summing the separate frequencies of single attributas
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{main effects) and combinations (interactians), However, it will be seen ﬁelow ..
that the difference between Medin’s independent cue - relational coding and the

present processing independence — dependence distinctions is reflected in

" differences in central parameters of instance models proposed by Medin's group and

/

by the present author. . ;
The three classes of models identified in the present typology

capture the central assumptions of 'djgital distance and strength models. The
%

strategy of this paper is to test these classes successively, assessing the force
of.the assﬁmptinns. The early experiments test the simplest class of m;adels, while
1a;tgr experiments add or alter assurnptinn_s until an abstraction model can _be made
to account for all the data. However, the more a.sspmptions \;)hiEh must be a.ddéd tl:
the simplegt class, the further the resultant model is from the cardinal values of
pratotype theory, because the first and simplest clasy most clearly embodies the
spirit of automatic, economical representation by purely summary inFDrm?tion, whilé
later classes sacrifice the summary nature, ar the economy of representatian, or
both. The more complex the assu’nip(igis become, the mare the values of tﬁe )
prototype perspective are violated. 8

This slippery slope does not apply to the higher—order strength

models, which do not share the values of simple, summary representation. Those

madels will be evaluated instead in terms of the rigidity of their assumptiorhof

automatic abstraction of components and compounds of components. In pursu_it of the
simplest model which suffices, hybrid models, containing assurrip’cion's from both the
abstraction and instance perspectives, are also assessed, and the implications of

. ”
analog representations are investigated. -Probability models are not directly

tested, but the concerns of probability models are incorporated in the construction
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" aurrent instance models, This is not intended to suggest that the present research

. .incorporate Rosch's insights regarding the non-arbitrary structure of natural

L~

[

of stimulus domains, as indigated in the following section. In its conclusions,

this paper will deny the sufficiency of the simple and complex independent classes

and of hybrid classes of abstraction models to explain categorical performance;

and will argue'that the complex dependent class is unnecessary theoretically,

cognitively uneconomical, and of questionable heuristic yalue.

’

Thus far little mention has been made of the formal properties of

exists in isolation! in fact, a variety of instance notions have been propased -

{Smith and Medin, 1981, provide a review), including such sophistocated madels as

Hintzman and ﬂ,{dlam's (1980} “MINEHV_A"‘ simulation and Medin and Schaffer’s (197€)

T

"cuntéxtﬁmudel“. Hawever, the strategy taken in this papér is to commeﬁce with _the
simple neafest—neighbd;jr notion discussed in Section I ii;“abaove, and allow
successive experiments fo infarm it of necessary changes in its assumptions, in
parallel with testing the assumptions of abstraction models, TI}'is strategy
culminates in the proposal and testing of a new instanée‘ madel, the “F.-_piso‘de
model”, whose major concerns are then integrated ar cnntras{ed with those of

prominent models in the literature,

T1T ' 7(:‘7enera1 Methodology?! The Domain, Design and Dependent Measures .

The stimuli for the experiments to be described were designed ta

categories. Table 1 shows a set of 20 stimuli, similar to those employed in the-

"

1

experiments to follow. These strings have been drawn from two categories (labelled

I and II) which exhibit non-arbitrary structure, consis

o

~

-

ting of relatively
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Tabhle 1

Example of Structured Domain

% ' . .
Cateqory 1 . Cateqory 2
. . )

FURIT KURIT ) NOHAL NEKAL
FUKIG FEKIG - NYEAL NYEAF
FUREG " FUTEG NOBAT NOKAT
FURIG PURYG FOEBAL .FOERYL
FYRIG FYRIF : NOEEL NOTEL.
FURiG - FURIG NOBAL _ NOEAL.

~N

Neuwtral!: T, E; K, Y, F

>
. .
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discontinuous dusters possessing graded internal membership. The first aspect of
this structure, as illustrated in Table 1, is that each category has a central

o . .
tende@ Qt—an be seen in the first two columns, if the stimuli are treated as
consisting of five dimensions, each identified with a pasition of the string, the
madal values of Category I strings are “F", "U", "R*, "I", and "G"; such that
"FURIG" is the multi-dimensional mode of the category, while (from columns 3 and %)

)

"NOBAL"-is the multidimensional mode of Cateqory II. Such rnodal igems or strings

of modal let-ters are considered the category.prototype patterns. They are average, !

\

most typicél items, the "best” members of the categories. The central tendency of

Category 1, "FURIG", has been plotted in Fig. 5, using the deviation-ring plot

introduced in Figs. 3 and 4. ' '.

I3

A second agpect oi-" structure also evident in these stimuli is that .
the items are graded in their membership in or typicality for their ‘categor;(. The
items in the first column of Category I all differ by exactly one letter-in-
position {one dimensional value) from their'central- tendency} they are plotted in
Fig, 5 on the first deviation ring. The items in the secnnd‘cnlumr; differ by two
dimensional values, and are plotted in Fi‘g. 5 on the second deviatian ring, The
prototype, as has been inaicated, is the best member of the category, since it
ghares more features ;vith alll memt’lers of the category than any other memhér does,.
(In fact it shares four dimensinpal vajues with each 1st-ring item and three -with

each second-ring item.) The items on the first ring are not as typical,, sharing

fewar features with members in general than doas the prototype (three dimensional

values with gach other first-ring item and an average of 2.6 with each second-ring
item), The items on the second ring are still less typical (sharing an ‘alQerage_o'F

two dimensional values with each first-ring item and 1.5 with each other

- _ L
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Fig. 5. I1lustration of c-ate’gorg -
structure.(Category 1 from Table 1),
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second-ring item). The whale set of items thus exhibits graded membership, with
the prototype the best member and items on peripheral rings being the worst members

of the category,

A third aspect of structure evident in these materials is a relative

‘ discdntinuity between categories, It may be recalled from the Furegﬁihg that

‘ without-such a discontinoity there would in effect be only a single cluster of

stimulil’ the discontinuity splits the stimuli into two non-arbitrary categories.

'I_'he'discnn‘tinuity is evident in Table 1 from the fact that the letteré “Fm, “U,

MR MIM and "G ocour only with items of Category I and the 1ette\}‘_’~§“, ‘o" "B,

"A" and "L" anly with items of Category II, and the letters of both set%;ur with
kY

equal and high frequency., The letters "T", "E" K", "Y" and "P" ocour with items

of both categories equally, but with low frequency. The result is that any item of

Category I shares very few features with any item of Category II and vice versa.

. This issue is taken up in maore detail below, in a discussion of cue validity,

The dusters of stimuli comprising the two categories are thus
well-structured, All .sets of stimuli employed imjthe experiments to be described
bore this structure. In any experiment, groups of stimuli were selected ten at a
time, five from each category, all ten deviating from thei\: prototype by the same.
number of features, and so selected that all sets of five stimuli from ane category .
had the same mode. In terms of the ring 5tf;_|cture illustrated in Fig. 9, this
meant that a set of five stimuli selected from a category would all be on the same,
ring, and symmetrically located around the prototype. (The stimulj wére actually’
located in a Five—dimensior.lal space, coﬁ'sisting' of the five locations oﬁ the .
strings at which a letter could appear. The categories can be thﬁught of as two

cantiguous hyperspheres, each con @Ag of a rentre point (the prntotypé)



g

surrounded by five nested shells, Each shell consists of many stimuli having in

common their distance from the central tendency, The ring structure shown here is
’ —

a two-dimensional representation of this S-space} sets of five stimuli were

- actually located symmetrically around the prototype in five dimensions, not in the

(]

two illustrated, As a result, disténces between stimuli which di{-'{-'g{'dnly in
similarity to the protoype can be read directly from the plot, whereas disfances
- «

between stimuli differing in similarity to another item cannot be d:ilrectly

represented.) _
PerForrl{ance.on many sets of stimuli, selected tc; form interes?cing (/_T ‘

contrasts, is discussed in the studies described below. Thgse sets can be

conceiv;ed of as bei;'g drawn from a larger stimulus space dusteréd around twa

protatypes. One of the four counterbalanced 5tihu1u5 spaces from which these sets

were drawn ils illustrated in Table 2. The relationships among the yariqu;types of

stimuli in the domain fram which experimental sets were drawn are illus:trt:a,ted Fo;

one category in Fig. 6a.' Each stimulus plotted is to be undersfgod as répresenﬁng

not only itself, but four other stiqmuli arrayed symmet{'if:ally around the same ring, N

and five more in the c;ther category, similarly arrayed. For example, the item ~

"FUKIG" reﬁresents all the shmuh in column Ia ch Table 2‘ that is, a balanced

Set of ten items each deviating from its protutype (“FURIG" or "NOBAL") by one

feature, The 1;:’em "FUTIG" represents anc;.kher set of ten items also deviating Frum

thea protctype by one feature, and addlhonaﬂy/le‘Fermg from the first set of

items (the "FUK’IG“-type items) by ane’ eéture. Items of the "FEKIG" type differ

g
from the protntype byltwo, and so on through the space.,r Items like "GIKEF" differ
from the: prototype on all five dimen‘.;icmal values, '

In Fig. éb the items have been replaced by symbels indicating the

oy

D



Ia

FUKIG
FUREG
FURIG
FYRIG

FURIT

Ia

NOKAL. -

NOBEL
FOEAL
NYEBAL
NOBAT

Table 2

Exxample of Bomain

from which Test Items HWere Drawn’

Ib

FUTIG
FURYG
KURIG
FERIG

FURTF -

Ib -

NOTAL
NOEYL
KOEAL

NEBAL

NOEAF

Category I
Frototgype! FURIG

L S
IXIa IIb IIe
4
FEKIG FYRIG FUTIG
FUTEG FUTYG FURYK
FURYG FUREG FYREG
FYRIF FERIF FUKIF
KURIT FURIT TERIG

Neutrall Py, T,YLE

- Cateqory IT

Prototﬁpet NOBAL
o

ITa ITvh  IIc

NEKAL NYKAL . POTAL
NOTEL NOTYL NOBYK
FPOBYL FPOEEL - NYBEL
NYBAF NEEAP NOKAF
KOBAT FOEAT TEBAL

ITT

PEKIG
FYTEG
FURYK

FYTIF.

KURET

'PEHAL
NYTEL
POEYK
NYTAFP

KOEBET

GIKEF
GETUF
GYRUF
PIRYF
TIRUK

v

/

LAKEN
LETON
LYBOF
FAEYN
TAEBCK

[
Y
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relations of types of items to the prototype and to each other; these symbols head
the columns of Table 2, The Roman numerals are to be read as indicating the numbar
of features by which an item of that type difFérs from the prototype} for example,

Iia items differ from the prototype by two letters in position. The subscript,

-

where it occurs, is an aid to determining the smallest distance between two items

on the same ring, Thus Ila itéms differ va one {;eature from the most similar IIb

item and by two features from the most similar Iic item. "These symbols are
) L]

employed in discussion of the experiments below. In éddition, a schematic of the -
space, like Fig. éc, which contains a reduced set of the stimuli illustrated in
Figs &b, is presented with éach set of results, to remind-the reader of the

relative locatians of sets of stimuli beipg contrasted in training and test. More

[

. inFnrmatiEa;i\a.Qa{Jt the stimulys space is given below, fallowing the.introductian of

1

1

strength-model yesearch is dassificétiun. This is a Fairly‘ obvious thaice, since

:
-

A . - . .
one of the most salient aspects of concept formation is the ability td.classify

items by'their; category affiliation. However, classification is by no means the

-

only psychological function of interest. Concept learning should have implications

far performance on other tasks as ‘well. Limited attention has been paid to other
- \

functions., Far example, Rosch and her colleagues (Rosch, 1973, 1975, 1977¢

Mervis, Catlin and Raosch, 1977} Rosch, Simpson and Miller, 1976) emphasized that

category iearning has -eFl-g:ts upon the subjective typica‘.lity af category members, —-'
, while Hayes-Roth and Bayes-Roth’s (1977) strength model\u':as intended also to
accgunt for differential recognition of previogsly—ei‘periénced and nbvel categaory
members, Classification and ‘recagnition judgements are important dependi;nt
/
. o .
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- This strategy of deducing cognitive st"?.t.ictur'e From diFFefential’perceptuaL fluency -

: ;nt&ieted tn indicate the 1mpact of a prmrly—l,earned structure (in this case a.

_48

variables in the arguments advanced experimentally below.

Another function which categary learning might be expected to affect

“ig the perception of individual items, The interest of this Functio*n for the study

of ccmcept Formatmn is less abvious than tha't‘ of the tasks hsted above, since the

.

cwert task is concerned with 1tems as 1nd1v1dua15. not as members of categnnes.

+

-However{,?t is widely accepted that perceptmn is influenced by the past experience

of the sydtenr (e.qg. -.Neiseer, 1967)y such that priorly-developed structure quides

percepfmn and cnnsequent perFormance. "For th15 reasnn, differential perception of
stimuli can be used to draw conclusmns about the nature of prmrly—devgl‘oped

A r

structure, Fcn' example. the classn: Mlller and Isa.rd (196a) 5tudy presented

semantic and grammatlca.l. gra.mma.tmal only, and ungramrnahc sentences to sub]ects,

L3

- -

their Fmdmg that meanmgfull st;muh were ea51er to percewe tha.n merely

F] 2,

grammatzcal stimuli, and grﬁmahcal stlrnuh ea51er than ungrammatu:al. was

-
. —~

gener. exntat;ti::: and semantic S?ru,cture) i:in the perceptien of individuél‘ events,

+ has been used in studies OF a vanety D‘F areasy 1nc:1ud:mg 1nF0rmatmn processmg

CR Llndsay and Norman, 19?7)3?\?;5‘1‘90151 Formatmn (e.g. Frledrnan, 1980), CJF

' partxcular relevance to the presen’c paper, whxch is cencerned wzth the o oy

'

representat}on of categorxes in memnry, are stud:ges in the ma.lnst\'eam uF memory

e

research which have emplclyed dxFFeren.tlal perceptual Fluency_ tq make inferences’

‘ahout the leve] of abstractiion of memarial .representation. .Ii:'cxr example, Jacaby and

E

his assodates (e.g. Jacoby and Dallés, 198‘1; Jacoby and Witherspoon, 1982§
- h) ° e

‘Tacoby, 1983b_)' have us_éd this strategy to argue against;c,ne necessity of d semantic

memoary system (_yjithjwhich prototype and feature-frequency models are closely

-

g

* .

~



associated, as discussed above), and for the suffidency of a memary system relying
an unsummarized processing episbdes {with which instance madels may be ident:iFiéd).
Perceptual fadilitation has also been employed in studies of v)ord_ O |
perception which share with cuncep\'g Furmation:'a concérn for detern;ining_the'basis -
of generalization of perﬁrmmce. Thus, for exa;\ple, Murreli and Morton (1974) :
used it to assess Marton’s (1969) not-ion that -yu'orc'is,are memnriaily represehtgd via
‘abstract summaries (lugogens), a strength notion which bears marked similarity to
the: Feature-Frequency mudels of cnncept representatian discussed abave. 'I'hey ,\.
measured the relative fluency of targets-overlapping a previously pr:asen’_ced ward
. _ﬁe.g. "bored") either in shared letters {e.q. "born") or additic‘maliy in a shared
mut marpheme (e-g. “bcrmg""), and conduded, on the basis of greater transfer to
the latter target type. that abstracted rnnrphen;es farm an 1mportant aspect of the
memarial representation of words, In contragicy,/l’_eustel. Sh1FFr1n and Sa.lasoo {in.
press) elaborated on Murrell and Murtun’s experiment, incrluding both hon-words and
overlap at the ends of items as well as at their begmnmgs, and concluded that
encnded letter configurations are a be'cter explanation than morphemes for the
observed fadlitation transfer. These papers raise the issue of the fundamental
pracassing units of the memorial representation supportjng-generalization, and’
demonstraté the pawer.of the perceptual fluency measure to make ir;{;erences about
these units, The nature-uF these units is a major issue of thils paper, as
indicated ab.ove in the di‘scussion of the complexity - dependence assumptions
implidt in prototype and Feature-Frequency models. For these reasons: ‘many.cf the
studies tp be discussed be‘low employ perceptual 1dengf1catmn rather than more
S

traditional measures of conuapt formation.

Miller and Isard, in the study referred to ahove, employed the
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. acouracy of shadowing sentences presented‘,additnrily as their measure of perceptual -
1

eages Their measure relied on the fact that the task was suffidently difficult

(because of speed of p’resedtation or because of masking; with noise) that resources

differentially applicable to different types of sentences could evidence themselves

in diFfer.ehtie\l facilitation of perception. Had the sentences been presented _
. ) . 4 ‘ : !

unmasked and at a low’rate, it is unlikely that errors wduld have been made in any

condition, In the studies presented below. perceptual ease was measured via the

acouracy of 1dent1'F1cat10n ch 1e’cter stnngs presented visually. T : kadﬁﬁculty
was increased beyand the trivial level by preseriting the strings for a very s short
duratmn. follawed b;r_ a pa.ttem rnask.. in drder that prmrly-devechped structure

. could he evidenced thraugh dl‘F‘FETEhtlal SUCCeSS. rates For dl'FFerent types dF
stimulis ‘

. ‘Because the“ methodolegy used to assess perceptual ability is a little
cnmpli.cated, and because a standard design was empluyed ;n "che perception
experiments below, the task al:\d dlesign will be explained in advance, Fig.7
illustrates the identiFication fask used to assess ease of perception. At the
begmnlng of e’léu:h trial, subjects were confrdn:ed b; a left- and right-caret on a.
computer monitor (Fig, 7a)» These carets were orienting stimuli, and remained

3 ,( -
constant on .the screen throughout the test. Trials were subject—-initiated. When a

subject depressed a key, a five-letter string appeared between the cerets (Fig. 7h)
and remained far 30 millisecnpds, being terminated by a mask (Fig, 7¢)s The _
subject was then required to produce dn paper the string he thought he-had ‘seen an
the screen. Subjects were required to p‘roduce five letters on each-trial, quessing

if necessary.

The design of the perceptual identification experiments was simple,

A



Fig. 7a. Fixation stimuli for percep-—
tual identification .
W
'Fig. 7b. Stimulus presented for about
30 milliseconds. :
o+

L

s EEEEEEE <

Fig. 7c. Stimulus display terminated by

pattern mask.
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but somewhat awkward to describe. It will be described Fi-rst from the point of
view of the subject, follawing which the ratinna{e'oF the manipulations will be
discussed. First, subjects were p-assed. through 30 pgrceptual idenf-tification trials
of the type outlined above, these trials constituting a pre-test phf_aée. Ina

second (traiﬁing) phase, subjects were exposed to a set of 30 stimuli, and required

-
’

to wark with fhem in same fashion. Lastly, subjects were passed througﬁ'e:

post—test phase, identical in all resbects to the pre-test, T
To explain the rationale of t'i"mese manipulations, the middle

(training) phase will be discussed first, In a typical eéxperiment, Fivg;stimbli

from each category were presented three tim;as each in lrandorn order, for a total of

thirty trials, Each set of five was selectad, as described abové; to average to,

the category prototype. All were equidistant from their prototype and

~ symmetrically arrayed around it, In a typical experiment, the subject’s tra.in'ing

—

task consisted simply of copying the strings off the screen, beii"\g'given all the
time he wanted to do the job. This training ta:sR is 'thegt:bjec’t’s up;ur‘cunity tao
pick up the categorical structure of the domain, either by abstracting out the
prototype, doing frequency cppnts of letter combinations or encoding the p.resented
instances. The stimuli presented in this task aré called bld, to reflect t‘fg;’act
that subjects have had a good apportun‘ity‘to laok at them, (The schematic diagram
accompanying each set of ?esults represents 0ld stimuli by' means of a bax around
the relevant symbol in the Training portion (see Fig. 6¢, above! IIa are Old)

For reFerr.ing to Old stimuli in text, the convention will be adopted of symbolizing
_them by means of a subscript "b“,'For Exarnplc;"_I_I_aD“.)

The Stimuléf_'m the pf;_‘- and post-tests were of three types.

Typically ten were the items exposed during training d %tems). The other

_\J%// |




twenty, not exposed during training and consequently catled Novel, consisted of two
sets of tej{i‘tems {five from eér:h categary) selected to make an interes@ing

contrast, For éxar;iple. the O1d stimuli might be type II, and the Novel ite.rn."s of
' s

fypes I and 111, (The schematic accompanying each set of results represents the
‘ ~

sets of transfer stimuli via boxed symbals in the Transfer portion: see Fig. &c,

—
~ .

above:) The various models under examination make different predictions about the

relative perceptibility of strings of these differing {y;-:ues after training. 4

The pre—tes‘.’t_waé‘;%’asehne measure c‘;F the subject’s ability to -
- ] . v
perceive the stimuli without training, The ’chirty stimull were‘prasen’ted once
each, in yandorg grder, The actwal measure of perceptual fluency used w-as the

number of letters corvect in position. As indicated abave, the post-test was

identical to the pre‘-tlest",'and was gg’érfed in the same fashion. Pretest scor}es were
then subtracted from past-test stbres, givir-\g gain scares for. each item, which were
then ayera.ged for each type of item in the Zme;iment {e.g.- Old and two Novel
types), yieldil?g a gain.s;:nre F.or gach type. These average gainls’aﬁ'es reflect
changeé in the learner’s ability to perceive types of items over the coyrse of the
éxperi::nent. They;epriésent the amount of extra pérceptual fluency exhibited by the
llea{mer aFte@e ht:.s had an opportunity to absorb the‘stnjt:ture of t‘;\é domain,
While a variefy of factors (e, p;actice effects) could cause a general gain for

all types of items, differential gain‘oF one type t;nmpared with another mu?t be gle
not to a generél Faétur: but to some Féctor differentially assud.:-;ted withrthe fwo.
t'j/peg. Differences in gains in perceptual ease were therefore interpreted as due
to tﬁe differential aﬁplicability of whatever structure th; learner bad picked up

!

in the task for processing the various stimulus types. Employing the strategy

. . * .
described above, these differential gains were used to assess the ability of the
- . . ) Il I

: R
¢ g Coe



W
o

various possible conceptual structures to account for performances Gain scores
were used in preference to the post—tesf scores simply to reduce the variance in

*

respanse due ta differential extra—experfinéntal fafiliarity of the stimuli,

Ta r:']iminate-gmss ceiling effects and other contaminants, subjects
wht:.vse average score an any type of item (any one of the sets of 10 parallel items)
on the pre-test was four letters carrect in posi/tion or greater {i.e, less than
one letter—-in—-position from ceiling); or whose average pre-test scores on e-my two
types of stimuli differed by one or more dimensional values (another ceiling
effect), were excluded from further analysis. The number of subjects so éxcluded
was small, No 5u_bje€t was eliminated Frorr; analysis on grounds of his post-test

SCores. . :

Now that the experimental design has been explained; characteristics

- of the stimulus space can be éxamined more closely, The actual letters occupying

each feature position were varied considerably between experiments, in order to

minimize any confounding effects of orthographic regularity. One constraint

" maintained across experiments was that the letters D, H, I, M, & 5, V, W, X, arLd 1

were never used, owing to their visual confusability with other letters, absolute .
rarity, extreme high or low Freq_ue;'\\cy in particular positions of words and/or
difficulty of pronoundation in arbitrary assodation with other letters. Another
constraint was that the first, third and fifth positions of all stimulus strings

were occupil\d by cﬁnsonants, while the second and fourth positions were gccupied by
vowels {"T" was always employed as a vowell, 'I"his C~V-C-V-C constraint made all
Stri'ngs pronounceable! the implications of this pronpypceability are discussed
below. Additionally, where ptissible. stimulus sets wera counterbalanced between
subjects. within experimenté.‘ For example, in an experime;pt employing the stimulus

)
L .
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types I_élD - Ib - V, four sets of stimuli were rotated through the three stimulus

types, such that each set.of stimuli was used for each type one time in four.

s

Table 3 illustrates one of the stimulus spaces actually used for the
comparison of stimulus types I_ao - Ib - ¥, (These stimuli are drawn from Table 2.)
It shows two categaries, having prototypes "FURIG® and "NOBAL", All the items
belanging to these two categories were created as deviations Fro\tje’se protatypes, ‘

by replacing letters of the prototype by cne or more of the letters "P", K, T,

", and "E". Such replacement was 5yrnrnetrica1 between categories, such that if

the "F* of "FURIG" was replaced by "P", s:b too would the "N" of "NOBAL", As a

result, these deviation—creating letters are equally represented in I;ﬁoth

categories, and he‘nce nép:discriminating. Thus the only features with above-chance

diagnostidty, and hence the only features useful Fcn" classification, are those

which make up the prototype, which shoul& be an optimal situation for tﬁg emergence

of prototypes as the representation of concepts. ..
Stimuli for all experiments discussed b(eiuw were created such that P

for all sets of training items, not only are the expenmenter ~defined pmtotypes

the average (modal} strings of the categories, but also the experimenter-defined

categaries have the highest cue validity of all possibie ways of cutting the domain

into categories. This 15 an important consideration for both protatype and

feature—frequency modelsi as indicéted above, Hayes-Roth and Hayes-Roth’s

prnperl;y—set model {(1977) assumes that categarization is determined by the feature

compound having greatest diagnosticity, and Rosch (1977) contended that the

tategories from which learners derive their prototypes are those which maximiz_e e

validity. Categories for which cue validity is maximized are those with optimal

structure, those for which claésification is most easily and aEcurately



Table 3

Example of Stimulus Sets Used in the Experiments

{ . Category Iw
Frototype: FURIG

BIKEF '
"GETUF _
GYRUF _

) -FYRIG FERIG FIRYF
» EURLT FURIF TIRUK
FURIG

.

- Neutralt  FLK,T,Y,E ‘*\49,

Cateqgory 1T

Frototype: NBEAL

I?D Ib" v

NOKAL -~ NOTAL LAKEN
NOBEL NOBYL LETON

s FOBAL KOEAL LYBOF
¢ NYE NEEAL FABYN
- - NOBAT - NOBAF TAEOK
» - . NOBAL
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accomplished., Thus the issue of cue validity can be thought of as at what level of
inclusiveness the most informative cuts can be made in a stimulus domain, so that

similarity is maximized within groups and minimized between groups: and as a

« -

result at what level of<inclusiveness ‘non-arbitra.ry categories will emerge. The
outcome of this issue determines the number of functional #ategories that learners

would be-thought to evolve'. the number and identity of their members and the

, - b
identity of the functional prototype representing those categories. +

Hhile these considerations are most clearly directed at l\s”j N R

class#it_:ation. they also have impli:ations for performance on retugnition and

-

~ !

percepttjal identificatinn tests. Both of these tasks would be considered by

protuft';;; models to be accomplished through accessing the representations of

caleqqries encoded i:w memaory as a result of the automatic pmcéss of abstractinﬁ

commonalities. This p(rczCess of abstracticn is thought to accur even when the task (\
is not bveftly catern’cal' this is the abstraction explanat:ion of the farmation i
of concepts in the warld at large, in which many of one’s ¢{a;:peneru:ﬁu:. of category | / ) '
members take place when one is not explicitly attempting to classzfy thenzr A |

51mple 1ndependent protutype model applied to perceptual 1dent1f1catmn would seem

to claim that the elements of an item would be perceptually fadlitated to thee. i

extent that they match the sepa) e dimensinnal values coded in the prototype.

—

) i W
Similarly, a purely ahstf"' ctive,

ple mdependent protatype model would predict
that recognition is a function of the o{:rerlap between a target and prototype. But i
-the prototype is detemuned as the centrabtendencykf a category whose membership
is chctated by e va11d1ty considerations, s

”

item is an indirect FunctiorhoF the diagnosti‘ it

hat perceptual identification of an

y characteristics of the whole K

F

by




- categories are most valid, then the functional prototypes should be the two -

‘the éxpenmenter-deﬂned categories. In this case, there are anly two

indusiveness, each encompassing the three repetitions of five items. If these

56

which to assess feature-frequency and prototype models of categorization, and
prutntype pred1ctmns of recagmtmn and perceptual identification. However, it is
less 1mportant for feature-frequency pred1ctmns of recognition {(and probably of
perceptual identification) since Feature-"Freq_uency models assert that recognition-
{and probably perceptual 1dent1ﬁ:atmn) performance is mediated by the taotal
strength of the target, not simply by those compounds with high diagnosticity.

' For the stimulus domain illustrated in Table 3, cue validity might bE.‘
maximized qu the i;\‘aividual trai‘ning-items themselves as separate categorigs. or
for the items grouped ir;tn the exp,eﬁrnenfer-defined categories s.hown in the table,
If oye validity is m#ﬂized for items, then the domain consists of ten ’
non-arbitrary categories, each\:nnsisting of the three repetitions of an ifem. In

this case, the domain would be thought to be represented by ten prptotﬁes, each

identical with a tra.ining item. ‘Al‘l:ernatively, cue validity might be maximized for a

non-arbitrary categories in the domain, and they are at a relatively high level of

.experimenter—»defined prnfutypes, far exarﬁple *"FURIG" and "NOBAL" in Table 3, It i.s
necess;ary to determine which level of indusi\;'énéé.s has maximal cue validity, in

order to determine what are the Mdinnd categories aﬁd protut'ypes. s0 that
appropriate predictions can be mac(a under the prototype perspectlve-

Table 4 illustrates the computation of cue vahdlty far the J

categones in Table 3, as;amxng as in Tab_le 3 that the 1tems.(?!lve‘been used as
training items. The first section of Table 4 lists the five training items from

each experinaenter-defippd category and demonstrates, that "FORIG" and "NOBAL" are

iR cate tes-th nd "NOBAL® ar |
?:"% L s oL x s
y; ) . . &] o oo

., L - K - “9_’; B . - . -a°
i . '.@3 L VS s o

T
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Table 4

E:ample of Calculation of Meanm Cue Vsglidity

Frototype #1

I Training Items

Prototype 32

FUKIG . NOKAL.
. FURES NOBEL
FURIG . POBAL
FYRIG NYEAL
FURIT NOBAT
FURIG NOBAL

v

IT Validity of 0ld ITtems as Separate Categories

e "

Mean

R

P(FUKIG/F>=1/4
PC(FUKIG/UY=1/4
PCFUKIG/K)=1/2
FP(FUKIG/IY=1/4 -
FC(FUKIG/G)=1/4

1.5

cue validity = 1.9 75 = .3.

) e
[\ R [~
{

5

-

Formal Frotot4ypes as Cateqories

ITY Validity of

. F(FURIG/F)=4/4

/ F(FURIGAU)=4/%

[ )
é,ean
S

g
f’éji

b,

P(FURIG/K)=1/2)
F(FURIG/E)=4/4%) -

N (FURTE /=474 ~
NUTERREE A

cue validity = 4.57 5 = .9

N \ .
N
™ \:1)3“
. vy ‘ A
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indeed the modal strings for those categoriess The secand section demanstrates the
- computation of cue validity for a single ald item, "FUKIG", that is, the validity
of "FUKIG® as a categary in its own right, eon:s;isting of its.repet'i?ions. Of the
 ten presented items, four have an "E*, only ane of which is "FUKIG" Thus the \
probability that a presented string belongs to the "FUKIG" category givep the
i_n;cnrma;tion :chat an "F* has been presented is 1/4, The same computations hold for
the conditional probability of "FUKIG" given "U®, "I" and '(.‘;'f_. However, of the ten
presented etrings. only two possess a "K", Thus the condit'ienel probahility that a
presented string belongs to the "FUKIG" category given that “I§" occurred is 1/2,
V'I‘he mean cue validity for "FUHIG*, tha.t is) the mean probability that the item
- presented belon95 ta the "FUKIG" category given knowledge of any smgle feature, is
the mean of these md.w:dual cnnd1t1onal probabilities, in this case .3+ All of
the nther nine presented 1tems have the same mean cue vali_dity. Cutting the space --
into ten cateqories each consie.t-ing of one item thus resul'cs,'g\ fairly paor
diat:;nnst-it:ity for the Eategories: the acruracy of classi?icetinn from this basis
is little better than chance (which is 1 in' this case).
| By centrast.- t.he third sectiag of Tableﬂ4 presents the c:alculatiun of
cue v?hdlty for the higher-level categnrzes represented by the two prototypes in
Table 3, This section examines the cond1tmnal probabahty of membershif of the
item "FUKIG" in its experimenter-deﬁned category given each of its features

Y [

separfqely. Of the ten training items, four possess an *F", All four of‘these
> .
belong to the-eategory represented by tijé prqtutype"‘FURIQ". -Thus the conditional

probabmty that a pres@hted 1tem belongs tu the *FURIG" category given that it

possessesén "F" is 4/4, The same @bab’zhty obtains g1ven that a "o, "I" or "G
¥

has#ecurred, However, only two of the ter}fraumng items ha.ve a"K", and/only one

) , % .
?_\‘% (. A

£ 4

<%
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a
of these is a "FURIG"-type item! the conditional probability given a "K" is thus

1/2, The mean validity of the features of the string "FUKIG" for the "FURIG"
ca_t.egory is thus 9 + The same is true of the other four FURIG-type stimuli, and

of the "NOBAL"-type stimuli for their category, These two categories therefo_rg
represent a high-information cut of the domain, in fact the most i.nForrnaﬁve

possible cut! no other way of grouping items achieves as good a basis for

r.lassiFying. Thus the experimen'ter-define'd ;ég-s@pnssess optimal

., hon-— arblt'rary structure, and should be the functional categories. Under the
protntype perspectwe thi% means that sub}ects should be sensitive to this

partition of the domain, should abstract out the prototypes "NOBAL* and "FURIG" and

shnuld*represent the domain memonally through these two strings.

Thig cnndltmn is true for all the sets of stimuli presented as \
training items 1n all experiments presented below. In éa.ch case the cue validity
of the experimenter-de;‘ined' categories is greater thar;' thaf of tﬁe'items as .
categories. Thus in each case"\the expg'rimenter-—defined pnrofntypes should also be N

the functional prototypes, under the assumptions of the prototype perspective. The
P ’
tue validities of experimenter-defined cateqories are given with each set of
results, to provide the reader with a check on this assertion,
L

While this discussion disposes of the cue validity issue for

-
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f
of Table 4, we may examine the diagjnosticity‘oF one—, two—, three—, four— and

hve—tuples of Features for categories at the ft%m and experimenter-defined levels.
l

The validity of nne—tuples has already been givep “above as .3, The conditional

besides "FUKIG* posagssing each of these compounds; the conditional probability

{ * as well as one of these four letters is 1/1,
i ’

| since such compounds ocour once only in tﬁe set of ten items. There are six of the

.given any two-tuple which cantaing

farmer type of compounds and four of the'latter. This yields a mean diagnosticity
- .l .
N
of (6 x1/3)+ {4 x 1)} /10 =,6, Similar computations yield mean cue

validities’ Férj’cems as éategoi'ies of 8 for the three—tuples and 1.0 for the four-
sdr [
and five-tuples. . In contrast, for the expenmenter-deﬁned ategories, the cue
. ™ .

validities are .9, 1.0, 1.0, 1.0, and 1.0 for one- to Fiveﬂmples\gspedwe}y.

This means 'that it is pot until the learner is processing items in units of four or

five letters (i.e, the Functiunal ‘Featur-e is a four- or five-letter chunk) that
i

features become as diagnostic for 1tem—-categnnes as %expenm&nter-deﬁned

. categones. In practical terms this means that the prutotype perspective must f7

cnntmue to insist that the functional prototypes will be.the expenmp}nter—dehned

L

prototypes "FURIG" and *NOBAL" until it is willing to grant that the level of fhe

levels of feature compounds (as ‘mns’g feature frequency notions insist) then the
experiﬁ“ienter—defined cateqgories retain th/ej.( superiority in diagn\ost.icity, and

hence would still be thought to be the func ‘al categories; and thys the

! :
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experimenter—defined prototypes would still be thought to be the functional

)

prototypes representing the domain.,

)
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CHAPTER2 oo

The Mental Representation of Concepts . -

‘® - "’

I Encoding Appropriateness and Perceptual Identification

Al

As mdu:ated abcve. the rationale of the experiments conducted in
thls paper 15 that different cunceptua.lﬁcructures predict dxFFerent patterns of
perfarmance, at least for some distributions of density of the domtain. These
differential petterns‘can be'used 'éu eliminate hy;othetical conceptual struetures

making incompatible predictiuns. This experimental strategy requires a trqining?-

\"'—\

cnnd:tmn “Which perm1t5 development of cognitive structures to a point where they

can evidence thernselves through dxFFeren‘hal perForrnance. Thus in prepara.tmn far
the studies contrasting abstraction end‘instance predictions, a sgries of

experiments was run to determine what amount and type of exposure to training

-
' ~

stimuli was sufficient to pruduce perfurmance differences among types of items in

the post test, The axpenrnents descnbed in this 5ectmn trace ou the effects of
varying 'grainlng tasks‘, including letter‘-s_earch. pronoundation, spelling and

writing, on degree OF diFFeren"tial transfer in perceptual identification. Each

T

All Four exlperlments‘ to be ’reported here employed th t: ulus sets

: percep_ﬁjal identiﬁcatiqn[)téskmnlsi‘_'-'.ting of the 30 Ia, Ih and ¥ strings. They -

'
r
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were then exposed, under ong of a variety of encoding conditions, to the 10 la
striﬁgs, repeated three times each in random sequence, Lastly they were passed
' through the post-test pepesptual igéntifjcaéion task, idenp‘.cal to the baseline
task. As indicated abovi. the dependent variable was the difference between
transfer and baseline per;:eptual accuracy for each stimulus type,

" In the first experin;ent the training reqmrremenégxgng_sisted of a
letter"sea.rchifa% which incidéntally (gquired sUbjectt:‘; to scaneach training

string, This écanning activity was the anly basis on which subje\f:tsj could develop

some sort of cognitive structure representing the domain. TI‘\\E gain sf:nres for the

N
- ~

three types of stimuli are shown in Fig. 8a! the mean gain smreé“ara\le_lc'):\ 34,

Ib} 23 and ¥} .22, These gain scores are all very small, suggesting that"

r

training has affected performance on the identificatian task very littlgi” None of o

the differences between these gain scores approaches significant levels, The
stimgli in Experiment 1 consisted solely of consonants; it was the only study run
far which this was true, In all subsequent studies the stimuli were.C-V-C-V-(s, as

indiéated above,

!

In Experiment 2, shown in Fig, &b, the sole training réquirement qu«;'/ T

_that subjects prancunce the stimuli. Int is cas the P?pnouncin'g activity s the
only basis upon which-subjects coulq .devéioﬁzgnitjve structure. The mean'gain
seares are _I_E_ID: 1,09, The ::;7., and V3 ﬂ{ . Ther;é'is an evident increése in the
magnitude of the gain scores from tI;lE Firs;c e‘x;eriment,‘perhaps attributable to.the
change tcfprﬁnpunceable strinés. Huwever,'although_ thP:l-"E appears to be a tendency

toward differential gains (Ia strings gain more than Ib strings, eu.wd'lg gain mare

thap ¥ strings), hone of the differences bétwden gains is sig:hicé_nhxn a third

expériment, all conditions were retained, wa&ubpds were reqfﬁ.red to
.*“--..l . /( A L. R
: ! N ) \ . . i
- > , ~ ’
. A ) \

J
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spell the training strings arally, The mean gain scores, seen in Fig. 8c, are I_aO:

1,04, Ibt .66 and V. «27.. These results eyidence the same trend 5.;_=en in >

Experihent 2, but more strongly} pa;fwise contrasts between gains are marginally

significant (p € .05), ' _ - : i
| Finally in a fourth cnn_ditéon subjects"were required to copy the

strings during fraining; again, this a:hv:ty is the sole basis for developing a

_cogni-tljve st_‘n)cture represgnﬁgg the demain. ‘;I'he resultantr gains-(Fig. 8d)

demonstrate 'an even mgre, pronounced effect! mean gain scores are I_ao: 1.36, Ib:

/8 and V! .17+ All pairs of ga;in scores differ greatly (p < ;61). This

tra:mmg condition thus skemed to satxsFy the requirement for a type of exposure to

. trammg, stimuli that would result in differences between. shmulus types on

transfer, and sa was employed for the studies to follow testing predictions of the
lj[ . M

" 'This series of studms strbngly suggests that dxﬁ-’érentml success on

prntdt}?'pé and instance perspe?es.

the transf-'er t'glsk depends on the manipuléltiﬁn of encoding f:luring training.

r ' . - !

Processmg at retrieval 15 not’ 1mphcated since the retneval taskwas not vaﬁ,ed

——_fp—
in thxs set of expenments. no a.rgument is made that autput task would not aFFect .

d:FFereM_a.l tra’hsfer if mampulated. The results suggest a gradient of

LY

appmprxateness“ of encod:ng»to ‘transfer, This "approprlateness" might ) thought’

of as Eﬂ:ﬂd&plaboratmn (Creuk and Tulvmg. )973) and/ur 1st1n iveness (J‘ acoby_

and Creuk, 1979 such that the eFFect:ve prnperty ch th 7tra1 i the latter

. expenments compared to that in earher e;pe ments is a richer or more - -

TN \

; S
szFerenhated encndmg which is less conf-usable with everytl‘ung else encc:ded, and -

i

Qir;ce of greater beneﬁt tn Dld 1tems at transFer, and wmch is of greater benefit
A

to old than novel 1tems because it makes the encudmg of old {jm;jt only R
v P ~ ‘ | v . /\ Q/
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distinct from other old items, but from experiences i|.'1 general. Altérnat\"i_vely.
~ thisx'iapprupriateness" could conceivably be thought of as encoding spedificty
{(Tulving and Thompson, 1973} Tulving, 1979), such that what matters is the de;gree
of similarity between encoding and transfer conditions. The training requirement
of writing the items p the subject through a series of operations that .are ‘ "/
nearly identical to the. upera;tions he goes through for old items in the transfer
task, but lés'::, similar_l_tg-the operations required in the tr;nsFer task far novel
items. For mtér train‘ing conditions there might -be less similarity between
|,"c;'a.ining and transfer operations for old items, ant hence perhaps less mntrast
;gt\uveen the similarity of old and novel iBEm aperations on ‘transFér and encoding
ope’rati.ons. ‘The experiments G}Fgred in this paper do not—-p:;t':wide a critical test
of these explanatiors; however, the impurtahce of tas_ic—induﬁed differences- in
encoding for later conceptual performance will be discussed below as a major
difficulty for abstracficrn madels, which in general ignore what.the-sybject is
doing. when he encqunters a stimXus. | \ \
1;; seéond conclusion , L@Bé/escperiments was that the baseline task
(pre-test) could safely be discarded as a source of differential gain. Looking
. acraoss thé four experiments, it appears that .the slope of the tran*_;;ﬁer gradient: is
affected 'principally by the en.cnding condition gmployed in traipning. It is

4

particularly ‘evident in Experiment 1, which has a flat transfer gradient, that the

A

baseline task has no significant diFFerenti-al effect on gains, As a 'result,_\alljf_

differential gains in transfer are assumed below"to be due primarily to expérience

of training conditions.
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II Simple and Complex Independent Abgtraction Mpdels
~ : +. [§

Subjects in Experiment 4 evidently learned snmethi:ng. The qﬂestion
-, _ = N

of the ﬁa.ture of the representation of that learnlng now arises. In this sectton,

s

a variety of experiments are reported that test the sufficiency of the first twa
classes of ahstraction models to predict pe}Formance. The strategy of this and
succeeding ser:tinn‘ is-to test successively more complicated abstraction models,

] he _
indicating the inadequacy of each, and-showing ttj‘e additional assumptions required

to repairthe model. The intent of this process is not, of course, to show that }

-

<
abstraction models cannot in princple accmunt\/{-fo? perfarmance, but rather that in

-

. " .
order to do sn, they require such strong and complex additicnal“assumptiuns that =

. i T
they lase the simplicity and economy which were to be their ch&if virtues(
- . . * © l
One of the four counterbalanced stimulus spaces actually used f o\

: ' |

subjects in.Exp.eriment 4 was illustra@ in Table 3, abavk. Simple indepehden

abstraction models must predict that subjects exposed to this domain fqrm two )

summary structures, eachocnnsisting of the mr;?dal values nf-'.whatever groupk of items
have highest cue validity. Subjects will develop thesé structuré; despité the fact
that in this experiment they were not informed they were in a concept tafik, and
we'é.never required to attencT:co possible ways oFchassxFymg the stimuli. Such
models must predict the formation of summary structures under these ci‘rmmste‘incesf',
because of the prime value of the abstra‘ctiun perspective that abstractiol:n of
structure is an avtomatic activity, accaunting for the formation of cﬁncepts noé

only while people are explicitly trying to learn categories, but also when they are

simply operatmg on the stimuli of the world with no exphat intention of learning

to classify. (Again, this paper does not dispute that people can elect to

v

4
3
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abstract, only that .abstraction is an automatic and uI-:Jiquitous activity.)

:‘ Table 4, above, illustrated that the experimenter-defined groups of -
training items rlnaximize‘ cue validity; the mo;:la.l values of these ygroups, shown i'n
Table 3, must therefore constitute the summary structures that subjects are thought
to ébstrac_t through experience with the domain. A simple independent prototype

model must predict that items consisting of exactly these‘valu hould be best

perceived, since they consist of precisely that information by which the categories
are ‘thought to be represented. All other items are predlilcted to be petceivéd with
accuracy .prnporticmal to their similarity to the nearest prototype, where
similarity is defined by the number of dimensional values overlapping between thé o
prototype pattern and probe, Taking all-this into account, the simple independent
prototype model can be held to hred';ébthat Ia and Ib itt_ems will be perceived with
equad, high accuracy, despite the fact that Ia items-are old and Ib navel, since
they are a11‘ one letter—in—pnsitiur; different Frorﬁ their prototypes. Items of the
b

¥ type Iwill be poorly perceived, since they are all_tc;mplet_ely different Frt:fn t’he\
nearest prototype. The pertinent results have airéady heen shown in I-‘i_g. 8d, but
are repe'aéed here as Fig. ‘;;’a for the CDI"IVEF‘IriEI'ICE of the reader. It is evident that
the prediction for ¥ items is correct, but the prediction of equal acturacy of
identification of Ia and _'_Lg'items is disconfirmed! the old Ia items are better
perceived than the nqvel Ib itl_zms p <.01) ’

The simple inde‘ﬁerfdent strengfh mudei, consisting of the set of
'high—Frequency features, predicts that #mrgw of perception will be a function OF-
the number of high-frequency features possessed by a'pi'nbe. Since the set of.
high-{-’reqﬂ:ency features consists of the modal features in this preparation, the

* . - .
predictions of this model are identical to those of the simple independent

- ' Ay N
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prototype maodel, and hence the prediction of this model regarding the Iaand Ib

-

items is also disonfirmed.

“In contrast, a nearest-neighbour instance model claims that during

<~ the course of training, representations of the old items themselves were encoded in

v

mer}’mry. Tt predicts that items will be accurately perceived to the extent that
theé“are similar to the closest item in the training set, The Ia items are closest

to itpms in the training set, since they chmprised the training set, and hence are

predicted to be'most accurately perceived. . Ib items are less similar to items in
] N

the training set than Ia items, but more so than E'items; in consequence thay will

be less accurately perceived than the -I_a itemns, but better than'the 'V items. This
- "\

is predsely the pattérn of results illustrated in l'-:ig. %a. However, the
farmulation.of the instance model pfuv{ded here is very crude! the similarity
metric is not spedfied, nor the precise nature af the representation of encoded
old items, nor is the method by which current ‘presehtatinns recruit prior
encodings. These issues will be de;‘alt' with latn;.-r in this paper, as relevant

evidence arises. In partiailar, evidence will emerge which will lead to

. -

dissatisfaction with the nearest-neighbour assumption of this model, leading to its

1

being supplanted by a mu'ltiple—resuurces assymption.
© - Experiment 5 was néarly a replication of the foregoing experiment,

: L. . 5 .
except that.it employed the stimulus sets IIaG —IIc - V. (One of the four

E coupterbalancéd sets of stimuli uéed is illystrated in Table 2, abave.) The major

rationale for running this experiment will become deér shortly, in the section
' .

below an letter—by—létter analyses. However, the experiment is also valuable as a
check on the generality of the results of the previous experiment, In this

. ot . »
.- manipulation the training stimuli differ from the .prototype by twa features, and

. 2 R
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are also in cbnsequence farther apart from each other. This stimulus space has a
lower density than the previous one, and th"e peak density has moved farther out in
the space. The Ilc items are also two features different from the protc;types, and
two features dﬂ-‘Ferent fram the most similar old item. The v 1tems differ from the:
prototypes and also from the nearest old item in nearly all of their features. The
cue validities for the experimenter-defined categories averaged +8, and represented
maximal cue vaiidity for the domain. As in the foregoing experiment, therefare,
under the assumptioné of a éimple independent prototype model t;he
experimenter—defined pmtotybes sr:nulq erherg:eduring training fo represent the
catégcri_esf _ |

The lower density of *;'hir_-'. space may be held to affect the‘predictinns
of the simple inﬁependent sltréngth madel, in that the high-frequency features in
fhis .st‘udy"l"lave lowe; Frequenc;r than fhey did in the foregoing study. The result
shculld. be an oyerall}dﬁﬁ;éﬁormahce an all types of itgms, although the
predictions of reiative SL;CEESS -among ’ch‘e typé's of items rema:iﬁ as they. were in
Experimenf 4, The lowE\; density'might also‘be tho‘ught to aFFe'f:t the simple -~ |
mdependent protntype, at least in that' there might be a higher probability of ™
error in determmmg the modal values, since the modal values have lower Frequen@
The result agam would be poorer overall perFormance. however, this is a very weak
p;edn:tmr;, since the mechanism by which the protntype is created is ill- speszed.
-Mure 1mpartantly, simple mdependent prototype models predict the same pattern of- :
relatlve suctess as they d1d for Experiment 4, namely equal perFormance on I1a,and
IIc xtems. since they are equally s:rmla.r to the prototype. The 1nsta.nce model
also makes the predictions it d1d For Experiment 4, that old 1‘cem5 (IIa in this

case) will be best perce:ved, since they are closest tc: what it claims was encoded
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in training, and fhat v items will be w.orst pefceived, since they are farthest from
the training items. Unli.ke the strength notion, it does not pre&ict poorer.
perfarmance on Ila items in this experiment than on Ia items in the last
exprerimentt the réd;Jced Fréquency of letters does ncl;c affect the similarity of old
ite;ﬁs to themselves. |

The results are showﬁ in Fié. 9b, The mean gain scores are I1a !

=0

1,49, 11c! 75 and ¥ .13, All pairwise cumpariéons are significantly different

(p <.01). The fact that Ila, items are better ;Serceivéd than IIc items is .
consistent with the instance model, but again disconfirms the predictions of thjt'e
simpfe indépendent prototype and strehrgth models. -Moréﬁver. cdmparing F'i.gs.. Fa and
%b, the decrease in overall perceptibility of the 'items‘ that is t; some extent |

predicted by the strength model is not eViHent_.‘

These results are difficult for simple indepéndent models to explain,

. i - :
- .

However, théy present no uﬁ?;té.:le fu‘ the Ct:;mplex independenf‘ models; which code -
both modal and 'departure letters in their prototype version; ar the.'{-'_re-qluency of ;
all di.m;ﬁéinnal Qal'ues 1n their strength version, ‘_These:moc!elé actuélly predict .
that old s‘"t"rings will be better perceived than novel on'és. This is because; in |
their dimensional versions, these models claim ‘that in the case of an’old string /\
like "FUREG", in which the. YE" is a départu}e fram the protatype, it is encoded as_
a departure in the fourth gusfﬁon of the strings When "FUREG" is later presented
as a prabe, there is a repkgsentation in memory for each of its compn‘nen_ts,' both ‘

modal letters (F,U,R, and G) and departure letters (E); so all letters are well

recognized, However, when a nave] item like "FERIG" .is presented as alprobe,f the

"E" is.in the second position, a position in which it was never séen in training,

and hence a position qu which it was never coded. Hence when "I—‘ERIG"‘is presented
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the' pnsitions they accupy in bath uld and novel prubes. the prototypes should

70

-as a probe, the "E" is poprly dealt with, leading to poorer performance for novel

than old items.

-

Two things must be noted about this argument, First‘, it-applies only

L)

to stimuli tredted as dimensional entities, and hence does not protect the subdlass

of dimensicnless complex independent modeis (e.g. family resembla_ncé models),
This subclass fails along with the simple independent models, since, bemg

d1mens1cnless, it- should not matter for these mndels where the "E" is located: it

‘should be perceived with accuracy commensurate with its Frequency, regardless of

it position. This failure leaves only dimensianal complex independent models as
o
Secondly, Fm_’ this explanation to work even for the dimensional

]

: complejc‘inaenendent models, all of tne difference between old and equaily

prototyplcal novel items must be due to poorer perceptmn of the departure letters

in novel items. Since all of the modal letters have been seen dunng training in

'assxst the percephon of these mndal letters to equal degree in both types of

1tems. :
'I‘able 5 presents nbserved letter-by—-letter prnbabﬂztxes of accurate
percaptmn Fcar Experiment 4, the first copymg -study. Column I presents data for

Ia , Ib and V¥ stimuli, giving prnbahxhty of correct 1dent1f1ca‘cmn of departure

letters and average probabﬂxfy oF correct 1dent1<F1catlon of mnda.l letters for each

st1mu1u5 type For the pre— tes + Column II gives sm’ular data for the post-test.

Column III shaws the gam in probabzhty of zdentlfymg each. Thus the Fzrst entry

in Column III can be read as in ratmg ‘chat due to tra.lnmg, the pmbahﬂ:ty aF

L3

cnrrer:tly identifying a modal letter. in an item increased. by \27 . Since in this



Table S

<

Experiment 4 - Letter-by—letter Datsa

re

I . . IT I1I Iv
Fre—-test Transfer Reduction in Gainm in
probabpility probability probability letters
of errors of errors - of errors
: (T - I
Iz, modal« .45 18 .27 . 1,08
Is, departure .54 C.290 W26 26
Ib modal .43 .23 . .20 .80
Ib departure + 30 . v o2 =402 -.02
[} - '\’)
V medal .38 : +36 B .02 .08
-
V departure 47 K »20 -.03 -.03
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pre;;aratiun there are four modal letters per string, this led t(‘:) a (4 X- 27 =)
1,08 letters-per-string increase in accuracy. The total gain from this source is
noted in Column IV. Similar computations in the second line indicate that training -
: lea to an increased probabili'q; of correctly identifying the departure letter .irr

nld strings of \26; since there is only one such departure letter in each string,

a . N

this amount represents the total gain in acauracy due to this source for the item.
Adding the gains from both sources yields a total gain for old stimuli of 1.34"
letters-per-—st’ring, which was the valwe plotted for ED items in Fig. %a, The
remainder of the table presents the sa.n;e type of information for Ib and ¥ modal and
departure letters. The data from Colum;.IIII are plotted in Fig. 10, which presents
the -d.’ata FrJom Fig. ¥a analyzed into the confributions of departure letters and
average modal letters.

Two attempts will be made to interﬁret these data, First, from the ..
abstraction perspective, it may be seen that the probability of identifying a
departure element in a lay item increased by .26, whereas the probability of
idlentify.ing a departure letter in a Ib (novel) item increased not ait' _all asa
result of training, The dimensional complex independent madels predict just such a
pattern, since, 35 argued above, departures in training items are coded in
position, and Hgnte will be better perceived in old items, in which they ap;;éar in
their training position, tﬁan in r"lnvel items, in which théy ;ppear in a n_s:wel
pc;stition. "However, this is the only evidence in favour of the abstract;.on
pregiictions: the rest of the data i:s inconsistent with this perspective. As noted
above, the gain for modal letters of '._[E_LO strings is 1,08 letters per item, while ' T
that for'1b modal letters is only .80 ., Thus .28 letters-per-item of the |

difference between the perception of old and near-novel items is due not to poorer

._/—""f
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perception of the departure letters but to poorer perception of modal letters in
novel items; and this .28 difference is approximately half the total difference.
between old and near-novel items. (.28 / (1,34 - .30) = .32), This is5 a serious
violation of the complex independent ahstraction argurr;ent, which, as noted above,
requires that all of the difference between old and equally prototypical novel
items be due to eoorer perception of the departures in hnvel items, since madal
letters have beer:l seen in training in the positions thejf ‘gccupy in btoth uld‘a.nd-
novel items, and heﬁEe the summary e.egnitive structure should ae‘sist perception eF
these letters to equal degree in both kinds of items.

A second interpretation of these data depends upon ahandonmg the
assumptmn that the-letters of the tra.mmg stnngs are prccessed independently.
This is a serious-step for the pmtotype perspective, which, as discussed above,
has an ireplicit value that items in the world are treated by learners as bundles of
independently coded, recombinable elements. The abstractive orien’tatic:m of the
prototype perspective has led it to a@sume that subjects proceés‘items in units
smaller than the whole item, Units upan which various summary etat_istice can be
calculatad aeruss items. Tﬁe usual assumption has bee_n that the
experimenter-defined element (e.g. the lett'er in a string {Rosch and Mervis,
1975}, the elementary tr‘ens:’-'ormatiun (Franks and Bransford, 1971} or the deviatinn
of adotin a pattem (Homa, 1981)) is the unit of processing, and that items are
constructmns of such elements tin the tradztmn of Bartlett (1932), The
interpretation oF the Foregcung da,ta to be made here assumes that_ the unit of
praces-;ing is closer to the whole item, and consists of a bundle of the

experimenter—defined elemehts bound into an integral processing wholes In the

extreme case, under which the encoding unit is the whole item, the cue validity
L [ :
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prindple would indicate that protot‘ypés (and inddentally categories) are as

multiple as instances, and in fact are the instances. If encoding integrates the

* pxperimenter—defined elemerits ta this degree, the prototype view collapses anto the - -

instance view, Itisa méjcr argument 0—F this paper that encoding at a level of -
integ'ratioh higher than the level_ of the experimenter—defined element, closer tﬁ
the level of the whole item, is common, and that to this extent the prototype view
is not as general an expla.nation o.F performance as is the instc:mce perspective. -

© The data of Téhle Sis m;éistént with a'relatively high_level of
integration of the e.lerhen_ts. that is, relatively halistic eﬁcnding of the items.
These data appear tp shu;u that perception of each élernent of a stimulus is
dependent on the ﬁresence of other elements in the context of which that element

was origj.nali'y encoded, {This notion of dependency on context is formally

identical to the notion of inter;—dimensional dependeﬁcy introduced above.) For

- ['e'xa'mple, the reader.may recall that Ib departure letters are presented in a novel

.

position along the string, and adjacent to letters to which they were not

previously adjacerit, while I_aﬂ departures .are presented in their old position,
still jadjacent to their oid neighbnurihg letters. Thus while departures of both

types of strings are exposed during training, Ib departufes are presented in the
, . . ¥
post-test in a npvel context, while I_aD departuresiare presented in a gompletely

]

‘ reinstated context. Un_der thece cnndit:ions., the Finding that Ib departures do not

show any gain in perceptibility after training, while departures in Le_io items do,
‘su'ggests that departui'e__lette.fs ga.in"nnly if they are presented in a familiar
vl:ontext.

. ! N Y

More generally, any letter is perceived accurately only to the extent

that it is in a familiar context, Ib departures arein a quite novel context, and
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" gain nil} I_ao departures, in an entirigly familiar context gain .26 lett;ers per
~string. I_aO macfal letters are also presented in a.n entirely familiar context and
gain elbout the same amgunt, .27 létters per string an average; while Ih modal -
lé;fters are in a centext which is four—fifths reinstated (the-hovel departure in Ib
strings accounts for the rnissi'ng fifth) and gain .20 letters per string on average.
From these data) the degree of reinstatement of the context of a letter fram the
training to the post-test appears to be highly correlated with the degree of gain
.in aceuracy of perception of the letter® I_ao modal and _depayture letters,.both in
completely familiar-contexka, gain largé and appm-ximately equal amourtts; Ib modal
letters, with less context reinstated, gain less (p < .03)} while Ib dé;ﬁartures,
in a completely novel context, gain much less (p < .01)‘, in Fgct approximately
zero, Modal and dépéfture letters in type-V strings have aim\if;t no context
reinstated, and also have gains near zero. |
However, it cannot yet b‘e concluded that the familiay'ity of TE
- context of a lett;er, irfl the sense of the associatiun- of a letter wltah part;t.:ular .
other letters of the string in a particular arder, is respnnsiple for the
perceptibility of elements. An objection may be raised from the prototype
perspective that not only was the tontext of Ib departure letters not maintail:led,
but also they were'presented in novel string positions; and that this latter
factor of novel positinn alone accounts for poor perception of Ih departures. This
objection athf_npts to resaue the independence assumpti'on » By denying the import of

-

the association between elements of presented items. It is a weak objection, since

: 4
it fails to account for Ih modal letters being less well perceived than I_ao modal

letters; it appears that integrative encoding of the elements must be invoked to
- . 7

4

explain this difference. Howéveﬁ;' E:;c'pgriment 3 (already partly explained abu\..re)ﬁ

e
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permits investigation of whether tt‘?;s novel-position hypothesis has any merit, or

whether the conf;t—temstatement argument is the better explana.tinn of the date.
In Experiment 5, there were two departure letters per tra.ining item,

Each particular letter that was used as a departure appeared in two stringis:et each

category (see Table 2 - training stimuli for Experis 5 are II_aD). These

departure letters were of course presented in their traiding positions in pld

" transfer items, and with completely reir;-stated context. In novel transfer items,

A

the d.eparture elements were also presented in their training positions. The only -

. difference between the Ila, and the equally prototypical IIc transfer items was

ttnat the inter-dimensional co—-ocourrence of departure letters was.not maintained

far the novel items. Thus if "P” and "Y" are departure elements in the training - -

R

o

’ strmg “PURYG",. they will occur in the novel 1t‘ems “PUTIG" a.nd "FURYK“ 1n preusely

the same position, but in a rather nnvel context. In. Fact, na departure letter

~t

ever nc:urred in a novel Iicg 1temm a'position in wrueh 1t had not been exposed . -

F

durmg tralmng. It.is only the combination oF, elements which is navel in_II_g‘n ' .
transfer itéms (see Tahle 2, above), In ¢onsequence, iF the po%itionei abjeetiee. R

is valid, and what matters?'ihe Famlhanty of an element ina posztmn ‘

- 1ndependent of the familiarity of its context, IIc departures 1n this preparatmn

should be perceived as well‘as IIaO departures-

P

Table 6 illustrates the observed letter—by-letter prcbab1ht1es nF |

accuyrate perception for Ex:penment 9+ The data frar Column III oF this table. the .

i separate contnbutmns of perc:eptmn of departure a.ng average modal letters to

- -

perceptmn of the whole 1tem, are plutted m Flg. 11. (These data were ongmally

. plutted in unseparated Form 1n Flg. "9b ) Departure elements of IIc 1tems ev1dently

mntnhute much less tn the: accurate pen:eptmn oF the item than dn departures 1n

AR

s
»
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a. items (p <.01); since these departure elements do nat differ in

reinst'a’fement of training position, the positional ubjec“ciqn is contradicted, The

table and figure also illustrate that, as in the last experiment, a modal letter
_presented in a novel item is not -a5 well perceivéd as ;Nhe'n it is presented in an
old itemr p< .01); although the only difference between tt;ése two presentations of
_‘the modal letter is that the i&entity of other letters of the _string has been

altered. Bath Findiné's again demanstrate that acturate perception of any letter is

dependent upon prior experience of that letter in\its present context,
! Y

- In terms of the typology of models i‘ntr'od'u,ced' abave.'thése Fingings
illustrate inter—dimens’ional. dependency, and eliminate all independent classes of
models, of bc;’th the strr,ength and p‘ro’totype varir‘etigs; as fnot.ent‘"ial modes of ~
ex;‘dl]a..nat.inn. "Morkover, the association of a departure element with a modal element
is s;pe‘-dFi:: Itb-piarticui;ar‘itemé. Eacﬁ'd_e*parti_ire element Fo4occurs t;.'ith any modal

~ element or combination of modal elements in predsely one stimulus string in the

training pﬁé;se of both 1Exp\c_-r-irr)en’c's. 4 and 3. . Thus the ‘Finding of dependency of the

pei’cep‘tin’n of mndal letteré 'on ré—instantiation of their assodated departure
letters is 1nd1cat1ve nF the 1mpact on perceptmn of gartlcula mFormatmn abaut

gemh old 1tems. Thus the Faxlure of 1ndependen’c mudels dastmys the notion

t 4 !

_that only summary 1n'Formatmn is retamgd, despite the abstraction perspective’ 5

Emphasm on summary representa\tmn.

Mnre 1mpcrtant1y, perhaps, these Fmdmgs can be mterpreted as _~

jndicating rela.tlvely holistic cudmg of’ the rtems.- The 1mporta.nce oF thls

’

mterpretatmn will be stressed below, in comparmg the instance and abstractmn _

) perspectlves in terms of heurlstlc value. For the mnment it.is suF-Flment to note

' Dnly that‘the Failure UF independent cla.S',-j.es of models forces the abstraction



perspectivelinto ane of two modes of explanation! hybrid models, which cambine
abstraction and relatively literal encoding of items, or dependent models, The

hybrid madels will be dealt with first,

11T Stmnq'Hybn’d Models and Analng Representation

In their 1963 paper, Posner and Keele rejected the idea that anly the

abstracted prototype is stored, étating that on the basis of their expérirnental

- -

Al

evidence the presented exemplars themselvéé must also be encoded and affect later
judgements, This claim has le‘Lrgely.been ignared by the prototype tradition, The
review by Rosch (1977), for example, never mentions it But in view of the failure

. of purelay abstractive models to acx:nunrtdflc;r't'he foreqoing data, hybrid models  -.
con51st1ng of a prototype plus spedal case 1n¥ormat10n may be considered. In the
strong form of such rnndels, as 5ugge'_=.ted by Posner and Reele (1°6o’) and by Homa,
Sterling and Trepel (1981), transfer ‘co re-presented items would be accnmphshed by
- means of generah:catmn from stored representatmns of their earlier presentations,
as in the instance Forrnulatmn. where;—;s transfer to novel 1$ems waould be
accornphshed primarily by means of generahzatmn from the abstracted prototype,
(This recalls the tradition within the readifg literature that words (parallel to

old items) are pronounced by re{rieving a pronoundation from memory, while
pseudowgrds (parallel to novel items) ar,e"proncuncedl b§"re:.=.ort to abstract
spelling-tc;—sound rules, Glushko 11979) a’c‘te;cked this notion, arguing that
pronoundatiaon of both arthographically.regular wbxfds‘and pseudowords is
‘accomplished by retrieving similar words,) A we. " form hybrid model is— also

¢

tonceivable, in which generalization' from an abstract=d prototype plays a lesser

]
I3

-~



but significant role in the recggnit‘ion éF navel items. This sectidn assesses the

Y

étrung hybrid modelthe implausibility of the weak hybrid model will be
demonstrated in the next sectian.

Experiment & employed the stimulus set IIa.D - ITb - ITc, All of-

these stimuli differ from their prototypes by exactly two features! The cue
validities of the training items for the experimenter-defined categaries are the

same as'jchey were in the last experiment (.3), ar_xd are still maximal far the space,

The strong form of the hybrid model predicts that IIaD items will be well

perceived, and better perceived than any novel items, by virtue of having been

presented in training and in consequence coded and stored. The instance view
agrees that IIaO items will be best perceived! after all, this p_o'rtion of the -
hybrid model’s prediction is purely based on instarfice representation. The interest

in this preparation centres on the predictions for relative perceptibility of the

two classes of novel items, IIb and IIc, A strong—form hybrid model must insist

that, thése two types will be perceived about equally, since both are novel and so
should be perceived with assistance from the prototype only: and since the two
types are equally prototypical, By contrast, an instance model predicts that IIb

items will be better perceived than IIc items, since IIb items are ea_cb__;:loéer tca

.

stored it'emp one of the EO items. - “ ;

The results are shown in Fig. 12, The mean gain scores are‘IIaD:

1,07, 15} 80 and IIc! \51 . The m}eran' Fis sign;?}cant (b < 0D pairwise,

‘ IIa items gam more perceptual accuracy than IIb items (p < 01} and IIb items

gain more than IIc items (p < .05). {When tested nun-parametncally, thzs latter ’
difference is significant at p < .01 .) It is evident from thesg results that

differential similarity of novel items-to old items is an effective pkredictor of
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differantial percept‘1b1hty of novel items. This d:scnnﬁrms the strong form of -

hybr;d model, prever, 1t does npt deny that a protptype may p]ay aaweak role in

the perceptmn ‘of novel 1tem5. To test this weak form of hybnd madel, whu:h o

suggests that both similarity to 1n5tance5 and also s1mllar1ty to the prototype

. exerdse a 51mu1tanepus eFFect upon perceptmn of novel items, one must examine

. stimulus sets in which distance to old ite;r‘r:ts is held constapt and distance to the

-

pratotype is manipulated. Experiments relevant to this issue are"presenteti in the

next secti:'tin. ' ' '

The strong hybr:d model, as discussed so Far, is essentxa.lly a

cpmprprmse version of a complex-independent rnodel, in terms of the typology.

introduced above. For this reason the data from Expenment b was analyzed

letter-by—letter, as in the last section, to examine yet again evidence rele\'rant“ to

v v

the assumptmn of 1ndependent coding of exper1menter-deF1ned stimulus elements,

Table 7 presents the letter-by-letter probabilities of accurate perceptmn for

Expenment 4y and Fig. 13 plots gains per elemept for each 5t1mu1us type; taken
Frum Column III of Table 7. (Fzg. 13 may be ;prnpared wlth Fig. 111 Stlmulus types
IIaD and IIc ware employed in both } These data shcw the same trende evxdent in

the letter-by-letter ana.lyses caF Expenments nd 5. it is agam apparent that

79

the prehatnhty of perceptmn OF a mudal aglement declmes w1th d1551rr111ar1ty DF the

ztem as'a whole Frnm the nearest old, desp1te-the madal element 1tsel~F remamlng

cpmpletely unchanged, which is in contradzctmn pF tha: cpmplex mdependent

predit:tmne. Morepver, as in Expenment 5, departure letters were presented in

»

familiar strmg p051tmns in both novel and r:.ald 1tem5,nso t.hat_the p051t10nal

' ob]ectlcm ralsed in the last sectmn is 1rre1evant for these data as weil,

v V.

Instead, the cpntext dependent proceeslng explanatmn appears to be the pnly

.f,'- »



Table 7
Experimernt & — Letter—-hy—letter Data 7 -
N3 ’ ‘
. S SR TIT - - IIX v
Fre-test Transfer Reduction in  Gain in
praobability probasbility probsbility letters
} of errors of errors of errors -
o S (T - II)

' IIsy modal .52 .29 .23 .69
1130 departure‘.Sé T 37 - 19 ‘ ‘.38
1Ih modal .53 . ¢ W32 T .21 . .63
IIb departure .58 . 50 .08 W16

" IIc modal” .49 - . .32 . a7 51
1Ic departure .55 . 52 L 03 06
. - ) \., .
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interpretation which fits the data. As in the earlier experiments, these data
demonstrate a prbgressi\re decline in the probability of accurately identifying a
letter as the amount of reinstated context declines, .This is particularly evident

~.

in examining the accuracy of perception of departure elements! I'Ia departures are

presented in the pmst test in a cnmpletely Famlllar context (all five Ietters

Jremstated in order), IIb departures ‘have three. letters D‘F prmr context (8. the o
g ariginally presented in the_IIac it_e'm "PURYG" is presented in the ITh itern’

* "FUTYG", in which only ""U", hY" and "G" are reinstated), and IIc departure .eiem_ents
" only two (e.g. the IIc item "FURYK", d{-'.whi'ch anly the "U*.and "Y" are reinstated

W Fpr the "“T"). The elbuw in the departure curve in Fig. 13 r:mnmdes with change in

1 (-
\

rate bf decrease of” cpntext reinstated across the three cundltmns. The samé trend
U Y . '

is ev1denced less dramatmally in the plot of cpntrlbutlons of mndal-letters to the

’
\

. accuracy nF perceptmn of the whole 1tem. Remstaternent oF cpntext ig cumplete for

IIaD mdda,l elements, qur-FJFths Fcr IIb and. three-fifths For IIc mddal elements.

This lmear decline 15 reﬂected in the relatlvely smpoth dpwnward trend of the

- -

ccntrlbut‘mn- of modal elements with decreasfng simildrity te' the nearest old item. -

" These data thus'prdvide additienal evidence ’that Ietter‘s;in—pdsitidn are not coded © |

-
]

1ndependent1y of each pther, agam demdnstratmg the 1nadequacy of thé 1ndependent

x

classes of models to account for. perFormance. The following section 1nvestxgates

the implications of dependent classes eF models, linking Inter-element dependency

te mtegrated encoding of items and to a mu1t1p1e-—resource mddel .pF concept

y

rep_resentatmn.

L
‘

There is a.n add1t1ona1 trend ev1dent across the three sets of

1 -

letter-by—-letter data presented abdve, suggestmg that.modal elements pF old

- strings are perce1_ved better than departure elernents of old st‘r,;ngs.’ The eFFect,is.

e
a ) -

[ .o



_ "protntype representatmn. Analog representatmn appears to 1mply that the

=0

not large, but is present in the s’nmulus set ITa -JIc-Vand toa lesser extent

+

the set Z[IaCJ - IIh - IIc (Figs. 11 and 13). This effect is not predmted by a

nearest-neighbour instance model, It will he recalledh’chat such a model does not
distinguish belweep modal and departure"elem_ents, since these are only defined for
cagnitive systems»weich summarize \across:the'set of i'tems.j More’o\{er, the context
of a de;larture letter in an old item qis es -\k:ell relnsfated as the context of a -

;

modal letter. This eFFee’t is the first d:lFFiculty._encouhtered with

nearest'—neighbdur instance models, but mare will be encountered in later

.

experimerlts. The effect is accounted Fov: iay multiple-resource models, and will be

discussed below where these mudels are presented. T

Experlment 6 also prov1des evidence regardmg the utlhty of analog

1nForrnatmn mamtamed hy the’ cngmtwe system about a categnry is rele.twely

N

) hohstu:, that is, that it retams some ;LnForrhatmn about the mterdependenmes of-

] P
-y

st:mulus elements. Such representatmns thus escape the d1scnnF1r‘mat1on whlch

- uvertnok 1ndependent models in the last section. A compos1te 1mage, such as. tha’t of

- .

A
the typlca.! dpg (as descr;bed above under Trachtlonal Abstractwn MDdels) meunfa.ms
A
mFormatmn abuut the typ:cal value of each, g{nensxnn .a.nd the vanablhty of eachp

]

and‘may_alsu be though_t to code typical valués of d1FFerent d1mens1ons S

¢

] : vt - - \ .
.

'atypu:alevalues an @rent dimensions, nar of an atypjcal value on one dimension

N ~

thh a typical value on anether. A mushy cocnpasute photugr’aph of 100 dngs wculd

not 1nd1cate to what degree abnurrnally short legs were asScu:r.ated thh normally or

-
. -

abnormally short tails, Thus such a representatmn could yzeld dependenc:es o

between modal features, resulhng in poorer performance on ane modal ele_rnent of a’
- - TN . v

1

!

- interdeeendehtly. However, it carinot retain information about the co-occurrence of
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stimulus if a second madal element is not reinstated; but should not ylEld

dependenmes between departure features and other Features. Yet the results uF

-

: Exp{;'nmen't 5, descnbed a.bove, indicate that the prnbab:l:.ty of percewmg a”
typu:a.l (mndal)feature isa Functmn of the reinstatement of the particwlar o
departure elements thh which it was assodated in a part1cu1ar old 1tem. "Thus the

analog protntype model is also disconfirmed, - ' ;

1

" IV The Metric Issue - . : . B

N

i) Initial Evidenece on Performance Gradients ' B

ry
En .

‘ - - .

Thus Far the strategy of this paper has been io push the pr‘otutype

perspectwe 1ntn mak.mg assumptmns that are further and Further away £rom its - .- b

+ . 4 -

- initial p051tion, thrnugh exammmg selected cnntrasts that bear-on 1ts— ’ S

% - v
, . A
assumptmns. Th:s section beging a similar process for the 1nst‘ance;pe‘rspect1ve.

attempting to find mﬁprmatlve cuntrqsts that will force a mure pre:ise Formulati:‘nn, © -

~ L

of 'instan'ce notions than has been"gtven hérétuﬁ:fa. It demonstfates-that local ,:'

dumams of mﬂuence amund particular old items are msuFF1c1ent by rhemselves ta ..

A

acr:nunt for transfer patterns, it suggests that- when the domams of 1nF1uen|:e oF

' two old items nverlap, they remforce each other; and it raises the isswe oi—' how *
< : w )

,dose such dcmams must be before they reinforce (i.e, the extent and slope of the .

‘ generalnatmn gradlehts around each old item). ‘ R

4 -

Expenment 7 emplnyed the stimulus set 1a IIaO - III, with cue ©

.

va11d1t1es of .8 for the expenmenter-deﬂneL 1tegor1es. The resultant L

performance gradient is ﬂlustrated m Fig, 14 T*‘n absmssa plots the three types

.
’

.-
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'simplistic version, states that whichever stored instance is in objective £Ad the,

* the nearest), Experiment 7 (just described) provided this gradient for stimuli - |

'P'

of items -From left to right in decreasing order of typicality, The mean {gain

scores are la! 95 IIaO. 1,13, 111} .75 The overall F is 51gn1F1ca.nt p<

-01)f paxrw:se, ’ChE training items La are better perceived in transfer than the

Ia items (p < .09) and the la items better than the III items (p € .05) These

results contradict one variant of instance models, the deteérministic ..

nearest—neighbaur model, This model, which is the one usually tested by prototype

researchers (e.g. Reed, 1° 2} Hayes-Roth and Haymf_gs—-—Rcth, 1977} -Hof‘ﬁa. Sterling

and Trepel, 19813; and which was descibed in the Introduction of t_bis‘;‘.-;:a"ﬁér as a™ <

.
Y]

mdst sil.'nila.[ to 3 probe item will be employed as the sule:fesoqrce ‘for the

perception of the probe. If this were the case, la prubes“i-n this preparation "= e

- e e

would haye beer £qually well percéived as m,i‘termf__!g since each type deviates from

:

a nearest old item by exac’cly cne element, However, this deterministic

A

r

|

néarest—nmghbour madel has never-been sencusly prq;_:osed by 1n5tance theonsts, - Cod
N t

1nstead for exa.mple. Braooks (1978) proposed aprobablhshc nearest-neighbour or_,
concert-ﬁof—xnstances notxo_n.‘ and Medin and SchaFFer (1973 pmposed

.

mqltiple—éxemplar: éccess., These notions are described in Section. Y_ii_bw under the ’
hea’ding of multiple-access mndsl{Sed’ian V iia conducts an analg;sis of models

|

. . - . , !
which access a single memarial resource for fadlitation of a prabe, ' j’ -

Experiment 4, described in the last section, traced out a performance |

gradient for items of equal prototypicality (two deviations from the prt;totypel but |
. - . N . N :

of differing similarity to the nearest training item (zero to two deviations from

,diﬁfering simultaneuusly'\mfimilarify to the prototype and to theknea?rest old

item, dev1at1ng respectxvely one, two and three elements-From the prototype and
’ . . - ’ _"..




» one;,i"zem and one qeviations'f-'rom the nearest old item, Both experim_w émployed .

the Ila items as training %tems and ccnsequent_l){/ as old iteres in transfer. Taken
. to—get‘her, the results of Experiments é and 7 tr:ace out lfocal}cra.nsfer sur'Faces'
- \ arcund the II_aD items in t'w-o dimensions: around %hg prototype and ou‘t 'F:mm the
;:‘{rcrtt:1’c3'(1'3t'=*;?J These sur.Facés peak at cld‘ i%ems and taper off i'h both difﬁer-\simns.

\

They taper off symmetrically from old 1tems in the around the—pmtotype dlmensmn

.

' (fransf’er to items equa.lly prutotyplcal but Iess similar to the Dld). However,
1

”they taper oﬁ-’ more steeply toward the penphery of the space than toward the
centre. As indicated abnvs, ,th1'5 assymetry 1nd1cate'__=. that these transfer surFaces
are not properties only uf the old item they surrciluri.c;',.since in -that case they

 would be symmetrical in all'dimensions, )

The data from Experii‘neu:uts 4 and ‘7 t;,ace out a plot of prob;hiiity
denﬂsi'ty of perce_ption of items., The‘probl.em is to determine what processes
underlie this proEability density plot. It has already'been shown that it is most

| unlikcfly that each local tranéFer surface (the surface consisting nFJ the '
probabilityﬁdgnsity of the identification of transfer items surrounding each old
item} is a Ful'r-"lctic)n only of the old item embedded in it} and also th:‘it the
prctutype representatmns sg far ccns:dered could not account for swch surfaces.

An attempt will now be made to ac:ount for these prnbahzhty density surfaces in
terms of t_he average or simultaneous effects of a set of ‘ypothetical undgrlymg
generalization g_radiénts which do belong to old items individually. 'These
und.erlying gradients are assumed to be symmetric in all dimensions (in 5—5pace),.

_Sixpposing that where these ur!derl‘ying gl;adients' bverlap, they reinforce each qther,

they would lead to distortions of the transfer surface away from the symmetry of

o
the underlying local distribution. Fig. 15 illustrates this notion, employing

P
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generalization gradients around two old items.. Fig, 15a shows the underlying -

[

distributions of two items that are very dissimilar; Fig. 15h demonstrateé the

¢

resul*ant perFormance grad1ent, assummg that perFarmance is determmed by the

i ~

algebra.lc SUM o{-' ’che generahzatmn gradmnts {an assumptmn of lmng standmg in

the generalnatmn llteratqrg. see, for examplg, Spence (1937)). Because the 1tem5

weré too far 'a;;._art for fFieir genéralizatiun gradients ti:i\ rainiéqrce si_qni{-'ica_ntly, . -
the performance gradieﬁt. h\as'the E.ame appearance as t‘_l'!e ur!derlyir‘lg]’ gradients. ’
However, if the old items are less dissimilar, as in Fig. 15c_, a probe-ite-\m }hay

gain benefit from hoth, either t:hrough simultaneous a'cr:ess of the two items, u.r

througﬁ having two neigl;bnurs nearby, either of which can assist. The resultant
performance gradien.t is seen in Fig. 13d:{ again it is an ad‘di'tive composite of the

two uncliérlying gradients. The probe ifcemP is the same distance from the oid item

01! in Fig. 15d as it was from O1 in Fig. 1513:- However, its probability of correct,
identification has iﬁcreased due to the nearness of the second old item.

Sﬁpposiﬁg something like this to be ur'\der}‘ying the results of

’ Expéfim'en_t 7, it is clear why Ia i:terns are better perceived than III items. Whi;e
both types'of probes are equally similar to the nearest old item, Ia items possess
. tl‘le édvfantagé of being closer to the remaining old i’céms, which also may assist in
their processing, a}1d gain prnbaﬁility of correct identification from that
advantage. In fact, Id items share an-average of 2,6 features with old items in
gene.ra.l,. while I11 items share an average of only 1.3,

i

Tt becomes interesting to caonsider the advantage possessed by old
items themselves, which results in their being the bestﬁ:erceived of all types.of
transfer items in this preparatmn. They are of course identical to one old item

(themselves) but are not as close to the rema.mmg ald’ 1tems as are the Ia items.

4
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I:n Fef:t, while Ia items _Share an average of 2.6 dimensional velp._es with old items
in g.éneral. E;D items share less, an average of 2,2 values with old iterne in
general. If the supposition above of the reinforcing effect of multiple énderlying
-.'gene[aliza{‘ion gradients is correct, should not the Ia items be'better perceived
than the ;[_I_g1D iterﬂs? The answer to this purzle may‘lie in ’che shape of the

underfying generalization gradients., If these gradien'ts are broad and flat, then
one would expect cnnsiderable facilitation. of prabes falling between the old items,

-~

as in Fig.'12d, Howe_‘ﬁrér, as shown in Figs. 15e and 15f, if these unden-"lyingi
gradients’ are relatively steep and narrow, a probe at the same distance from the

two old items will experience rélatively little fadlitation of perception. i‘,he
oo N A . . P

next section prcw'idés evidence that the uhderlying gradients in these experiments

: ar,e indeed rela.tivel'y steep and n'arrnw.‘

L
A

. N .
* {i) ° Recognition Data: Evidence on the Breadth of Generalization. -

al _SinqlejResuurce 'Mndels

. Experiment 8 was run far mulfiple purposes. It e}nployed the ?
depe\ndent measure q;' recognition in pﬁace of perceptual identification, the fne.isure

-

esed in all experiments thus far, Recognition is used to describe the judgement.”
L niade‘by subject‘s-'ih the s.enSE of fndicating that one feels one has encoun_tered'a‘

JF

'specx&catem at some prmr time, In employmg recngnltmn as a dependent measure
this expenment broadens the generahzamhty oF the cont:lusmns of the study tn a

seccnd Functmn, one whlch has been cons1dered 1rnpc1rt'ant by abstractmn thenrlsts. -

'

It alsa prov1des evu:ience of a convergence between the perceptual “and memor:al

. ' - . . O ) =,
. . . - o
L : e N ' i :
. M - Ly . + . -
T ) o 3
: .
. - ..
. - h . .
. .
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measufes which is predictable from r:nnternpnralr'y memory. research, Further., it

AR -

provides more compelhng ev1denr:e on the slope DF underlying genera.hratmn )

grad1ents Fhan was obtamed in earher experiments, and also ev1dence relevant td

o

the weak hybnd model alluded to abcwe. .

The training phase was ddentn:al to-that oF the fnregmng studaes. L

’ -

10 IIaD 1tems wWere eqused to be_copled, three times each in randm_m t?rder. (The
_experimen’cer-deﬁnéd categories still have cue validities ofz'.’B.)‘ As i_qpreviédé

studies, subjects were not warned in advance of the {_l_'gnsfer task that they would -
be required ta 'p‘erfori-n any further task on the trained items. Unlike the 2 -‘
[,:)erceptua.l id‘entiFication_experiments}. no perFQrmance baseline w.éi::_:.-tqkeﬁ hbe_ﬁure‘_"'

. ) . R e
2 - [ v

training. . -

4

In the transfer b'hése. subjer:ts‘were 'feqdired: to-make recoghition

. judgements about 10 stimuli of each of the Ia. IIb, Ilic, and III types, as we]l as,

of the 10 I_I_ao st:.rnuh. Sub]ects were requ1red to make a compnund L .
recognition-confidence judgement on a Eix-p’uint scale, consisting-of-high-, mediuin-

¥

ar low-confidence old, or high—, medium— pr 10w~cnnFidénce new,; where old—nev‘c

reFers to whether or not one has seen that spedfic 1tem previously, This task was |

v

selected on the 1n'cu1t1ve grounds that acxuracy ra’nngs alone might be 1nsuFFic1ent
tu separate perFormance on the varmus stxmulus types. It d1FFers.1n unknown ways,
. '*me other task.s which might have been selected, such as successive ratmgs of

'recngm.tmn and conhdence. 5 o | . - . Y
ST 'F1g‘;. lba 111ustrates the results, but is d1FF1cu1t to mterpret. The

. ;gme data are ye—plotfed in Fig. I@bl, in ’Fﬁe -Forrnlr:lf a cumulative frequency plot, =~

" which (ike an ROC plot) I;a;ilitates visual inspection of the patterng.’ The

r

~ initial question to be és_ked of these plots is whether the curves for the various

[l

coa
.

S
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v

. Stlmulus types across {:Dnﬁdence 1nf:ervals” really‘dlffer From orie another: whei'her

-

' the:r ]udgements. 1t is read From h1gh—cnnhdence old at the top to

N

d1FFerent stlmulus types actually glve rise tu d1+'+'er1ng patterns of perFurrnanqe.

'Ihe answer to this was determmed through cnmparmg ad]acent curves, employmg

- KT

) ch1—square gaudness-—o?—ﬁt tests. (Because goodness—o'F—Flt is assymetnc, e

cumpansuns were made in both dlrectmns, and the mare cunservahve valuye of

v ;M

ch1-—square was accepted For the cnmpanson. and because faur tests were made on

the ‘same data penl, the miriimally at:cepted prebab1hty DF alpha was {, 05 X 1/4 =)

-

: ..0125 .) ThlS a.na.ly515 1nd1cated that the members uf-' a.11 peure of adjacent curves.

¢ 01 For ea.ch palrwlse ccmpamson. although the palr Ia-IIb dlf-Fer nly ‘

margmally). leFerent shmulus types apparently do 5ponsor d1FEerent patterns of

. ! .
perFormance. o

'f.

The next que-;tmn is. whether these d1F<Ferent pattems of recegmhon o

perFormance cuuld be accounted For 1n terrns DF ’che s1m11ar1ty nF the 1tem ]udged to.

1tems ar:tually seen prevmusly. whether the prebamhty af Judgmg an 1tem to be

e old r:c:ulr‘.‘l be acr:nunted Fnr in t‘erme ch its s1rn11ar1ty to. i'he pmtotype, to eld

1terns in general ‘or. to part:cular cld 1tem5. Inan attempt to characterue the

~

d1FFeren|:es between perFurman::e patterns in a Form whlch cmuld answer such

b

_ ,queetmns. the data ‘were recast in three d1FFerent we.ys. For the F1rst of these,

1t will: be recalled that each Sub]ect made 10 cnmpnund ret:ognxtmn-conﬂdence

'
-

y .3udgement5 For eat:h 5t1mulu5 type. Flg. 17a plots t‘he mean cF these judgements for

v N pa

each stlmulus type. The ordmate ig the s:x—pcnnt sca.le upon whzch sub]ects made

-

h1gh—cunF1_dence new at the bnt‘t‘nm, with low t:enf-'ldence in the middle. The figure

indicates that, although faur—Fifths of the transfer item are actually novel, anly
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- rr{argiﬁal confidence,, Thus as a result of the training, many novel items appear .

. \ -~ -

t
(0]
~0

~ 4 -

the IIc and III-items are judged on average to be navel, and those only with -

¢

~ -

‘familiar to subjects’

-
! P}

“The second and third ways of illustrating the differences among the ;
pe'rforrﬁance patterns are shown in Figs: 17b and 17¢, which highlight information |
alreétdy presented in 'Fvig. 16a. These figures.pick out the diFFerenFas ambng
stimulus. t};pes in FY‘EE{UEHCY of regpecﬁvely high-mnFiaence new and high-conf-’idenée .
old judgements;"Thg_sé- two intervals were selected b'ec_ause they seem to carry mdst
‘D'F. the?di"r'FElrencqs betﬂn_-a.éen perfarmande patterns, It should be noted tha‘f there is

no intention to partray these three figures as independent spurces of information

’

-

praviding convergent evidence! rather, the three are presented as mutual checks, -
ensui'ing that Whatever_ pattern of diFFerénces -among the various peerrmance curves
is decided upon fairly represents the real differences between stimulus ty;ies‘f

+ detected in the distrihution plotted in Fig. 16, Differences betweerr adjacent

**, points plotted in all three figures were tested via the Wilcoxon ranks test!

.ﬂnn-signiﬁcantly different pairs are indicated on the relevant figure,

o , .
These three figures clarify the pattern of differences amang the five

© transfer stimulus types, All three figures yield the same ordering on the

. .

fecngnition-&unﬁ‘dence scale! IIaD items are judged to be most clearly, old, -

followed by Ia and m items to-gether (with Ia perhaps judged old rr_mré ~-
‘mﬁfi'dentlf—ffequently than-IIb),.then Followe;:t by III items, and i;inally by Ilc

. _ ( ' ) -
" items, which are judged to be most clearly\novel. This ardering is a

-characterization of the diffe}éﬁceg; in recngnitionpgrf—'brmanée amang tﬁe five
sjti'mulus typési it is this ardering which must be accounted for through the - .

.similarity of transfer items to some memorial representation of the training items.

v
L
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. erspoon (1982) reduced the retneva.bmty of study ccntext through mmimnmg the

P e m e

This erdfring of “;ra,nsferritéms is Familiarf_rorg,the last section,

In that section, it was shawn that the lncal jerformance surface sur'munding an old -

. ~ \

item peake’d/a/t the old item, Fell off symmetncally around the old 1n the = o Lo
around- the-prutntype d1mensmn O_I_a\o > IIb > IIr:). and assyrnetncally dn the
out—From-the—protutype dxmensmn‘(l__é_lo > Ia > III) ' Falhng oH—' moye steeply toward

the perxphery. However, 1t was meOSSLIJIE ko] ]udge accurately from that data the . .
;elatwe he:ght df-’ p'_r_ebamhty density at tw&p\mnfgs en the. d-_foe__redt du'_ljensmns,

since they werp nbtained betheéﬁ-subje&ts: For exe'mple. fhe rélative R

percephblhty of Ia 1tems from Expenrnent 7 and IIb 1tems Frdm Expenment 6 could

not be assessed. The erdermg dF recngmtmn obtamech Experzment 8 pruv1des a -

- .

" moré complete look at what. appears to be exactly the same perFormance transFer a

sur face. F:gs. 18a and 18b cnmpare the perceptual identification results Frum

. Expenmen'ts 6 and 7 with the relevant recegmtmn results from Expenment 8. 'I‘hese

figures show a clear resgmblance between perfbrmance in identification and - _-

‘ecognitton. _ 3 ‘ _ ~y-

l? This resemblance is not a happy acridentt it would be predicted Freh

‘trace netiens DF pereeptidn and memc;ry. ‘Various merhory theerists (ege I{e_}ers, .
1974' Mandler, 1980) have suggested that there are two Forms ar bases of
recngmtmn memory, Jacoby and Dﬁ!’las (1981), finding mdependence between .
‘vreengnlt}un and perceptual identification, argued that subjects ceuld alter,natively .. -

base recodhition judgements on the fluency of perception of the target or on the

reinstatement of the e:ftra—iteqn context, while pe(Eeptual identification must-be

T

' primarily based upan Fluency alone, In support of this idea, T at:d‘by and With-

,meamng‘Fulness of items (usmg psbudnwordeh and were able to demonstrate

( e S
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. \“‘
dependency under those conditions between recognitimﬁnd percegtﬁéj

-

i-denfiFicatinn. In the present experiments, not anly were pseudowords used as
stimuli, but also all differences in extra-item context were held to a minimum.

.. Hence one would expect that recognition would be chiefly a functian of the fluency
;{-' perception of the item,-and would therefore be strongly related to perceptual

identification performance on the same items, Hpwever, this insight daes not

provide leverage on the nature of the representation supparting the fluency.

Having discovered that the recognition transfer surface is arguably '
the same as the identification surface, and having noted a prgbable explanation, it
is p'm'Fi'tahle to return te an examination of the slope of their putative underlying

generalization gradients, In this discussion, the term "resource” will be used to

»

refer.to an item which has been previously processed, anhd which in consequence may

¢

be thought to have some.effect upon the processing of subsequent items. This term

was selected to avoid the strq&th.{’ral connotations of the term "trace", but is not
: S S : .
intended to convey anything other than the availability to the system of.the.

experiences of prior procesging,

A preliminary attempt -was made to account for the sad?ﬂlé-shape of the

transfer. surfaces in terms of a set of generalization gradients around old items,
» ¢

Canstruction of such gradients requires a minimum of three pieces of information?
a scale of the objective (experimenter-defined) similarity between a probe item and
. an old (resource) item in memaory, a scale aof the subjectiy:e (functional) similarity

betygen probe and assumed resource (predictive of.the amount of fadlitation of

“ -

: ¢
performance rendered to the probe by utilization of the resource), and a parameter -

relating the two scales. For the preliminary *‘tempt, and all subsequent versions,

the objective scale selected was the proportional rverlap in letters-in-position



between resource and probe;} - that' 1s. a scale of d1stance in terms DF the :

1

-

experimenter-defined Features. These sca.le units were Select'ed sb that the

resultmg generaluatmn gradierits could be interpreted in terms of somethmg

already Fam:har. As argued above, these units are approxlmately thuse the

prototype perspective would preFe& to emplny, since they approxlmat_ely max1mi15é the - '

r:_nvaria‘tion of sub?aspect's of iténls: from the instance pefspéctivé, t'h'ey are

-

merely convenient units. The :sc’éle runs from a minimum of zero {(no !

N T r

letters—~in-position overlapping) to 1 (all five létter_s—in—pasitioh,identical :
between resource and prdbe). N

The scale of Fuﬁctional similarity seleded consisted of convenient

units. Such an arb1trary soundzng chmce is Justxhed by the Fac’c that the goal DF

.

these construrtions is to account far the ordinal relatmns amang the degree of

fadlitation experienced by various stimulus types, not their absolute values. The

? -
N

values selected were.the same Qa.lues ¢ised an the ob.jective distance. scale, usipg
endpoints zero and unity. : K

This leaves free only the parameter(s) describing ti'_le rela:t'ioﬁship
between the two scales (a single parameter was Fitfed le all Fcil'uwing analysesh
’ .

The cn'ri_ventinn is adopted of calling this parameter r, in specifying the functional

similarity (S) between a probe and assumed resource as

n
S = {{lsum (d nJs n)
i=1
- A R
=0 r 7
~
.

where d is the value of the ma‘tch (d =1or non-match (d = Q) between a

resource and prabe on the ith Feaiture, and each stimulus possesses n features, such

. ~
A



that.O is the prupurtmnal ob}ectwe cwerlap be’fween the resource and probe. The

.

F1rst attemp'c to fit this parameter used the valver = 1 a value selected For

< reasans which will become evident directly. (The parameter‘[ will be"identified

! 1 -
“

below with the Minkowsky distance metric) . -

F1g. I9a 111u5trates the reeultant plot af 51m113n't'y VS, objer:twe

4

d:stance. Am assumptzon of these andlyses is that percephun of an item 15

X Fanl:tated to the extent that that item is 51m11ar toa resource m memnry, ,

whether that resource is considered to be the prc}totype or an encoded eld‘ item.:
_What this figure really illustrates is a tfansFo;'ha‘tion‘ between the
experimenter-defined distance between a pmbe—_reeource pair and the;Fun'_ctiDna.l-“'

similarity between them, given the subjects’. i_'n'ede of preEeesing the items. If

- grea_ients defined by r = 1 account for the order of facilitation of various

s . -

e . . )
stimulus types, then a'good description of subjects’ performance is‘that they act
as if they are cnmput'ing-the .sin"lilarity‘between resource and probe in terms of the

_sum of experimenter—defined Features:overlepping between the two. In this case-tha

Facilitati'org .Value_ of a resource for a probe is just the prupartidn of )

letters—ih—positiun shared between them.

v o s

This_amunf SpedFiee the relatjpnship between one probe.and one
resource, It is a sufficient account to attempt to fit the parameter r for models
which use a single known resource on each trial, for, example the prototype and

deterministit nearest-neighbour models. The assumptions of this account fit the

-

prototype perspective very well, As pointed out above, the experimenter-defined
features which constitute the objective distance scale are non-arbitrarily the best

candidates for features under the assumptions of the prototype perspective, since

in thé'myrrent experimentaf‘l domain they are the largest nea]’l‘)-r_-_invai"ian’t units,

Ve
)
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The assumption that t'lhe scale of fadlitation is identical to this scale of feature
overlap, :uhich is instantiated' by the assumption that r = 1', 15 also a natural ane
for the prlototype perspective, It is implied by toe independence processing
assumpfion whichis a Featuro o;‘: nearly ;11 pr;ototypfe models: The ag?sumption that
the subject attends to and staores inFor_rnatio;; ahout features independently is
idontical to assuming that fadlitation of items is an ﬂjitive fynction of the
match — non—-match values of the separate features! that is, that fadlitation is a
directA function of the proportion of overlap in experimenter—-defined features
hetween the pro';l;otype and a probe item.

For sihple independent prototype models, 'toe experimenter—-defined
similarity values for the five types of probe items can be compufed as the sum of
“overlapping letters—in;posifcion between the prototype pattern and the probe. 'i:o‘;
the average stimulus of each of the various types in Experiment’s 4 to 8, these
values a/E’I’/d% 3, ITh: 3, IIc. 3 and ITL 2. (These values may of

course be reduced to proportmns by dividing each by five, for the five positions

of each strmg.) Under the assumptmn that r = I, thg computed similarity values;

are the same as the objectwe d15tanr:e va.luas. This means that Ia 1tems should be

-

pergewed most‘ Fluently, Followed by IIaD, IIb a.nd IIc in a tie, followed by IIT

items, However, as 1nd1cated above, the obtamed order is IIad best perce.wed,

Followed by Ia and IIb ina tle, Followed by III,. and Fma.lly IIc. Evidently the

. simple ;ndependent— prototype model provides a very poar fit to the recognition

data, as it“;uas seen to do to the p tual ideritii'"'ication data in Experiments 4

“and 5. 7 e
For complex independent pratotypes, the calculation of dista.nce from -
a probe to the prototype'representation is more problematic. This may be why



%
rs
T

prototype reeearr:hers in general have 1gnored the representatmn of variability in

assessing the pred1ctlons of prototype models. Talung a comparatively .

~ straight- Forward case, the prototype might be thought to store modal and departure

T

mFormat:on, w1tﬁ no bias leFerentlally we:ghtmg the access to ane or the other.

P . ..

" In thier case, the objective similarity of a probe to the prot_otype may be computed

o

as the number of matches with either modal or departure vaiues presented in a .

partmular position dunng training. Under this a.ssumpt:on, verx element of every .

‘ type of stxmulue is faund to be matched e1ther by a modal ar departure value stored

in the prototype- Hence all transfer items are predicted. to receive equal_a.nd
complete.f’acilitation, ;-ghioh is obviously not t'he'lcase. Un:d-er a n'iore 'cot:npiex set’ .
of assumptions, the prototype repreeen%ti‘on fney be‘thought ‘tio oe biesed‘ towal.rdl -
elements in proportion to their relative presentation Frec[oenc}.. .S'ir_ace in this

preparation (Experiment 2) modal letters occur in each string position on 3/5 of

" trials, and a perticular departure accurs on 1/5 of trials, it can he computed that

the objective similarity values are Ia! 2.6y Ilag} 2.2, IIbi 22, gk 2.2, and

[

ITI: 1.8. (Tms set of values is 1dent1ca1 to that obtained by determmlng the
distance in overIaps of ear:h transfer 1tern to all old 1terne. Thus thls model is
formally identical to an average dllstance madel, wh1ch'can be thought oF asa

a

multip‘le-resodrce, independent i'netance madel. An example oF such a model is

) dismlssed in the next sectmn.) Th1e. model ylelds an order oF transfer Ia > Ifa .,

—"-O
IIb, IIc> III, which is a very paor fit to the obtained arder. Thus the complex’
independent prototype model also Fails to account for the abiserved recognition ’

data.

The deterministic nearest-neighbour model Faree a little oetter.

Al

. - . i + ! L t ) ’ : *
Under this natian,-the experimenter-defined similarity. values between target items

¥

"
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and their-nearest old 1tem (a IIaD 1te;¢)’arela.t 4, Ilayi 5, 1ib! 4 IIc: 3 and
III: 4. Agam, under the assumptlon oF r=1, the computed Famhtatmn values o

are the same as the expenmenter-deﬁned sxrm.larlty va.lues. This. glves an order ‘of
Faahtatmn I_ampercewed most Fluently. Followed by Ia. IIb and Hlina t1e, .
- Followed by IIc.gI'hxs is almost exactly the obta1ned order, except that
‘ Expenmente Tand 8 dxscovered that ITT 1tems were more poorl_y pe_rce1ved or less
recognizecl than 13 or 1Ib iterns. Thio“evidence 15 strong enouo_h to discredit this -
madel. | ‘
Smce the 1ndependence aseumptlon Faxle. to‘ pro.vxde predu:tlve
| smgle-resource models; it may be aba.ndoned, along with the parameter value 1= =%

.wmch 1t 1n1p11e5. Its place may be taken byrparameter'values From rero to

1

mﬂmty. 'I‘o understand the- unpa::t of these parameter values it'is u‘nportant to’

-uhderstand the essence oF the ob;ectxve sxmxlanty scale, Items 1n the present

experlmental doma:.n are consxdered to cons1st of five elements. Each element can '.°

be consxdered ta be a value taken from a pool of possmle va.lues For a partlcular
_pos:tlon of the strm'g', that is, From a nornmal dlmenszon. Th15 is how the stimuli

‘were conceptua.lued For the:.r constru:txon. It would appear necessary to ernploy a

S—dxmenszonal matrix.to mdex the 51m11ar1ty oF two 5uch 1tem5. However, as
1nd1cated in Appendn: 1, then s1rn11ar1ty can be coded by a smgle va.lue, a count

of the number of matches oc:o.:nng over the Fwe pos1t1ons (although the 1nFormatmn
. regardmg the partlcular dxmensmns on wh:ch concordance ocours is lost). That 15“
conceptually how the Db]ECtIVE d1stance scale wh1ch in, part deFxnes the. underlymg
generalua.txon gradients'is constructedr It is the value o-F a probé:‘tem on thls

scale that is raised to the rth power to compute the sumlanty mdex. that 15,

similarity is conceptualued as the. power oF the_surn oF pos1tlonal rnatches. not the -
' | ’ N

A



sum of the powers of 1nd1v1dual pus1t1una1 dimensional values (see Appendix 4),

We can now cnn51der the rneamng of ra_151ng this sum tn various

TLoat

‘expcment_s. Table 3a cqmpares values on the ob]ectwe and sgb;echve similarity
sﬁaies for th‘e parameter value r = 14 (This relationship wds plotted in Figs 1%a.)

* The two éét‘s of valpes are of course identical, Table &b repeai‘s 'this exercise for
r = 23 v"che relationsl.ljlip is plotted-in Fig. 19b. ‘I“he plot demonstrates that
subjective simila;ity of a probe and régﬁuréé Falls off relatively rapidly ébmpared -_
tothe o'hjective _;.imilaifi_ty.‘ Campared_to the case whe;e— r = 1, objective |
rsimﬂ;trity {feature overlap) must be much gréa’cer to effect the same ciegr_ee of
Facilita%ion. Th_is is interpreted to mean that the processing sys;tem"i's attending

to inFormation a.t' a higher levél of integration than the individual -

-
]

letter-in-positioni tD some degree, 1nter-p051tmnal contlngency information i 1s
being used as part O‘F the basis for 51m11ar1ty comparlson. It suggests that the
target and probe are being compared at a relatively holistic level, relative to the
Ietter-hy-letter cnmpansun entailed by r = 1. As can be imagined, increases in

the value oF r toward mﬂmty have the result of steepenmg the slope of this

. - —~—

" gradient, until at an infinitely high value of r thefacilitation index value for a

- - -

probe and resource. that 'é.i'e' identical in l‘etters—in-positionis one, whiléra' .

difference m any letter-position drives this index va.lue ta near 1ero (I—’:g. 1°c,
‘Table 8(:),}{‘ f:hxs pmnt the whole stnng c‘:'iﬁbe thought of as the functional unit
..of 51m1lanty, the umt of prucessmg. In practice, values of r greater than about

five behave a.lrgést indiscriminably s1m11ar1y to the infinite value. For this

reason, if the attempt to account for the ‘order of facilitation of the various

stimulus ty;ies Yequirés a value of "; in the range of five upward, t}ue_ have good
AN . o . "
cause {o describe the basis-of similarity comparison as halisitic,

t
v
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Table B

Comparison of Objective and §upjective

Similarity wnder Various Metrics

Ohjective Subjéctive~
Similarity- Sinilarits
a) f'= 1 Qbi r =_29 cy r~ = 10 .ds.ﬁ'= .5
. |
0 0. 9 B .
A 1 L01 - - 0000000 .32
N . - .
2. .2 ] .04, 0000001 .45
3 W3- ' 09 000006 .55
.4 v 16 L0001 .63
.5 .5 .25 CL00t 71
b v6 .36 006 7
7 .7 .. .49 .oz - . .84
.8 8 .54 107 [T
‘9 49 .81 .349 ‘95
1.0 1.0 1.00 . 1,000 1,00
\I ..'t; | -
- ,
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In cuntras’c, it is quite poésibletn cnnsider 'valueﬁjo?r\“hetween -

zero and one (for an example aF r =.3, see Table 8d and F1g. 1ed). In this range
of cases subjective s1m11ar1ty falls relatzvely sluwly compared to ub]echve
g‘l’mzlanhf. These tases can be mterprgted to 1'j1cate that the Functmnal

feature, the best—fitting unit of processing 15 at a lower level of integration

than the experimenter-clefined feature, perhaps at the level of the letter.segment.

Similarity comparisons made on the basis of such levels could be described as T e
relatively atomistic, .
The plots traced out by differing values of the parameter r i

iIlust?'Ete various slopes of the gen’éralization gradient around a single resourge

in memory. At high levels of r, the gfradient is steep, such that Faah’tatmn -

occurs with great magnitude (or generalization DCC’U\'S thh high probabzhty) only

B
for items nearly identical to a resource in memary. As the value of r decreases « Y

r

toward zero, 'éeneralizatiun to items of moderate ob}ec’cive similiﬁty in}créa?zes_‘:
radically, such that for values of r near zero great or highly probable - .

facilitation fails to occur only for items with no objective 31rni1aritf_‘%o fhe
resource, . .. ) .- : Co U '

P -

‘The 1mpa|:t of these nntmns on models which Employ a mult1tude of - ..

- -

-

memorial resources c:n each trial, whether actually nr potentlally, 15 erl?rmous. and )

. - .

wxy)be disrussed in'the Followmg sec‘cmn. Howev:er,dthey have less effect upcm ._; L

. ., -

mndﬁfﬁ whichy like the sxmple prntutypeand determ;mshc nearest*nmghbnur models,

e »

Access a smgle memnrlal representat'mn on a g1ven trxa.l. Altermg the pararneter r L'y

from the umty value tested above, that isy droppxng the 1ndependence assurnptmn in
favour of more ai'nmlshc ar holistic bases of 51m11ar1ty curnpansun;.\does not a.lter

the order DF Fac;h‘ca.tmn these mcdels predlct for the Fwe stxmulus types under o

1Y PN
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stﬁdy. That is because the effect of .emplbying any value of [petwéen zérn and
infinity is to altgronly the ratio between each pair of stimuli for which the

objéctive similarity values differ, However, the ordinal relations remain

identical to those given abave, and hence ho manipulation of-the value a{-' this

~ parameter will rescue these models. Thus a putative simple dependent prototype

model would fare no beétter than did the simalt indepéndent madel.

b)  Multiple-Resource Models

- -

Two kinds of models were menticm-‘ed above that employ multiple

~

‘representations in men{ory on each trial, These are the probabilistic nearest

’ . o
neighj;;_w and concert-of-instances notions (Brooks, 1978, personal communication),

Both are instance notions! that is, bath spedfy that concepts are represented
- mehnrially y a multitude of the categorical instances presented to the learner.

' They b:a.sically differ only in terms of whether the whole set of items in rnemc;ry is

eiz:tuall} accessed or only potentially accessed on a giv'eﬁ trial.. The concert

" o noti%‘%ests that all encoded episodes fadlitate the perr:ebtion of a probe, to

the extent they are similar to the probe. In contrast, the probabilistic model
R {

' .suggests that.only one memorial episode-is accessed on a given trial, but will be
accessed with probability dependent upon its similarity to the probel the nearest

" neighbour is the likeliest tn“be accessea, but more distant neighbours have some

pmlt'nability of being écces‘ged. Data averaged over a saeries of trials probably.
cannot not be used to separate these two notions, since the average fadlitation

qver several probabilistic accesses-would be expected to equél that afforded by a

,

..single, parallel access of many instances of differing similarity. However, these

- ~ . ' " ‘

A

v

02
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notions can be dealt with simultaneously through th@n‘cﬁ underlying

generaliiatidn gradients introduced in the last section. They differ on whether

, 'ﬁmse gradients représept probabiliti( distributions of access.pf a sin‘gle resgurce N
. -
put of many, or distributions of fadlitation due to parallel access of multiple

items! but the gradients predicted by the two models are mathematically similar,
and make similar predictions about the relative facilitation of items. ‘ : ;
The notions introduced in the last section about generalization
gradients apply only to the slope QF the gradient around a particular trace in
memory. In order to apply those notions to multiple-resource models, one Furthél;

- - b

- piece of canceptual apparatus is needed: some means of cambining the strength aor

LN

probability inputs of multiple memorial representations, that is, some means of

combining the separate gradients of particular resources. The following simple:

notion is submitted as an initial approximation. The fadlitation of perception of

a probe due to access of multiple representations is some function of the

-

.~ psychological similarity of the probe to all representations in 'memory. For

- -

current 'e;cplanatnry pUYDOSES, perceﬁfu_al facilitation is taken to be an identity

function of subjective similarity. (See Appendix IV for a further discussémn of ) i

~

this function.) Thé psycholagical similarity is a function aF'the overlap of the

probe with each of the-fepreser&a’tibn% in memory. Letting ST be the total

functional similarity of a probe with all items in memory, Si b;_a'the total t -

functional similarity of a probe with a particular resource, and O, be the overlap

of a prabe with a particular resource, N ' - o

n )
b ST =sum (S), and ‘ I
i=1

. - v -
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2 8= Di"i, {

) N
where ] is a parameter rgﬂectind the degree of integration of encoding aof the

representation of the ith resource, and n is the number of representations accessed

-

or potentially accessed to facilitate the prohe, and

A} )

. '

m
3) O.=(sum(d..N/m .
1 1_1 _‘] -

where dij is the match (dij = 1) or non-match (dij"= 0) of the jth invariant

element of a probe with the ith memorial representatjon, and m is the number of.

experimenter-defined elements in a probe. -

s

Line 3) defines O, as the proportional overlap between a probe and a
given resource in experimenter-defined features, the invariant elements. The five

values a probe takes on the five positions (nominal dimensions) are transformed

3

- intoa single value on a single dimension of objective similarity to a giyen

' resource, Lihe.Z) .:deFi_nes the ,Funl:tioh;él ‘similarity of the probe to a particular

reSource as a function of both its overlap in experimenter—déﬁned elements with

»

the probe and-its level-of integration. Lines 2) and 3) capture all the notions
about the generalization gradient around each individual resource that were

d1scussed in the last sectmn. Lme 1) indicates that the ‘total functional

-r

sxmﬂanty ofa probe 1s;the sum of the similarities of the probe to each resource

it Ggs:tually or patentially) at:cesses. o f

The form of these functions may be made mare cledr’ by not:ng that in

this scheme proximity is a'Func_tion of similarity such that the préximity of a

Fl

probe to ail ;epreséntaticns is
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4) proximity = (similarity) 1/

= +0 4+, .. +a N,
~
i Y n

In woyds, total proximity of a probe to a set of resources equ‘:ls the rth root of
the total similarity. This equation defining proximity in terms of overlaps '
e.videzrl*:tly takes the form of the _Milnknwsky distance farmula (Torgerson, 1938)
(Familiar instantiations of the formula are the Euclidean metric, or Py‘thaéurean
theorem, for which r = 2, and the city~block metric, for whicr; r - ‘1). Taking the -
rth root of the total similarity to deten"mine proximity simply returns the
computation to the original scale values., (This is the purpose served bj ta‘king

the sqﬁare root of the sum of squares in usinQ‘:the Pytﬁagorean thearem.) Thus the
::u:lmpu’ca’cicm‘j of similvarity ahave rests on thertra.r;;Forrnation crf"a set of distances

s

on experimenter—deﬁr}ed dimensions scaled in experimenter~defined units to a single

-

value on a subjective dimension scaled in subjective units. Taking the rth root of
this value returns the écalé/of measurement to experimenter-defined units. The
simi‘la,rity and proximity thus computed are monotonically related through"the
parameter r,» Both are estimates of the amount or likelihood of facilitation of _a‘
probe; they are indices of fhe psychologically effective distance between the
probe and memurial. resources, given that the subject has processed the resources in
a particular' manner,

The value of the parameter r for the curﬁparisun reflects the degree
of integration at: which a resource was encoded, and defines the slope of its

facilitation gradient. (The praobe'item.has no parameter, since this model

" describes perception. At the beginning of the procass, the probe is simply "out

-

ns

there"! it is not integrated at any level, since it has not yet been procés_sed at

N _ - R
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( N
ally) At high values of r any difference between probe and resource makes all the
cﬁiFFerence: any change in the p;robe from identity with the re’gsuurce ceuses the
faglitation index to fall from unity to near-zero. At loWer-values of r, changes
in the overlap of a probe-resdurte pair have a less dramatic e\F'Fect on predicted
fadlitation. Esseetially the value of r defines the level of tHe processing unit, :
the effective resource. ﬁeder r = 1 each element of each eresented iter‘n is in
effect a separate resource.‘contributing indepehdeptly to the Facilitation D'I': tha
prube. whereas under higher metrics the elements are clumped into resource )

t

-packages. .
\

o

The effect of this formulation is to add the facilitation due}to the
separate memorial resources. This instantx\a.fes the\parallel pmcessinlg suggested
by the concert of instances, It can be concepfealized as determining the
simultaneous distance of a prclbe from multiple resources. In effect each resource
_is a dimension of an n-space in which we are attempting to determine the distance

g of a point (the probe) from the origin (which rLeg;L%ents identity with all

resources), The sum of overlaps between the probe and each resource is the value

-
=

hat resource-dimension the probe takes in n-resource space, Conceptualized in

N dd .

Ccurvature reBresents the transformation of scale required to obtain distance

fashion, the parameter r represents the curvature of the space, Thie

estimates computed from _the scale employed on the axes of the resource space which |
are commensurate with distances measured by some other device (a ruler. or test)
.. which assumes a different scale unit,
Another perspective on the significance QF-fhe parameter r is that it
informs us of the degree or likelihoo! ~# use of each of the multiple available

f

resources relative to each other. Forr = ', the city-block metric, alteration of
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the value of any entire resource (O.) has an effect on the total outcnme’ {5T)

-

- [

gxactly equivaient to the value of the change in the single resnurce. a unit

change in the similarity to one resource causes a urut change in the outcomer Thus
'

this metric deFines statistical independence, or separability in Garner’s (1974)

terms, of the ;escurt:e_s. (Change- in the similaritl)} of probe to only one resource

is likely to be difficult in clustered spaces, but this difficulty is irrelevant ta

the lngi:r:.) }?y contrast, forr =2, the Eue;gdean metric, the resobreces are nat

“-independent. The actual value of out:oﬁ;e;vt:ﬁa.nge depends on the magnitude of the

original value changed by one unit, A unit change from .2 to .4 objective mat'c.h

causee. .less change in the total facilitation of the probe than a uni‘_t change from

3 to 1,0, In Garner’s terms, this nutceme defines integrality of fhe elements

within each resource. For r = .5, a unit change causes mare than a Unit change in

- ‘Dutcnme: this 1s the obverse case of integrality (interaction of components),

Another important case is where r approaches infinity, which is called the

‘dominance metric by Garner., In this case, the only change which eigniéicantly

affects the outcome is a change in the value of the resource wh@‘the greatest

"t

value of all resources. In effect this metric predicts facilitation solely in

terms of the nearest neig;hbour. Alr.unit change in the ebjEctive eirni;larity of the

probe to the resource with highest overlap value r.esults in various outcome

changes, from near-zero if the original objective value is low, to near-unity if

the original objective value is high.

a This formulation gives us a descr'ibtive model of cencept Formatipﬁ .

with processing .implicatinne. It is a single-parameter maodel, the pérameter being

r, the degree of integration D'F encncﬁng the old items, For purposes of this

paper, this model will be called the “episode model", to reﬂect its emphasis on

=

. "
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reprasentation by means of encoding experiences of processing particular stimuli in
e - r .

.a payticular way. As indicated ahove, the-exte\nt of the processing unit which will

de_’cérmine-the breadth of transfer (the functional encoded episode) depends on the

level of integration at which old stimuli were pracessed, fram relatively atomistic

\ . . P w

to relatively holistic experience of the items. The level of processing of old o
stimuli in tufn' is thoyght to- depend on encoding variables such as strategy, task

requirements and prior experience of other members of the domain, The task.

. -

requirenient of string copying is not manipulated in this paper, so that predictions

PR

of th'e episodefmodel for 'veriiatior!s of preeessing are not emehasized here,
Howevar, the ebility'EF.t‘he mtdel to account for perFormance in stimulus domains

differing radically in dglsfribetion of density is tested in this section and in
seetion 7 iv, a.ne is discUssed more FL;liy in section V¥ v, | : | _

Of cnu;'se, various c’i'.!d items may have been‘r encoded at various v;ﬂzes)
df-' r during the course 0;: -’éhe presentatioe of a set of stimuli. For bresent |

\

. T -

- purposes, it is assumed that a.ll old items have been encoded at a smgle level D‘F

-

1ntegrat1c:n, as a result of the enr:ndmg reguirement (wrltmg) bemg held censtant.

It 15 ‘also possible that 1tem5 are_encoded in separate, integrated chunks (like "

syllables), While the model ig in prmc:ple capable of dealmg with such an

eventuahty, for present heunstm purposes the sxmpthmg assumption was made .

that syllabxﬁcatmn does not occur. .

ThlS model was Fltted to the recegnztwn data, attemptmg tn d1scover
N

a va.lue o+' ¥ which would predu:t ’che order oF faclitation observed. Facilitation

P

scores for theehve types oF transfer s*t1mu11. denved From this model under the

" assumptions ; =1,2, ...S, 3, 4 and 10, are given in Table 9. As indicated above, -

-
-

the observed order of transfer derived from the recognition data (Experiment 8),
. r

<
-~

“\
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Table 9 = -

A

;o

Frohe—Resource

Overlap

v

urder Various Metrics

"Predicted Facilitatio

v

Kl

L

> . ‘ )
Facilitation Fredicted from Single.Resources

g

LY

L

-

ro= 1 =2 r=2,5 pi=3 =4 = 10
. ) 7

9 1.00 1.40¢0 1.00 1.00 1.00 1.00
4 .80 . 64 57 51 .41 V11
3. - '60 36 .28 . .22 .13 01
X 2 040 5‘1‘5 |10 006 003 100

' ¢ Ta - AT i
1 .20 .04 02 01 .00 .00
' e
0 1 Lo , 00 00 L00 - .00 00

.\ , ) } ~ !

- \ ‘
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and suppmrted by the latter two perceptmn expenments (Expenments & and 7), is

p [

IIaD > I3, _l_) I11 > IIg, Table 10 gives the predlcted Fa.uht“atmn score far a,

probe oF each stimulus type. These scdres were computed by addmg~the Facxl:tati\o:n

A

: predu:ted for each member oF a stzmulus type by each of the ten traunmg 1tems

.

{irrespective of the categoryﬂf the tra.mlng 1tem), and then averagmg these

~ ~

item—Facxhtatmn sums for each’probe type, under the assumptmn that training ,”

items were IIaG. For example, apy particular Ia i_{'em'overlaps the set of
< . ' : .
within—category training items by 4, 3,2, 2, and 2 letters, and other—category

training items byi 1,0,0,0,and O letters. Table 9 indicates that forr =1 ',

these c:verlaps predxct separa’ce <Fac111tat1on5 c:F .8, by .4, .4 and 4

L

within—-categery, and i2, O, 0, ¢ and 0 Frorrufcems in the other category. The sum

'of these indfvidua] facilitations is 2.8, which is entered in Table 10 as the

101is Ia > Ha., IIb, IIc > III, which is.evidently wrong. {This is is the

]

~

fadlitation from rmultiple resources for a Ia item under r = 1.
. P

. Bach column of Table 10 can be interpreted to make ordinal -
predictions concerninig the relgtivé magnitude of fadlitation experienced by the

five types of probe stimuli, For r = 1 the predicted order of transfer from Table
. . )

multiple-resource in'\d_epend'ent instance madel alluded to in the last section as

. i e
being F'c:rmally identical to a complex independent prototype madel.) Fory = 2,

the Euchdean metrlc, the predlcted arder 15 Ia= IIa > IIb > IIc.= III, which

agam 15 not the observed order, However, r=251is a break point in predxcted

urdenng. for this value of r the predlc‘ted ‘order is II.':!LD >71a>1IIb > III > IIb. .

" For the %irst time, 01d>iten’15 are predicted to be best'perceivéd (although anly

x

i marglnally S0k and also for the first time, III items are pre’d;cted better

pgerceived than IIc items (agam, very marglnally). JHowever, Ia 1t'ems are still



L
¢

N #
v - \
o . - _Iable 10

?acilitation’Prédicted fPDM'Hﬁliiplﬁ ﬁe%ources

i

i C Unigder Various Metriéé
Averaqge Predicted Faci%itatibn
Kl . ¥ . . " )
Frobe Tupe-, r=1 Tr= 2 v = 2.5 r =3 r =4
_ 1
/A :
. . ’ . : . L A
'F'roto‘tspe 3.00 1.80\ 1,40 , 1.10 ".65
Is . 2,80  1.52" 1.7~ .92 .43
Ila, 2,60 1,56 ' 1.34° 1,20 1.09
- *a , :
ITb 2.60 1,32 .94» .83 57
Ilc Z.+60 1.16 ° + 82 + 39 .32
III 2,40 1,20 ‘91 W71 V50
I
Iy ‘_“_.‘"W\
. .
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““evidently predicted better perceived than IIb items, which doés not conform to the
- phserved ordering. For r = 3 and still more clearly for r = 4, the predicted

ordering converges on the observed ordering, Atr=4 there is little diFFereﬁce

’

between Ia and IIb items, mthe direction of the difference is the same asg the

direction 0? %he non;sigr{ichant difference between these types-found in the

recognition data. I'IQO items are clearly predicted to be better perceived than Ia
. . - ‘ -7

items, and 111 itemslr/!@r than IIc items. The cénclusion to be drawn is that

this mul’ciple—resudrce model, employing similarity of the probe to all old items,

and carrying an in'tegr'ation parameter for the similarity to old items, is capé.ble

of post-dicting the ordinal relations in the recognition and perception data. \

r

¥

Dne'guould not wish to be very precise‘aljout the actual value of r to
be daduced fram ’chis analysis. Hawéver, it clearly must be 2.5 or greater, This-
luwer bc:und 15 not based on the ratio propertxes of the s1m11ar1ty scale, for which

the measures of facilitation in these experiments are‘a little crudg, but upan its

v »

ordina.l p'l-"Gp.EYtiES‘. which are quite robust: j-a metric of less than 2.5 wauld nat

" yield the ordering obtained in Experiment 8. It is noteworthy that the metric must

be ggeater than the Euclidean: this issue is discussed in Appendyx 3.

The upper bound on this value is less certain, except that if it were

near infinity, the model would predict nearly no fadlitation far any of the four

novel types of 1tems. Even for r = 10, as shnwn in Table 10, the model predicts

nearly no Facxhtatmn for novel items in comparisan to nld items, whu:h is clearly

. -
]

: wrong, and suggests that fadlitation of navel.stimulus types will be approximately

equa.l, such that their transfer scores will be indiseriminable, which is also

. - )
clearly wrong. In light of these considerations, the value r = 3 was taken tobe a

reasgnable approximation, \\j

N1



. v . et . ] }’
b —‘-—-— . The evidence given ahove for the validity of the mudél is very crude.

Itis based on ordinal predictions only, and the value of the parameter is derived

e from rather than predicted for the data. Huweve!r, there was good a priori reason ©
- "
.~ to suspeet that-a high level of r would be required. The parameter r reflects the

level of integration at which old items are encoded, that is, how close to holistic

was the encoding. The encoding reﬁuirement for subjects was writing. Compared -toéf:a
' -, a - ': .
- other encoding requirements attempted in the early experiments, writing intuitively

- . .

‘aﬁpears to be a task which would be likely to promote relatively holistic encodifig, .

whereas a letter—search task or spelling task appears.intuitively likely tlﬁ p'romqte T L.

.
~

relatively letter-by-letter encoding. Secondly, three experiments described above -

{Experiments 4, 3 and 6) demanstrated inteér-letter dependency in pefrfprmance."under

PO

encoding conditions identical to those of the present experiment, That dependency

suggests that the target letter was not encoded independently of the other letters - -

of the string! in other words, it suggests relatively holistic encbding. A sat of

Expérimehts to be discussed®below (in part ;_y_ of this section) provides some ! C-

i - . -

predictive validation of the model.

L

iii) Conceptual Perspectives on the Necessity of A'bstrac’tmn ™

- .

. Exglan ations - . .. .

-

~

This section argues t?at -a conceptually basic demﬁstratinn of the

-

’ nec9551ty of prototypes, vpon which much of the pmtutype t/aﬁitmn has grounded
© P
its assumptions, is at least as ﬂell acccunted far hy di tr/1buted representatmn
N
« assymptions,; and hence fails to suppurt the necess1ty of Exnlanatmns appea.hng to

ahstraction of summary jnformation. That basic demonstration is the classic Posner

’r
»



have been shown to b@éentradicted by the experiments above in"all versions save
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and Keele (1968) study which found classification of prototypical patterns not seen

in fcraining to be as good as _'ch;-:it of patterns actually efesented in training, and

b‘etter than that of other patterns not seen during training, This study has been

widely cited as clearly indicatiné the emergence of a prototype. In fact, this
popular cnrtceptmn of the cunclusmns of the1r study is somewhat misleading.

Posner_ and Keele actually concluded that 1nForrnatmn about md1v1dual patterns must
be retained and emplnyed in performance (i.e. that purely summary prototype models
ere‘ineufﬁdent). This aspect of their study has gerferally been ignored in

citation of this paper (e.q. i?osch, 1977} Homa, Sterling and Trepel./}?Sl).

HoweVver, they a.lsp concluded that their results necessitated pestulat:ing some

: degree of abstraction, and that the weakest statement consistent with their data is

tba-t the protatype has a highef_'probab,ili’cy of recognition than other novel

patterns; they left o;;en lthe. possibility that abstracted information has a greater""'

-

_ role. They inteypreted their basic Fmdmg to mean that the protetype is a umque
' pattern, suth tha.t it is better recngmzed than ether nnvel patterns havmg the

. 5ame_avegrage d1sta.n|:e to stnred exemplars. They concluded that some information

" about ’che central tendency oF the presented exemplars must have been abstracted to

ar:t:c:unt for this uniqueness, since the dlstance eFra probe from the cld items could
not account for the differential recugnitioﬁ of twa itern\s of equal dissimilarity to
the old items.

The most popular version of prototypes, the pure-summary prototypes,

-

L}

the complex independent, which (as discussed below) does nat store general
information. The strohg-ﬁ::rm hy! “{1 model, under which instance information has a

limited role in the processing of novel instances, was also disconfirmed above.

-

,-



.may ﬁnssess its unique characteristic of being better recognized than other novel

110

-

Thus the weakest farm of the"‘labjs;‘tractiun pﬁsi‘cion identified by Posner and Keele is

also the only general-information brototype_ position still tenable. It claims that. T
some general information must be abstracted and stored in order that the prototype h

L

pattern's equally dissimilar to the old patterns. - .
T e L
" The argument for the weak hybrid 'pdsit‘icm‘ rests upan an a’f’gunient fram
L] .
necessity, that instance-onrly explanations cannqt in prindple account for-the
" . . .

difference between performance arg the prototype péttern and on other novel items. .

An actount of this finding based bn-an instance ;SVErSpEC'tiVE would destroy the basis
.4 .

of the daim. Further, the weak hybrid model, in order to avoid triviality, must

clhim a role for prototype information not only in the recognition of the prototype

pattern, but at least to some degree in the processing of other novel items. That R

is, the primary evidence for the abstraction of géneral inqumatiun'may come fmm/ \\J\\

. ! <
the uniqueness of performance on the prototype pattern, but the model must predict s X

an impe;ct of this; abstracted information on the processing of novgl itéms other

than the prototype .in order to avaoid being a theory about thie processing of a very

spedal category member that rarely occurs, ' Y
The protatypical instancesitself was never presented as a transfer

item in any of the experiments reported in this pager, ‘This was due to a

defined by the distance of the type from the nearest old and from the prototype, %

without repeating actual items, this R <Dl with the protatype pattern& v
A :

itself, sipen here is but one pmtcﬁ: g p¥n per category. ‘Inclusion of the

Y &= AP
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(’,f' * . y
awkwardness, with measurements oF other transfer types to the prototype pattern

_'t:emg obtained in a ratm af 3i1, Howeven it is not really necessary to actually

measure peerrmance on this pattern to debate the necessity of abstraction of the

protptype. P1r5t. the episode mddel described above is perFectly cap&ble dF

- predlctmg the apparently umque status of the prdtotype pattern cbserved by Posner

I\_b\

and Keele, For example. Tahle 10 presented the predlcted Fac111tat10n of the

N -

prntotype patterns of the categunes used in the recc:gmtmn expenment (Experiment

a8\ It is evident from tms table that forr=1 the prptotype pattern is

pred1cted to be the most fluently-processed cF all types of stimuli} and this -

prediction is made from a purely instances baexs. The prototype pattern achxeves._‘

. .

" this eminence under instance assumptions because df its central location and .

-*

consequent moderate éimilarity fo _al}_’ old stimuli. While the protqtype“pattern

‘does not have the greatest similarity-to any ald item, it is most similar under a

T

city-block assumption to old itgms in general, Under this assumption, many

moderate similarities outweigh’a few large ones., For the ‘set of old items used to

‘cdmpute‘?aple 1Q, the prutoj:ype pattern remains predicted to be the best-perceived.

p.;{{ern under the Euclidean metric and even under r = 2.5, It isnotuntilr =3
for tlﬁse stimuli that the prptptype pattern is even reduced toa level\oF ot

predicted fadlitation equal to the old items (the pattern of resul.ts Fuund by
o

- o
Pasner and Keele): However, for higher values of r. the prototype is predicted to

experiénce relatively less fadlitation compared with items having greater dverlep

-

with a garticular training item. Thus depepding on the level of integratjon of

encdding of training instances, the protdtype pattern may be predicted by an

instance model to be hetter, equelly or waorse perceived than training items. Thue

the Fin.ding that the prototype pattern is as well perceived as the tra.iping stimuli’

v .



similarity to the instances, .

. -

Al . >

”

does not neceéssitate an abstractive explanation. .

A second theoretical point’ is that Posner and Keele’s observ,atioﬁ
» b - ] : - -t - i
that the prototype pattern is better recognized than other novel patterns with =~

"nearly the same average distance from the ;tufed exe_m;;}ars;" (p, 362) @s‘subject

to re~interpretation. It is evident that "average distance" depends on the metric

of distance employed. Posner and Keele assumed a d%y—block,met?ic was

appropriat ‘. v&i hout any substantiation. They thus used the mean of the‘t;ity-block
C ' S -

distances from the schema pattern to each presented Eiemplar, and from each novel

A

item to each exemplar, as their measure of similarity’. Now, the mean distance to
training items.' calculated in tllis fashion for-the sche?na péttern is almaost

identical to the mean diétancsxcr the other novel instances to the training

. patterns, although the schema pattern js'a goodly distance from each novel item .

(see Appendix 2). It thus appears impressive that the schemé pattern is’

- consistently better recognized than the novel patternsi it &ndeed _afu:_:]gests that

there is a unique property belongingltn the pmtétype that is above and teyand

!

Ho»{even as indicated in the prologue, their schema pétt"ern was not

H

-constrained to be the average of the presented stimuli. Rather itisa prime form

N

. / .
from which the presented exemplars are generated by means cF_(endom distortions at.

- -

some level of probability. Their schema is therefore unlikayl to be éxactly .

t:en;c'r;i, and,in fact is not (see Appendix 2).' There is a-.z_cinmatically a sir;gle
minimum average c'i’cy-block distance to the 'FDIIJI" old 'exemplars.. An item puss‘essing
this average distance is axiomatically centrally located (although there may, of
course, be more than one such central location (i.e. rn.ultiple modes) when the
training items are located at differing distances to each other), Any items

- T

e b e e .

e —



-

possessing close to this minimum averayge' distance must also be close to central,
In fact, an item cannot possibly be central, and also a similar avera;;e distance
? ~a Al

- ‘ . ~ ]
from the old items as another item, and yet be much more central than that other

item (although such items may be far apart)! any itefns sharing the first two

characteristics are inevitabfy very similar in their degree of centrality, By this - _

N N s
reasoning,; Posner and Keele’s novel items are nearly as central as their-schema

- pattern, which refutes the cantention that while similar in distance to the

a6 i

AS

training items, the schemé pattern is dissimilar to the navel patterns in being -

mare central, In fact, as indicated in Appendix 2, none of the transfer patt.érns,

includi‘rlg the séhema-pattern,' is véry_clnse to theac:.'?eﬁtra.l tendency. The schema
pattern i;.-'. in fact more like one of the novel pa’?erns.in distance to the tréining
items than like the centra{ﬁ\e:nfe}ncy. It is tlherefore surprising, in the light bF
cmntempo‘?ary prototype t}ﬂeary"(whicb id‘entif i s.the prc;tutype strongly with the
central t';éndency-) FD‘F__i_IjE_- lth.;_d' syhjects r-eliab y recognize the s¢hema pattern mare
than the ngyel patternsi and this finding’is paradaoxically difficult for a |
cn‘ntl;r;por;lry prutéi'ype theary t\t},eicplain. An abstracted central tendency u-uould

certainly not have this effect. It would lead to approximately equal recognition

of the schema and novel patterns, since they would be approximately equally similar
Y .

_to the abstracted information.

However, instance notions can account for these results quite easily.

. Althaugh the average distance from the schema pattern to old distortions is

approximately the same as that of novel items to that of old distortions under

cdty-block é{ésumptions, the variance of the dissimilarity of the schema pattern to

olds is higher. In fact, two of the four schema-to-old dissimilarities are smaller

e

than any of the twelve tabled navel-to-old dissimilarities, one being anly



N

\\\ ,/

~eneoding shuuld remain at about‘ the same level. (It-will be recalled i'hat the'-

- I

three—qué.rters of the smallest novel-to-old dissimilarity, -Under_the‘se conditions

it would require a very srnall incr:ease in the metric over the city-block to predict .
a strdng"assymrnetry in the Fadlitetion of the two types, The Euclidean metric

wauld certainlly do so} “and given that Posner. and Keele required learning to a-

v . . . S

criteridn of two cmmpietelj errorless passed through a list of twelve training

- stimuli, 1'c is not unhkely that their sub;ects encoded thse stimuli tn some

degree of hdhsm beydnd that desiqbed by r=1,

-

’ a

Fa ' Nl

iv) _Empirical Perspectives on the Necessity of Abstraction

¢

. Exglenat:_one e ; ‘ o : . . Ve

This section containg four experiments that simultaneously satisfy a

nucnber of objectives. - Firet,.they test'_tne ﬁrédictive- %abil‘it'y_ of the episode
model, They all assume the appropriate metric to be r = 3, based an the reasoning’
that since fhe treining'For these expeﬂmﬁs is identical lt‘d that in Experiment &,

! 1

also consisting of copying the t'raining: strings, th.e level cH:" :_integratipn of -
B '

.
'
Iy

‘\ral,ue_; = 21is a rough apprdxxmatmn. heur15t1cally. the spedk c«alue of r 15 '

. N

. less important than that its value be greater than cme; the 1ndependence value.-)'

Secondly, while the maodel and va_lue oF the parameter were der1ved from recogmtmn

- datan the experlments to which the predictions are-now apphed employ perceptual
identification as- the1r dependent measure. and so the sUCCEsS of the predn:tmns
e
rests updn the reallty of the convergence c:F these two measures in the current

domain. Thirdly, these experlrnents emplrzcally assess the c1a1m5 of the weak

hybrid naotion, the last prototype model to be examined that bears any real

L3

- .

-
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' predictian as far r = 3.)

113

-

]

resemblance to the ariginal conception ‘of central representation which motivated

prototype theory.

The first experiment of this set {Experiment 9) was predicted to
yield exactly Fosner and Keele/s (1948) results, that items closer to the central
Jtendency are as well performed on as training items; however, this prediction was

made from the episode model, It employed the three sets oi-‘ stimuli IIa, IIb and

IIc a< training items. They were presented once cmly. each, thus achieving .the same .

- 1 3

"number ‘of learning trials (30) that hag been used in all- Foregomg experiments.

%4

The experlmenter—de{-‘med ca.tegones in this preparatmn have cue validities of =y

1

The stimulus sets la, 1'.[r'.-.D and I1T were empff:nyed as transfer items, as in

Expe iment 7 (see Section ¥ i) The gpis'ude model, withr = 3, was used to predict
the rank prder of tpansFer scores, employing 'all 30 training items as resources,

"o The’ mean Sxmllarlty scores cumputed in this Fashmn were Ial .‘92, ITa.} 87 and

""‘_D °

1 .58, glvmg a predicted urder Ia> IIaD > II1, with only a rnargma.l

" difference pred1cl:ed between Ia and IIa ‘ ('I'he nty—block metric ylelds 51m11ar1ty

scores of 2.8, 2444 and 2.35 For I3, IIaD and III. This 13 the same ordinal

-

The episode model’s prediction using r = 3, the value derived fram
-

the recognition study above, closely parallels Posner and Keele’s (i?éé)' -
observatiaon *:'ha;c.hig hly prototypical items are as ;vell pefceived as patterns which
have actually been presenteé to subjects! in the present case; novel
near-prototypical .it'emé are predicted to be very- slightly better perceived than

-

training‘ stimuli, This resﬁlt“'_has been copeeptually basic to the prototype
[Ny

,.

-
tradition, and has been argued to necessitate a prototype explanation (efg. Posner
N . o -

and Keele, 1968; Rosch, 1977 Homa, Sterling and Trepel, 1981), However, as the
N

.
q ﬂ . - ~
- " -



).

-

present case illustrates, the episode model is capable of making the same

’ predicticip‘; even with a value of the integration parameter specifying relatively

holistic encading, given the distribution of training stimuli in this experiment,

.

The results are shown in Fig. 20, The means of stimulus types are

lai .81, ITa,:*.78 and III} S8, The means of la and lla, are not significantly

" 'different, while botli of thase means are greatér than the mean of III ip < .05) in

‘because they demanstrate th§t the episode model does not deinand -that items

" rather of their subjective similarity to all items which have been processed, To

both cases. lThE p.attern is remarjkablg_simiiar to that pred.ir:ted by the episade
model for ¥ =3 .Hqu\zer, since bothr =1 and ; = B‘predict the same order of
transfer, and the data is really a little too crude for ir‘aterval or ratio

cnm[;_:ar;isnn, this experiment is not Q strong tegt of Qhethér subjects-..’ coding is
best rde'_-‘.'cribed as independent or dependent.. Rather, the impartance of this study

is that the success of the episode madel’s prediction adds empirical force to the

theoreti‘c'al arguments of the last section i_ndicating that appeal to abstraction is

unnecessary to acrount'for good performance on items that are novel but very

g prototypical .

TheAres'iJlts of Experiment 9 are considered to be important" in part

-, .

processed previously will always be better perceived than novel items. As is

.argued below, performance on items is not a function of their exposure status, but

»

" make this point more strongly, Experiment 10 was run as a replication of Experiment

%, except that instead of perceptual identification it employed recognition— * °
confidence as the dependent measure, as in Experiment 8. Despite the change of
dependent variable, the transfer prediction for Experiment 10 is the éame as for

Experiment 9, since, as argued above, in cases where differential extra—-item

P -
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£
' context is lacking, recagnition reflects simply the Fluency of perception, For r=

-3, therefore. the predicted order ot transfer is Ja items judged rnargmally more

likely Old than Ila, jtems, and Ilay items much more likely judged Old than III

items. )
The results are presented as they were for Experiment 8. Figs. 21a

~and b present mean frequendes and cumulative mean frequendes of

[ L.

recognition—confidence judgements, Chi-square goodness-of—fit tests on these

patterns indicate that Ja and IIaD are marginally different {p < 02), while the e
distribution of 111 items differs é'ignificantly from the other twa {p ~§~.00-1_ h |

"These diFferences may be characterized through examination of Figs. 223, bandc,

v

‘wluch illustrate mean at'tnbutmns, and mean frequency of hxgh—cnnﬁdence "New" and

/

hzgﬁ“ ﬁdence "01d" judgements respectively., Mean attnbutmns concerning Ia and

:IEO stimuli do not differ significantly (Fig, 22a), although the patterns of .,
attributions differ slightly in that Ia items are more fréque:;ltly judged'hc;th Old ~

. and New with high cnn'Fi'dence than I_I_ao items G.e, with grea.ter'variabi'lity. which
acmunts for the differehce indicated by thé chi-square test! see Fig. *and o),

Y

Type_i_Il items are evidently treated as being more likely novel than either of the
other types. As predict.ed. this pattern of results closely resembles that of
Experiment %, 'I‘o-gether. theE.e 5tud1es conhrm the point that 1n5tance models need
not demand that best peerrma.nce is a.ssocxated with previously-expéfienced items.
It is notable that this type of perFormance pattern (novel items "
peanrmed on at the same level as old ﬁns) is achieved when the denSJ.ty of old
1terns is relatively wxdely dxstnbuted in the domain. In the prepara.tmns used For

I?.Ipenmeqts 9 and 10, t?znmty of old items was nat maximal at the central tendency

{as it generally is in graded membersthip structures used _to support. the prototype
/_ ~4




| JUDGED “OLD"  JUDGED "NEW".

|
10-0 oy -
. 2] e Ia
907 |, . —8— Iao
>~ 809 ._, ) 1I o
.t |
-2 70- 3 ‘
g .o |
3 6-0- L i
& s5.0- T S
- I .
: 401 . I -
- }
- ﬁ 30- : _- :
CZ 2-0-+ :
1-01 =
|
0-04 ) o
L . BT
L ' R | B ¥ 1 T
1- 2 3 -4 .5 6 -
~—— CONFIDENCE — -
HGH = LOW- .HGH .
'/;s-_\‘ ' . l ‘ . - , -
_ R
Fig. 21a. Mean-frequencias of
recognitionn=- confidence Judgements From
Expersmant i@, . o
_ ’ | .‘_f
-V
) |



.

JUDGED "OLD"  JUDGED “NEW"

MEAN FREQUENCY

—0—-" Tao
—A— 1L

T 1) I I I |

1 2 3 4 5 6
~——CONFIDENCE ——~
HGH © LOW  HIGH

Fig. 21b. Cumulative mean frequencies
of recognition-confidence judgements
from Experijment 10.

s



TRAINING TRANSFER
S e - e
' Ia Ib Ia| b
f1a] [11b] [T1c] IIb Ilc
T [T
1] IV
v v
| tq4 T 1 UDGED 0
. " . L, JUDGED OLD
A E
a 2 o
N ;
) |
T 3 | \
T H
? .....................................................
S| I _
u - L~
'{ {
. g 5
% ; L
S
6 —
JUDGED NEW
', | _ ‘ | i
Ia 11a0 111

Fig, 22a. NMaean composite recognition-
confidence judgements for Experiment 18.

—~

e



A
4.8
F .
R
E 3.0
! Q '
U
E 2.0+
N
C
Y o1.e
0.0

I

AN

%:éheammﬂ zom=’
M
®
1

J

1/

0.8~

!
Il

Ia I1I
Fig. 22b. Mean fraguency of judgaments
of high-confidence "New*. |
o/
,%v
b
Il*.
T T T
Ia Ilad I1I
Fig. 22c.’ Mean freguency of judgements
of hiah-confidence “01d". T

&P//‘

a



" 118

position). Achieving this pattern of results appears to necessitate only having
the training items so distributed that under an appropriate matric of similarity

the items near the central tendency are more similar to the training items in

ey

-

\\ general than are the training items themselves,
The contrast between these eriments and Experiment 7 (abnve{is
. particularly interesting, since they employed identical transfer stimuli and®

identical numbers of training stimuli, and basically differed only in terms of the
#

+

repeated three times each, resulting in widely—separa\;ed concentrations of old
items,; whereas in the‘present preparation old items were more nearly uniformly |
distributed aﬁ:.nimd the central tendency, although all were still at a distance of
two deviations from the prototype. T_hel difference in transfer patterns is
residhreple (Ia, > Ja > I in Experiﬂment 7) Ia) Hay > I in Experiments 9 and

% 10), and enfirel_y predictable under the'l egisode model’s assumptions. However; it

7 apbears- to be very difficult for pratotype theories to account for this diffez;ence.
since tha\\’gra.iping iterns‘oF these éxperiments have identical modes and Q\!inl)grs of

deviations Fl;um the modes. Ihus nat ogly is an ilnstaﬁte maodel suffident to K\

account for the "basic prototype demonstratien", but it can also account fqr

transfer patterns in spaces with different distribﬂt:’ons of density of training

items, wfée/lre' prototype explanations fail. p
. Relitive to Expériment 7y Expé’ﬁments nd 10 changed the

$h TN

distribution of density of old items from tight dustersv of three repetitions of a

” string to loose clusters of similar strings. Tha‘digtahce between clisters was

slightly reduced, while the distance between members of a clyster increased,

resulting in a relatively uniform distributioq of items at a "s:tance of two -

4

density of the old items. In Experiment 7; only Ila items were usgd in training, T



119

deviations from the central -tenqency. The next study (Experiment 11) changed the
A distribution of density in a diFFerlent way, by moving the tight clusters of
Experiment 7 farther away from the central tendency, and consequently increasing
s the distance between clusters of old iterr;s while “r-etainin;g the extreme density of
members within a cluster. The result was a distr‘i’bytion AUVF old items that was less *
dense overall than that of either Experiment 7 or ‘;, but was marked hy
. concentrations of old stimuli, aé in Experiment 7. It employed stimuli of type III

as training’items, repeated three times each, for a total of thirty training trials

({as in all other experiménts)r. The experimenter-defined categari.es had a resulting

cue validity of .73, and represented the greatest cue validity for any way of o Yo
- splitting the space into categories, so that a summary abstract structure would ’
! _ - still be thought to incorporate the central tendendies and variances of the . LJ

L E'd|=.'Finiti.cu'1a.ll categories, The transfer set was identicg.l to that used in
Expen';nents 7 and 9, namely Ia, Ila and II1, However, in contrast to Experiments 7 '
and 9, in this case the episade madel, still assuming r = 3, predicts that the
best-recognized type of stimqlus will be thase farthest from the central tendency!
it predicts the order mo > 1Ia > Ia. It can thus be seen that theﬂepisude model '
maké’s é. wide variety of predictions depending -cn the distribution of density of the
training {tems. | |

The results of Experiment 11 are shcww in Fig. 23, The means of

-

> transfer types are lal. .80, IIa! 79 and IIID: .%};\These results indicate that

items of type LII are better perceived than Ia or Ia items (p € .05, one-tailed

- test), while E and Ia items are about e%ally well perceived. Wts

: B . v .
canfirm the prediction of the madel that the items farthest from the central

v ) tendency, are beét_-recngnized. The unpredi}:ted lack oF"diFFé‘rence found betwegn Ia

/
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and Ila items is a minortoncern! it would be predicted by a slightly lower value

of r, closer tor = 2. It is at least still true that these results could not be
Ik 4

accounted for under an assumption of independent processing of .the letters, ‘since

" the dty-block metric predicts the order Ia >'IIa > II'ID,'.whir:h is definitely

wrong, ° _ .
Taken tn-—gethér. Ex}:eriments 7,9 and 11 demonstrate that the episode
madel is capable of accounting for quite various resuilts, Dependin‘g on the

distribution of the training items, the model predicts that either old or navel

items, and either items near or far fram the the central tendency, will be best

perceived. Thé model can predict results like those usually reported to support _

the prototype ‘p"osition, and alfso'.the appasite. Dver the three experiments, it

appears that 'pr&otypé results”, the finding that novel items near the central

tendency are as well perceived as old items, form a spedal case resting on a

- particular distribution of training items. Prototyﬁe theory predicts anly the"l

spedal case, while fhe episode model is more generally predictive, -

Homa, Sterling and Trepel (1981) argued that exemplar-based

4

generahzatmn is eFFechve only with small categnnes_isuch as those used by

Braoks (1978) and Medﬂn and ShaFFer (1978), and that for larger cateqories, a

LN
synthesized prototype determines performance accuracy. However, the pattern of

results of the last three experiments suggest an alternative explanation of Homa‘s

findings with regard to.set sizes As set size iﬁcreases, unless spedal
i &
constraints are imposed, the dgnsity of training-items is éike‘ly to be-‘greate%t
near the central tendency. It is also lifnely-to be unifarm around the central
Va 4

" tendency, as in Expenment\.& (No such spedal consi\ﬁm;s were impaosed in the

¥ -
Homa et a.l study, wmsb employed stahstfca.l rules ta gener}te instances.) Ey .

' - fy &
: 7'?\\ 2;9 o -
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contrast, small categories are likelier to have distributional characteristics mare

like those of Experiments 7 and 11, ti%at is, density not maximized at the central

. tendency, and distributed in local concentrations, Thus set-size results like

those encountered by Homa et al may be explained as due to the confounding of set
size with change in diétribution of density. The finding of "prototypical resuits"

in large sets with centre-maximal density does not necessitate an appeal to the

abstraction QF eneral information. ' -
‘9 ' ' \/

Perhaps the most appropriate test of the relative impact of spedfic
and general knowledge would be a pair of experiments in one of which similarity to
o Y
the central tendency was held constant while similarity to instances was varied,

and in the other of which the relationship was reversed. The first of these has

>

" already been described! Experiment 6 indicated a strong role in transfer

performance for similarity of novel items to particular training items when
. \ B .
similarity to the central tendency was held constant, However, in a clustered

space the other experiment is impassible if ane assumes that it is not similarity

. to the ‘:earest, but similarity to all neighbours that is; important., While

"h

.central'tendency to all items but the nearest is effectively

Variation in the distance)of an item from the central tehdency need not affect the

distance to the nearest neighbour, as seen in Experiment 7, it does of necessity

-

alter the similarity of that item to training items in generals The only exception
is the special case in which, under a high metric, the old items are so far apart
and consequently so far fram the central téndem_:y..qr the level of integration of

L
encoding is sa high, that similarity of two items at aiFFerent distances from the

« Given the
difficulty of achieving this spedal Ease, Experiment 12 wax run imdfead to

critically appraise the weak hybrid model.




Experiment 12 employed the fI_a items in training, as most of the
experiments above did, and the transfer set IIa.D - IIc - III. This transfer set
evidently pits similarity to instam;eé against similarity to‘th?’E%njral tendentyt

IIc items are two deviations from both thgneareét item and alsg the central

-

tendency, while TII item‘é are far from the cent'ra.lltendency but closer to the

nearest instance. More importantly, I item ére more similar to the training

items in general tf\an are the IIc items {Q;éljmption that r > 2, while Ilcg |
1tems are t:loser under r< 2 (see Table 10), 'I‘he epxsgde model withr = S.prechcts
the orderlng IIa > 111 > ITc, By r:ontrast a central tendency prototype model
predicts II_aG IIc > ITT. Predlct‘mn:: for weaker prututype models are more
< difficult to make, 'The cer\rtral' tendency plqs variance model also seems to predict
IIc > ITI, since IIT items exca:éz!' the typical variance of training items, while II¢ )
items match it. Following the spi‘rit of the protatype traditiod, the weakhyér“g
notion, which claims a role for bath general and specific informatio—n, can be held
to predict an ordering between those predicted by instances alone or genEra.l
informatian alone! this m_g(del appears to predict that IIc = %. Although it is
_ difficult to rr;ake strong-claims for models with no formal processing as%ptinns,
the author believes thatna protntype.mcdel with an assumption of independence of

- prof.%ssing between features would predict that IIT > Ilc, which-is the prediction

of the episode model i

&

Esults are 'shown in : top of Fig. 24, They indicate that t pe

are best perceived (p { ‘.0,1 in%he comparison with bath IIg and 1II),

which again confirms the Fazlure of non-Hybrid prototype rﬁod_els. More iniportantly,

-~

it shows that type I III 1j:em5 are better percewed than type I (p € .03), which is

% A

-~

1nccns1stent with the pred1ctmns of any prototype model t discussed, Moreaver,

< F

\'.



TRAINING . TRANSFER
P P
Ia Ib la Ib )‘-
- [f1a] 110 Ilc [[Ia] 11b [IIc] :
TT [
v : v |
v v .
5.0
2.04 _ -
G &
1.5+
A
I ’
1.8-
N
S
8.5+
8.0~
T _ T T
»
11a0 Ilc S 84
t T '
.E JUDGED OLD
A2 A, T
. N ) . .*‘l :
A ‘
I 3 - R d
R Ceerarrraratens Laveannas . :/\‘
s
ér‘% -1 .
Y
N 1
& - h ) , _ ‘ .
s gy JUDGED NEW . f\
- I11a0. 11 . 11;7( S
Fig. 24: Caomparison of pgarcaptual :

1

dentification results Experiment 12
aboye) with reccgnition/results of :
xpae¥iment 8 (below). | -

" ¥



there is convergent evidence that this is a reliable difference, It has already \

L3

" been shown in the memorial recognition experiment (Exp. 8) that with type IIaE' -

training items, the type*Iil novel stimuli were judged more frequently and

confidently to be old than‘the type IIc novel stimuli, Fig. 24 permits comparison

\ of the patterns c&:ransfer for these stimulus types in perceptual identification

-

and recognition tasks.

J « The finding that novel items further from the central tendency are

better perceived than novel items closer to the central tF_{ndency contradicts the

\ . .
correlation of graded performance on probes with their distance from the central

w : Fund&qnental observation which has supported the prb(éype tradition, the

tendency., That fundamental observation appears to have rested, glong with the

_success of prototype pred'ict@ons, on the ‘selective study of stimulus domains with

\ .'.‘ L‘-1 : N . . . . L
centre-maximal density. The instance perspective has.never had reason to insist of
: : .

a correlation of perfarmance measures tﬁh distance from the central tendency:

that observatlcln is not its motivating observatmn, as it is for the prototype

123

perspective, .The instance p'érs‘pective can easily ‘accomodate various distributions

of density. In each of the distributions tested the episode model is able to

predict ﬁﬂw;:anc'e well'without appéal to general information. '
T

rring now tg,aslightly different point, the success of the episgde .

- metric used to make the predictions. The first assumption was that the training

task (copying the stimuli) encouraged relatively holistic encoding, such that a

I

relatively high metric (r > 1) would be réquired to describe performances This
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second, that of commanality of process betwden the ta-sks of memorial and perceptual
recognition for stimuli without differential context. This assumption appears also
to be justified by the fact that the metrigTevel dérivea‘f\é recognition

performance (Experiment 8) effectively predicted perfarmance in, pérceptual

identification in Experiments 9 to 12, That cpmmnnality'.is thought to be the

fluency of perception of the items. S ’ R
‘ lg - . . .
YV Dependent Abstraction Models _ . : . , ' \

‘ N
~
3 ~.
. -~

The Findiﬁg’uF inter#e;iture dependence in the foregoing experiments.

eliminated the 1arge:dasses;’.oF simple and complex independent models fram
/ -

consideration as explanations of the current data. The finding of diFFerentiql
perceptibility of novel items_nF diFFering similarity ta partlmlar training iter;mé
but of equal prototypicality cuntradictgd the strong hybrid models, Finally the
finding t;mt novel items further from the central tendency and exceeding the
standard. va:i\abili"éy of ite_mé, buf closer to training items, are better' perceived
than those closer to the céhtral tendency and of standard variability‘; but farth
from training items, greatly reduced the L?ti].i:tlyl and persuasiv s}ofﬂthe weak

hybrid nation, .

There remain;_tm class of cnmplexl‘ ﬁependent quels; which represent
not only the expected value and véfiance of each dimension of Features;.buf also
the interdependence of features tnécméﬂggree. Exq.rhpies of madels“q;" this class
are @jﬁjgher-order feature—frequency models of Neumann {1974, 1977} and. .
H_ayes—ﬁbth and Hayes-Roth (19';’7). Neumann’s attribpte@quency madel codes

' b
frequendes of pairs of neighbouring attributes when meWelevance of

AN / R
\

\\
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relatipnships among attributes exist (Neumann, 1974), However, since it fails to

indicate what would or would not anshtute acue to the relevance of

.

- relationships, it is difficult to decide whether this model should be held to_cude
?he features of letter stri[lgs in the foregoing experiments in an independent‘ or’
dependent fashion. In prindplé this model could be'made to predict dependence in -
this condition, 'an_d modified to code dependendes at higher Iévels than thg pair of
neigh_bouring at'&ributes. The property-set model (Hayes-Rath angj'Hayes—'Roth, 1977}
codes the. frequendes of all possible n-tuples of a’presented-" stimulus under‘ all
training conditions. In terms of the descriptive terminology intr_oducéd above, it
in effect records information about the stimuli at all levels o){i»n’tegration of
.
stimuli fromr = 1 to r = infinity,
Prototype models (models emplnymg distance rather than srength) of
the c;?nplex dependent class may be 1mag1ned although they have not been pmmcated
in the literature, The representation of the concept in memory would cons:.st of v
the centr.al’t‘enden'cy and variance of each dimensian of features, coding modal and
deviation elements for each dimension, and addi-tiénaliy inter-correlation
-information Spedfyirltg the éo—varidticn of specified feature values on.different
dxmensmns. The basis of facilitation of items would be the similarity between a -
probe 1tem and the mass of stored C;F::\m tmn./s'hls representatmn is 1dent1ca.1 1;
complexity to that employed hy he strength models! storing infarmation about the

. , _— A
contingency of specified modal and deviation elements at all levels of multiples

directly codes-as much mFurmatmn as stcrmg the frequendies of all the presented ’
,/‘ i
n—tuples. (Both types of representatmn r substantzally more cnmplex than the

\ -t ﬂ

additive regression models proposed in the'decision literature, discussed in

Chapter 1, Sectggn I 1) As indicated earlier, prototypes of this claks are not
3y . .

O

vt
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identified with the "best membef" of the categuri',-in fact cannot be identiFied

with any rn&mber of the categery. If the§( code only the lawest level oF de;:endency,
for example nnly the :ontmgenqes of neighbeyr, ﬁg pairs of elements, models of
this class may still claim some of the original sense of prototypicality, in that

the representations are Fa.irly‘general ar '_-::ernary compared to the instance
peré’b'ect’ive- However, the single, central representation has been 'replacedl ,b?ﬁ"
multiple, partial r.e{:resentatiﬁn, .and tfe "concrete irnage"' has been replaced by a
rr'aor‘e diffuse representation. At higher levels of dependency tlr;an‘: the_pair. such }'as
are. suggested by the Foregoing’experi'ments. the-:variance—covariance_pr .totype

: L i . R \
representation becomes paramorphic of instance representation, since it'encodes -,

-

‘enough information to regenerate the instances and multiple local ger{eralization

. Ty, C S :
gradients, each surrounding a particular item to w_hi.cl‘the subject has been
o

exposed. However, it surpasses instance models in complexity of represenfa'.tion,

since instance models suggest' that people code the instances as a singll.le trace, and

’

do not separetely_ encode all the various interrelationships of elements within and

between instances, When forced to a high degree of feature inter—dependency, ’

pro‘fotype represeni’aticn loses all its originally—envisioned yirtues of 5;mpii}:ify, :
singularity, economy and genefa.lity of representation.: -instead the representation

becomes mulfiple,}complex and prodigal of infaormation precomputation and storage.

-

The complex dependent strength and distance rhudels are capahle ih

+

prindple DF explaining any fransfer results, since they encode all possible
1nFormatmn about the elements and rela.tmns of elements within and between 1tems.
For thxs reason, no empirical e\:ndence will count agmnst them. 'However, a number

of arguments may be made copcerning the preFerability D‘F instance ac:ounts. First,,

do-

the strength and distance models achieve their eipienatnry ability through.
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I
incredibly complex and detailed representation of the stimuli; the episode model

posits much more ecenomica]';tnrage. (It ig ironic that this virtue of economical

_ Jrepresentation can be claimed for instance madels, Economy has been ane of the

o

_ virtues&..trai':litionally claimed for pratotype accounts,) Second, the abstraction

accounts place all the cognitive load an pre-computation. The system must update
its detailed summary on each presentation of a new stimulus, Pre-comgutation is

gendrally t'heught to possess the advantage of reducing the pr.oportin_rl eF work done
L .
at the time a response’is demanded, permitting faster responding. However, given

the complexity of the summary to be updated, it appears that abstraction purchases

on-line speed only at the expense of a great deal of pre-computational effort, By
- ) oo

* contrast, the instance' perspective has the system expend no effort in :

. pre~computation, the subject being thought simply to process a stimulus and retain

a 'recurd of the prbcessin'g. Nonetheless, it permits fast un-lﬁie:;prncessing

threugh 1t5 assumptmn of para.llel processmg of memorial resources. Third, the-

major pomt made by instances, the impact of speanc Fa.rmhanty on” processmg, is

' neq:essar;ly nrlphct in the complex dependent abstraction accounts. In order tu/’

account’ for empirical findings they were forced to encude’ encugh information, and

Cata suFflmently cnmplt-.\t\‘evel +%0 regenerate each partlcular old 1tem. However,

thexr abstract-means DF repre mg this information adds nnthmg to¢he1r

predxctwe pnwer, but does add to the1r cemplexlty of representatlon. Fourth. . %/
Py

there is no empirical evidence that an abstractian accnunt is negessary for concept
Forrnatmn. The episode model is SU'F'FIC]EI"It to account for Findings in the
experlments of this paper, and also appears tn be suffident to account For the ° -

Fmdmgs of thevarious prototype papers referenced. Agam, this is notto se_y/ :
ki

that people do nat or cannot abstract prototypes. H%wever, it is suggested that



..

such abstraction will arise primarily when pecple are required to generate a

description of an item that is highly.typical of its cafegory, and that this task

is comparatively rare. .
Fifth, the instance perspective is based on the notion that the

memnriél resources supporting categorical performance consist of what the person

actually experienced, whereas the abstraction perspective suggests that it is the.

_essence of the experience fhat is added into memory. .For purposes of disoJssion we

-
can split the event;tperienced into an item {the focus of the experience) and a

context {(the si’;uation in wh:j‘ch the focal event occursh The instance pasition
'Follows contemparary memcn;y theory in suggesfing that later performance will be
mediated not aonly by prior experience with the item itself but alsé'hy the context
of the item, to the extent the person processed the context in dealing with the'

item. That is, the instance nation expects context dependency of facilitatian in

many.cases. This context dependency implicates retrieval processes as well as

encoding hmcess.es as determinants of perfarmance, which provides the perspective

with greater fexibility, permitting it to account for failure of perception,

recognition or classification when test and learning contexts differ, By contrast,

the abstraction notions have no place for context effects. They contain the

\ {
fundamental value that people abstract the features of things that are abjectively
T

similar or which have the same outcomes. This value implies that people absiract

-

across situations. For example, we are thought to be able to dassify an abject as

ahi!d because the mass of aur experiences with birds assists the classification,

_:irrespective of the.'similérity of the context at test to the contexts in which we

_have previously seenkfd/s’. . ‘ \
" This insensitivity of abstraction models to context ;FFet':ts is dne

L . .
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aspect of their failure to incorporate what the learner is doing on ieaming | :
grcasions, An\c\vtmg{J aspect is fhat pepple are fhought to abstract aver items within
a situation, as predicted for the eiperiments' in this paper. This abstraction is
thought to be quite a.utnmatic. consisting of avéraging ‘or accumulating counts of
whatever features are salient to the jerson. It cannot take account of changes in

the way the person processes items,<depending on the kind of task in which he finds

- himself. By contrast, the instance perspective is flexible in taking into actount

: 13 - >
the processing the persan d@s. The episaode model ascribes control of the level of

dependency a.t}which the features of items are processed to the«<onditions of the
C
training task, a&is‘thus able to predict that the effective memorial resources
. 3 / . 2t
may.he at a high level of featural interdepenﬂﬂm, consist of the features

independently of each other, or even of sub-aspects of the hominal Fgéatures,
depending on the operations performed on the stimuli in a particular task. Thus
the instance perspective is sensitive to the ifpportance of encoding variables which

tﬁe abstraction perspective cannaot easily incorpprate,

g s e

vI Classification Studies

—

Thus far this paper has examined the tasks of perceptual
identification and memorial recognition, employing the dependent variables of
acouracy and eonfidence—accuracy. This section extends the :::cnpe of the epigode

‘ _ . . _
madel to classification, the task pﬁr'ﬁ‘rily_ used in studies of abstraction in
concept formation. The studies in this section do not test the varieties of

alternative models considered above} rather, they demonstrate that the effects

ubtai?d in pgreeptual identification and recognition studies are also present in
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categorization. This parallel performance is used to argue tM dassi{-'ic;ation is

not the only or even the best test of cnncepti)'é.l knowledge, but rathér simply one *

of s&veral tasks in which basic mental processes which may support concept}.;al

o

~

abilities may be evidenced.
Experiment 13 employed the same stimulus structuré as Experiments {
to 4, using Ia items in training, and Ia, Ib and ¥ items irftransfer. The two

experimenter-defined classes (with cue validities 'of \9) were assigned class labels

by arbitrarily absociating underliré'lg with one class and averlining with tie

‘other, Thirty training txials were administered,; on each of which subjects were

-

presented with one of the ten training stimuli, and required to gwess its class

4

under unlimited time constrain® Directly following their guess, the stimulus w‘és ‘
shown with its cnrréc’c dass lelbel (either uvef— or underlined), and the subject
was requirethro copy the stimulus a'mcl label. Foli&win?tréining. subjects were@
shown the ‘chirt'y.trans‘;fer stimuli, andlrequired to cl;assiFy them without feedback, :
. . .

using the compaund cpn;cidence-ac;uracy scale described above in the recogniti
studies (Experiments.‘s and 10), v

The data were collapsed across cateqories (across ovér- -
underline), since the effects of t'he arbitrary categories per se were not of
interest, and since/tﬁére were in any case ng’é’ystematic differences between them,
Acruracy and cnnf-‘lidence were analyzed separately, althuugh gat‘hef?ad through a
compound dedsion, in order to Facilita.{'e interpretation. As di;scussed below,
these two measures appear to tap into diffprent processes ar aspects of the

N - :

k.nowledge'base in some tasks, a phenomenon which would be difficult to observe if

the data were left in unseparated form and analyzed as they were in the recognition

studies. It is unlikely that this separation does violence tb the data since,




unlike the recognition task (which can be regarded as a task of classiF-ying stimuli
into the two categories of "Old" and "New"); the categorical task consists of two
r_lasses‘ which are completely symmetrical in experience, so that it is unlikely that *
' any within-subject bids in category judgements will affect judgements about
conFi;dence or vice versa, Th‘at is, while in the recognition task confidence and
classification afe probably not independent, haviné a eommon basis in the fluency
of perception, such that high confidence of itseif may lead the subject to believe
an item is old, ir\\ the cdlassification task it is difficult to see hqu high

' cenFidence per se :ouid lead to a preferential belief that the item belanged lto one
category or the other. Similarly, a bias in judging th&;c)ategnry label is unlikely
to have any differential effect on the confidence wit—h which various types of
stimull within a category are judged in the classification task.

e —

The predictions of the_ episode model for this experiment are as they
were in Experirnent 4! that the I_aO' items will be most accurately and confidently
classified, because they are closest to what the model sﬁppuses is the memarial
representation of the concept, that is, traces of the treinihg items, For the same
reason, Ib items wil& be intermediate, and V items most inaccurately -and i
uncanidently dassified:! This predictic:n is'made under the assumption that r = 3,
the value of the parameter derived from fche recagnition study and"dragged across
the perceptuel identification studies. It was thnught that this parameter would

apply equally in the present sxtuatmn because of the commona.hty of stimulus
copying between the expenments, which has seemed to be an eFFectwe factor in
causing relatively holistic processing oF the iterr)s.

The resulting accuracy is shown in Fig, 25a. Accuracy mieans for the

three transfer types were I_ao 3, 20, Ih: 8,33, and V! 7.10, against a maximum of
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"10 and a chance rate of 5 correct, The difference be;;ﬁ.een I_ao and Ib scores does
not approach signiFicanceu,gut both ar; significantly greater than the mean for
type ¥ items (p (.01}, Subjects apparently did learn something about the
classification of items in this preﬁaration: all three mean scaores are
signif-’icantly above chance {p < .01 in all cases} tested via normal approximation
to binomial via Central Limit Theorem). Hu@eve‘r, this performance pattern would
not be p”redicted by the epis%dg madel; rather these results look like those
predicted by a central-tendency prototype model .

The confidences aftgnding t'hese judgements are shown in Fig.7.25b on a
I-to-3 scale, where 3 15 Hﬂighes"’c cgn\ﬁdencs, and 1 lowest, The confidence meané\
are I_ao. 2,48, Ib} 2.29, and Vi 1.42, All of these differences are 51gn1£-'1ca.nt
{p € 05 for I_aD - Ib, and p < .01 for 130 v, and Ib - | V). Unlike the accuracy

results, these confidences are in line with the predlc’rmn of the episode model,

and not-with the predictions of prototype models,

« &
To examine the generality of these results; another study (Experiment

14) employed the Ila stimuli in training (with resultant cue y__a.li;ti"t‘ies of .3 for

each category), and the set @O, IIc and V in transfer. This i& thé same Stiﬂ"lU].U';',
‘structure that was employed in Experir»nent-Sp‘ and'the episode model makes the same’
prediction, that LI_E_lO stimuli will be most accurately and confidently classified,
followed by IIc and then by V stimulis Accuracy results are shown in Fig. 26a.

r

The means for the transfer types are IIaO: 5.87, IIci 6.14 and V! 9.9, again
. a'gainst a maximum of 10 and a chance rate of 5 correct. "All three means are
. R 4 . B 8
significantly above chance performance (p < .01, .01 and .05 respectively),

" glthough ub]er:ts ppear to have learned very little; "and none of the differences

between the accuracy means is s:gmﬁcant. Agam these results do not accord with
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the episoc‘le model’s prediction. However, the pattern isi different in the
confidence results, shown in Fig. 26b. The confidence rﬁeans are &10: 2.26, I1ci

92 and ¥i 1.64 (all differences being significant, p < .01 in all cases) these
" results are predicted by the episode model. Thus in two studieg the acouracy of
cgtegoriiaticn fails to follow the order predicted. by the episode madel, while the
confidence of categorization follows bredsely the prédicted ordering.

Interpretatian of these results is tor’cuﬁus. Beginning with the
confidence results of Experiment 14, it appe;rs ‘that performance is mediated.by the
similari'ty of transfer items to particular old items, as indicated by tﬁe gpis;ode
model. However, the accuracy resuits of this expériment do not concur, It is as
though, when confronted with an old hem\.%ubjects have no idea what category it
helongs to, but-_ feel that it's a very good member.of whichever categﬁr;r. Protofype
notions do not help solve this pizzle. They might account for t'he low accuracly on
all trans.Fer types as due to the diFFiculty of abstracfing a prototype. from a set |
of items each deviating from the ce_ntrai fénd;eni:y by two features, but this _
argument cuts-against the geherglity of prototypa: abs’_cractioh. FUrfhe'r,
independent pure-abstraction modéls {as discussed abcwel) wouid not predict the
cnnf-'xdence results of Expenment 14, the Fmdmg that old stimuli are more B
ccnﬂdently classu'led than nnvel but equa.lly prototypical st1mu11. The same :
d1FF1cu1txes are true of the 1nterpretatmn of the two patterns of Judgement in.
Expenment 13¢ the epxsude model would not appear to predlct the accuracy
findings, and prototype models would not appear to pred:;b‘tﬁe mnﬁdence F:ndmgs.
The most promising explanatmn of these Fmdmgs is tha.t sub]ects '

ehployed twn different. prof:edures to perForm the twn Judgements. Bemg in a

trial-and-error le%'mng situation, subjects m:ght attempt tn ana.lyze the -

‘ LM
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commonalities of stimuli in eacn category. ‘This strategy. wauld be fairly easy and
Sl.JCCESSFU]. in Eacperimen't 13, since in the tra:ininé set‘ each Ea‘tegpry-relevant
feature occurs in 80% of the stimuli of a category, and is completely pred1ct1ve of
itsl categnry when it occurs. Thus a smgle extremely simple attributive rule like
“Category I/i,)emg‘ have an F; C‘ategofy:-II ntherf»iseu would by itself lead to 90%
_.ar:curacy on all transfer items. However, a more .spet_:'h‘ic rul_e like "Category I
. items have an E'in the first .pdsintion: Category IIfetperwiee" would lead to 90%
‘accuracy an '.[_ao and I_b iter“ns/féut nnly 50'1;'ae;:1:|?acy'on V.items, which were created
by r_evers_ing t‘ne EO items.__ In'general,.any- eet_ of on:e-'Feature rules will lead to
eqll.:all accura:y"nner_aO ‘and I_I:.'items'f in-transfer, while ;any position-specificity 1n
the rules will lead tn-poorer perForn-na:nce an the V 'items. This appears to match
the perFarmance pattern in Expenment 13~ Mureouer, when questloned after the

&

experiment, most sub]ects 1nd1cated that they had been attemptmg tc: 1salate ‘

.

-

predlchve cues, and ma.ny c:F then cue hypotbeses Jnduded the position eF the cue,

This strategy would work. les'_-': well on the 5timuh’ oF Experiment 14.‘ .

The training stimuli of th15 preparatmn ‘each. p055e55 Unly three categnry-
dtscnm:natwe Features, with the result that any relevant cue accurs only 60% of
the time with a 5t1mu1us of 1ts categury. The s1mp1e attrzbutwe rule ment;oned .

above would thus have an SO"f- success rate, lower than it had in the prevmus
'expenment. Perhaps more’ mﬁortant, a partlcular relevant c cue occurs in, onlyaoO'f .
’ aF training trials. If this is cuupled thh a tendency not to treat the absence of

a cue as 1nFormat1ve, the utility of partn:ular cues is low, wh1ch hkely lea‘ds tD
subjeets changmg hypotheses rapidly. Theipredxctable result is that atcuracy an
classification of all three transfer types w111 suffer, 1ead1ng perhaps to the

transfer pattern shown for Experiment 14, Sub]ects in thls ‘preparation also -

r.,
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data. -

indicated that they had attempted to isolate particular preﬂictiv,e cues,’
It seems likely, then, that subjects in Experiments 13 and 14 were

using a predominantly analytic strategy tb learn to categorize the stimuli, This

“

would presumably lead to a memorial fepreéentaﬁon of cé:i:'egory knowledge in terms "

of a collection of cue-based heuristics. Such a knnwlédge base would predict the

s

patterns of é.ccuracy in transfer for the two éxperiments. but w'o'uld not predict the

patterns of confidence. Reca'.lh'ng from Expe;'iment S that ggo and,I_I_g 'items_d.if{-'er"
only in terms of the assodation of particular ‘irrelevant cues with particular
relevant cues, if the application of analytic heuristics is to account ;or_ the .
difference in confidence between these‘types{ then the heuristics must cunsist of
high-level compounds of relevant and irrelem&.ure;s.r Tha't. isy to ‘;cmunt Fors
the confidence data, there would have to be as many heuristics as inst;ances. and

each heuristic would have to spedfy all the cues of a particular instance,

However, if they did so, the accuracy of IIaG items would exceed that of IIc items,

.whi:h is untrue, In summary, an analytic knowledge base consisting of relé"tively }

l'ow-:l_evel compounds (or more probably single cues) is the likely explanation of the

-~

accuracy data of these two experiments, but does not acrount for the confidence

'fha.t data may be acccunted far by reca.lling that, as indicated above,

sub;ects were not only required to guess the category uF 1tems in training, but

~

also (Fcallowmg Feedback on their guess) reqmred to copy the 1tem and its class

*

label. 'I'he expectatmn vegarding this reqmrement was that subjects would encode

each item.in a relatively holxjst_n: Fag,hmn, as argued in the prevmus experiments,

~and additioﬁally encnd.e its class label as part of the same trace. The expected

¥

result was that later classification of i't'érns would be done by anaic:gy to traces in
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2

memaory, resulting in most-accurate and confident perForrn_apée on old items, It
ap_pears that the Fil;st part of this suﬁposition was incorrect, that the similarity
of an item-to items previously processed has little or no impact an classification
accuracy:' subjects appear to judge the class of an item purely in terms of their
analytic heuristics. However, the second pélrt of the suhpositiun appears well
justified. Of the three possible knowiedge bases considered, protntypes,
heuristics, and encoded episodes, only the encoding of episodes can accaunt far the
confidence patterns found. !

Thus it appears that subjecﬁs attainea a mixed knowledge base
consisting of both low-level heuristics and also high-level traceé of particular
items, and used these. two types of 1nFormatmn d1FFerent1a11y for the twa aspects
of the transfer task. In the terminology of Osherson and Smith (1981) and Miller
and Johnson-Laird (1976) subjects employ different identif-‘ication'prqcedures for

o

.+ their judger}nents of classificatian and confidence, For judgements of confidence,

they apparently emplay thehﬂuéncy of perception of the probe (argued above to be
determined by.fi'le availability D"F specifically similar memaorial ’resoqrces).-. This
information is not criterial to the Enr_ﬁ'idencé dedsion, as the degree to which the
item fits known rules of category m_embérship might be, but it:'is relatively Fast

and easy. (Tt is also inacturate in this case, but see the following experiment,)

The use of perceptual fluency to make judgements of confidence parallels its use in_

perceptual identification and recognition tasks, for which it is the only basis of

decision available.(in the absence of discrimin'e-lting cc;htext'éh However, the
classﬁ;catmn training task offers subjects the opportunity to iearn about the

core oF the concept, the rules constraining category membership, They appear to
attempt to apply this core information in their categorical judgements, employing

El
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analytic heuristics as their identification procedure. This procedure is fikely to
be slow and difficult to apply relative to the use of perceptual F‘luency. but -
guarantees acturacy if the anal-ysis of the core is successful,

The question of why encoded episodes had no eréect‘cn'c-lassiFic;Ltion
accuracy, cantrary to predictioﬁ', now requires an answer. The Explanati."on to be-
offered hinges an the notion bf the integrgtion of the class label with the trace
of an item. The predictim;s of the episode model for accuracy in fhese tw‘o i '
experiments depended on the assumption that the experience of copying each 5tin;u1u5
with its class label, either an underline or an overline, would result in a single,
integral trace, Ht;zwever, if the class label is not inteqgrated with the trace of
‘the item, perhaps because subjects lack prior structure far the i_ntegration of
over—- and underlines with letter strings, then experiences of items and llabels will

s R
be separately encoded. In this éa_se a transfer-item would benefit from Fami,‘tiarity
only of the.i‘tem identity. Greater Famillia.r'ity of item identity might be suppose'c!
to lead to greater confidence, but could not supp'grt class identification.

The reasons why over- and underlines would _be minimally integyrated
with letter strings will not be explared here in any depth. Pilot experimgnts
suEE;ested the same lack of i_ntegraﬁcn when the class label consisted of ihé
‘physical inflection of l'ettér: strings (_st‘rings arched up‘nr arched down), This
phenomennnrappears to be related to findings that change'loF case of letters has at
' Eest a small impa&{t on later perceptual identification (Tacoby, personal
communication} ?‘éusta.l, Shiffrin and Salasoo, in press). Such consideratiun; bear .
more on the issue of how best to think of the trac-e of an episode t—harlx on the issue

of whether par‘cicular episades exert influence on later performance.

The next experiment (Experiment {35) attempted to assess the vé.lidit'y_'
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of the mixed-knowledge-base argument. While the stimulus structure in training and

test was maintained unchanged from Experiment 14, the training task and category

-

labels were altered. Whatever the basis for ease of integration of ccmgmnents of
: . ‘ 7
an experience, it was already apparent from the foregoing experiments that letters

are easily integrated with other letters to form proceséing wholes, Experiment 15

e

= [

ca.pltahzed on this, employmg letter suffixes as the class characteristic. The

training phase of this experiment consisted of an errorless learning task. As gach

’cramlng stimulus was presented, it- was. accompanied by a category label, either

"NDUN" ar "VERE Sub]ed‘s were mstru:'ted that when a stimulus was accompa.med by

"NOQ}I" they were to copy the stimulus, addlng the suffix "ISM"; for "VERE" they

The instructions of Experiment 14 (above) stressed that the subje&’aa
task was to develop the ability to classify! eécrl training trial was also a test

trial, Learning\{as by trial and error! the 5ubjéct could only' discover the Lo

correct classification of an item by first hazarding a guess. The Eat;a'go.ry labels

he was trying to assodate with items were arbitrary, and are considered (in

»

retrospect of Experiments 12 and 14) to be diékicult to integllrate with items.

1

_ Thé’se appéar to b_é excellent conditions in which to expect a hypothesis-testing

strategy (albeit with.dubious success in anly thirty trials). By contrast, in

Experiment 15, the ability to classify was not stressed. Rather the subject was

)

required to perForn} a simple generation task whigh.did nat test h15 categorical

knowledge. Leammg, if it occurs at all in thls preparatmn, need not proceed

-through correcting erronecus ‘quesses, since the answer (the class lahel) is given

along with the question. The category labels are assodated with class

- characteristics for which the leayrner has prior structure (nouns in English do nat
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H
uncammonly end in "ism", and verbs in "ing®), and the class characteristics are
composed of the same type of elements as are the stimuli, ng.mely letters. Thus the
égsodatirsn of class lal;els and characteristics with stimull is much less arbitrary
than in the prE\;ious Studie;s. It appears iriftuitively likely that the temptation to
exercise an extensive hypothésis-testing strategy will nqt bf.;st'rnng in this
. preparation. In fact very few subjects in this experimeht reported even having
’chaught_oF testing cues for differential predictiveness.
" Nonetheless subjects were predicted to evidence quite a lot of
learning in this prépapation, because they were required to copy the stimuli and
class characteristics on each triali The instance perspective suggests that
hecause/ the s_ubje& has be?n put through t.hese 'experienues. and b'ecause the class
charactérisgc is probably fairly éast to integrate with the stimulus,itest
presentation of a stirnu;us will lead tu'acées;sing a similar merr_;orial |
representation, complete with class characteristic, so that the subject will find
one f:uFFix more 'Fluent than Ehe other, He can use this differential fluency to
perform the demanded dassificatioln {although he might, if asked, be hesitant to
justify his judgement on this basis). It is this same Fluen&y that the 5|..'|hject is
thaught to use to gener‘ate his confidence judgements, Thus the episode model
predicts that bu.th accuracy and conFidencé will co-vary _with the similarity, of >
trafisfer stimuli to the set of training stimuli, Spedfically, it predicts the
grdering L]_Igo >IIc> ¥ for both ,ac:ura;cy and confidence of classiF;cation. -
The accuracy results are shown in Fig. 27a. The means of the
transfer types are I_I_E_LO: :7.73, g:: 683, and ¥! 5,03, Both Ila arid IIc types

are-significantly above the chance rate of performance (p < .01) while type V is

" not. Most importantly, the differences amang types are all signiFicar;t {p < .09

A
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For JO > IIc, p < .01 far I_ao and IIc > V), and are in line with the ep1sade
mudel s predlctmns. The predlctwe success af the model is repeated in the
confidence data, shown in Fig., 27b. The means of the stimulus types in confidence

2
are IIaO: 2,52, IIc! 1,9 and V! 1.47 (all differences significant, p < .01}

140

Neither a pufé-ﬂ:rm prototype'.mndel nor a low-order compound analytic model would

predéct' tl-;e findings that ﬁ_ao items are more acrurately and/or cnn{-'idently‘ judged
than Icitems,

ReFIecting ba.ck on the assumptions made for these predidiens, the
training task in this‘experiment does appelarr to have avoide'e setting an analytic
strategy, at least to _the'exten'c of permitting nnn—aealytic processing to be
evidenced, Secondly, the change in class label to one thought to be mare easy to
integrate with the stimuli albo appears to have bekrfeffective. This was made.
parti'cularly plain by a series of pilot studies (whose data is not reported) run
attempting to find results like those in Experiment 1S, Two of tHese‘studies
emplo&ed an errorless training task, and were in fact identieal to Experiment 15
save in Qsing under- vs. overline ;3r sfimuli arching up vs. down as the category
labeils. The results faf/these experiments ;huwed very little evidence of
categorical knbwledge, no difference in accuracy betweer! the ECJ and IIc items,.
but, as_usual, the ardering &\O >IIc>¥Vin cenfidence. Thus the manipulation of
training task from trial-and error to errorless does not ih itself seem sufficent
'tc.: account for the difference. : \I

The question remains whether tria.l—-anci' error learning, as ip
Experiment 14, coupled with category labels easy'to integrate Qith eti@h} as in

Experiment 13, produces acturate perf—'ormance. Pilot stuches have been run,

employing para.metnc mampulatmn of trial-and-error vs. errorless learmng te

t,
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integral vs. non-integyal categnty labels and string copying required vs. not
reaqUired. Pilot.data to date suggest that the trial-and-error learning task has
the main effect of setting an analytic strategy which tends to overwhelm either the Y

appearance or the actual use of holistically-coded instances in classifying itgms.

However, this learning strategy is in general not particularly successful, even \/\_‘\
with integral category labels, unleds subjects are additionally required to copy’ : .

the strings coupled with their suffixesi~and in this case there are marginal
~ indications of an impact of specific familiarity on classification, The only
condition in thlS(ETlES oF studies which is solidly cun51stent with.classification

on the baSIS of encnded 1nstances is the condition employed in Expenment 15 ‘ )

(althgugh concurrent work by Brooks (persanal communication) a.lsp demonstrate_si '

_classificaticn on.this basis), Nevertheless, all conditions show the eFFect'dt" o
similarity to particulei? old instances in the confidence of dassificatinn..' _ i ."

Invest:gatmn is continuing on the cond1t1ons which dlfferenha.lly set a.nalytlc and
R
_non=-analytic. strategms, and the 1mp11catmns oF the use of mixed knowledge bases -

for pert‘ormance acouracy,
It must be mentioned that, for the sake oF completeness, a. study was . S .

"
run wh1ch wa ke Expenment 15in all but the stzmulus structure. Expenment 16

USEd the Iéo‘- Ib - ¥ stimuli, whlch made it para.llel to Expenments 4 and 13 in Y R ,
structure. The prediction _ao >Ib >V was rnade For thxs study, but w1thout great

: hopes, since the training stimuli thhm a category overla.p td such an cbvious 'j' o

L4 .
K

: extent that analys:s nF cummdn ccmpunents 1s very easy. Indeed sub;ects reported

ey

u51ng suc:h a strategy much mare Frequently in thxs study than in tne prevmus one.

B The results are shnwn in Flgs.\ and h. The accuracy means are Ia t 8, 43,

8.53 and,y: 5._77. All three means ere:slgmﬁcantly;above chance-peanrmance (p <



v’ .‘
TRAIMING ‘ : TRANSFER
p ' C P _
Ib - [mE o
ITa IIb IlIc - IIa IIb 1lc
111 1rr
| 1u : 1V
VIR : _ vl
1994 T

< 0P ®™ECOOD
' ~
®
1

T ‘ l', T
1a0 o Ib 3

Fig._28a. Accuracy of classification
for Experiment 16. Lo .

-

3. 0-
C
N. 2.5+
F -
I
2.0+
D
E
N 1.5+
€
E
1.0 _
T ~ T -1
1a0 - Ib _ v

Fig. 28b. TConfidence of classification
for Exgeriment 16. -
. W



. - 142

_ 01}, and both EO and Ib means are greater than the mean of type _:‘._7_. However, the
difference between ]ito and Ib does not approach significant levels. The confidence
meahs are I_aD: 2._62. Ib! 2,19 and V! 1.57, in accordance with the episode model’s
'predicf;iuns {all means differ with p < .01} THé accuracy results are complicated

by an apparent ceiling effect for I*‘aO and Ib items: almost a third of sub]{.crts
L - '
achieved a perfect score an each type, Secondly, the Fe‘.ct that many subjects

engaged. in at least some analysis makes the results difficult to interpret, As
' 'ménticr_\ed_above. the effect of the use of low-order compound heuristics in the

_transfer task is to eliminate performance difference’ between old and similar but

. -~

‘ novel items, This study serves more as a footnate on the readiness of subjects to
engade in analysis in tasks. which are cI’early categorical than as a test of the

‘hypothesis nf .interest_.,“'l‘he confidence results, at least, still show the affects of
o . 1

s

spectfic prior familiarity, = ¢ ¢

Several general conclusions may be drawh from these results. First,

2’
"

prctotﬂies do not a.p'pear ‘Et:.'l provide either a ner:ec_-';sary;‘qr sufficient account of the

data, while mixed analytic-plus-instances or pure-instances explanations do providg
T - N 4
a suffident account for particular training canditions. Secandly, Experiment 15

ot - T

demonstrated that, uhder appropriate conditions, the specfic familiarity effects .

db,'tained.in perceptual identification and memorial recognition are paralleled in . .
the ‘act.:_l-.lrafcx of ti_lassii;ication, while all"t_pe studies in"c\ﬁis-ﬁsection demonstrated‘r
."sPeciFic Familliarity eFFec_t's in confidence of classification paralle_l_ﬂto.;chusg in
per'cept.ual identification and memarial recognition. j_" ‘ _ ; '_ -
It is alsq apparent that classification 1; a:particu.lal.rly téd%‘i:_lé;_’c |

task from which to draw inferences abgut the conceptual _knuwle.dge_.basé.'. ;

Classification performance is gvidently susceptible to the influence 'df‘a variety .

-~



of Fé.ctors to which little attention has been paid in the cqncept formation
literafure. First of all, depending on the task subjects are set, a variety of
strategies may be Emplt:‘ayed in attaining the concept. Thus trial-and-error learning
appears to bias subjects toward active analysi'_;'. of stimuli, while errorless
generation éﬁpears to tempt subjects much less to perform ér{tiire analysis.
Secondly, conclusions about the strategy employed and about'the underlying
cngniti\{e stru&ure may dependfcm the dependent measure of t:lassiFic:ation ;elected
by the experimenter. IIn most of the experirﬁents above, A’c;he cc;nFidence data

' pres.éntg a different picture of th'e underlying p'}ccesses than does the acruracy
data, The_ nature of cafégnri:al_learning suppo?ting élassification alsa appea‘rs tEx i
be inﬂuer;tfed by .the ease with which category labels cﬁn be integrated with

stimuli, which in turn appears to hinge upan the existence of prior structure for

assodating the two. The intentionality of category learning may also influence

4 '

the developmeq’q of a c;:rﬁceptﬁal base. When category learning is incidental, as in
“the percep'tual identfﬁcétion and n;xernoria.l recognition studies, non—analytic
'st'rater_:‘;ies may be e'mpllo.yed by default, while the intention to learn to classify may
pressvtnward active an,alysié. Strategic factors like these, and task requirements '
li‘ke spelling.vs. ctlnr;nying, -;nay have gn—ee.n.t ef-Fect upon determining the
chara&eristics of.the knowledgé base available far later classification.

The intentionality ufdassificat-ion is also 'Iikely' an impartant
detgrminant- of thosé aspects of the knowledge base accessed for performing
dassiFication. Thus if subjects are awarse that their'ability to classify is being

tested, different asp_ac’c'_-',_ of thé knowledge base may be accessed than if the
| classifigation tashk cﬁnsists’oF incidental labelling (e.g. patting dqgs and

tickling cats under the task instruction "Flay with these animals"). The

o
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requirément to justify class judgements is also likely to affect which aspects of
the knowledge base are employed, by biasing subjects toward a "rational”,
verbalizable basis of classiFicat:ion such as analytic rules, while the demand to be
generally right.without justification of decision may be served by a non-analytic
basis of classification. The general conclusion is that classification is an
enarmously complex task in terms of factors which could affect the development or
]ai’e{' employment of a particular type of knowledge base. Gener’e;l statements about
how peaople perform in classification tasks a;'e at this point suméwhat premature.
The most userl approach to the classification task_ appears not to be
demonstrations that people can in principle learn to classify in a particular
fashion, but rather to conduct task analyses of particularly common or important
otcasions on which penp;le are reduired to classify, and attempt to determine the
basis of classification in those situations. ’
Another aspect of the studies in this section is that th'ey begin to

approach the problem of artifidality of the stimuli employed in Fthese experiments.
This problem is t_wo—edged. Artifical materials were used in t:he !:First place
because the specific familiarity of natural materials cannot be controlled or

. manipulated as predisely as that of artificial materials can be, since the learning
history of the subject for natural materials is unknown. However, generalization
of prindples from artificial to natural materials is a risky undertaking, since
one is never sure that the artifidal materials have captured the esser;tial
characteristics of the natural materials. Experiment 15 introduced a first step
toward combining these concerns, The demonstration of instance-~guided performance
in that study depended critically on the emplcyment of a relationship between

N

stimuli and categories that was non-arbitrary in the subject’s history.




-f
rd

L

-Specxﬁcal.ly. it dependéd on the subject’s prior structure for integrating sufﬁxes
“with ws&l stems, and for recognizing the syn’ca.ctlc r_lass to whu:h a suffix belongs.
While only a bare beginning, these data point to an instance-based interpretation
of a non-artifidal phencmhenan, namely penple s ability to deal with lexical

1 v

.
categ ories. :

Experiment 13 also provided some clues about why many prototype

.-
T

-
experiments have required very many trials before subjects achieve accurate

classification. (Subjects in an experiment by Homa, Sterling and Trepel (1981),
for example, required an ay_ ‘ e of 17 repetitions of the en#re traininé set to
reach an errorless criterion.) Studies in prototype research have generally
employed. stimuli which are only arbitrarily associated with categary names, for
““example the "A", "B" and "C" categm;ies of dot patterns. The findings above
suggest that these concepts would be difficult to learn in any fashion, the
difficulty being the learning of the assodation between stimulus characteristics
and.categnry labels. Integral labels would likely greatly reduce the amount of

exposure to stimuli required to perform accurately in these preparations. Further,
. L]

selection of a different dependent variable, one which does not depend on produding .

a class label (as perceptual identification and memorial recognition do not), would "

»
- -

prabably demonstrate that sighiFicant@mnunts of conceptual learning occur with
much less exposure to the stimulus set, The suggés{{‘ion here is that learning the
association of class labels with i;cems is fhg block to the overt demonstration of a
conceptual knowledge base, The argumgrit that E:bn;:eﬁf-'lea.lrning éﬁuuld not be

identified with classification ability is enlarged uporTbEuw, in the Disaussian. |

There are two other possiblét‘explana’cidﬁ‘s of why subjects require so |

many trials’ experience‘ with'the stimuli in the prototype studies, Bath

A

1.“

-

»
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v

expla.nations depend on the fact that these studies generally impose trial-and-error
. " r

learning. The first explanation is that s‘ubjects attempt to employ an analytic
. : ¥ e

stra’cegy‘ to attain t'ﬁ"e concepts, but F_éil to gain much from the a'ttempt berause the

- -

rules gaverning category membership are too complex: This explanation is of course
suggested by the'fact that trial-and-error le;a"rning was employed, but is not very-

tempting! there is little indication t.'h‘at subjects da attempt to analyze dot

[N
» L4

patterns, A mare appe;alihg expl:anation focusses on the fact that learning in -
s

trial-and—-error conditions involves making errorsi If these errors are encoded,

i

and feedback is inadequate‘in__erasing, éofrecting or cumpetiﬁ:g with the errbneous

trace, subjects will have same tendency to perseverate in an error once it is made.
T - e . ) o

' Y . .
This of course 1s an instance explanation, since abstraction notions would suggest

P -

that information about particular episodes, whether right or wrong, should not

RN 4 g

"affect performance on spedfically similar later ucﬁasinrgé. The possibility of ;

suci'l perseveration i5 important because of, its relevance to pédagogical issues such

as optimal learning, but is as yet unexplored.

-
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CHAPTER 3

Discussion k 3

N
v

I  Summary of the Exper@mental Results -

b

-

Th(a'intentibn of ‘the expetimental sectians of this pager was to deny

- the necess;ty oF abstractmn expianatmns cF concept Formatmn wh1le aFﬁrmmg the ‘

>

sufﬁcnenqy D'F 1nstante explanat:.ons. 'I‘h1s mtentmn has been FulFﬂled toa Feur )

extent' d varlety 0{-' cases were shown in wh1ch conventmnal prntotype models could

not ac:ount Fc:r perFormance. but the ep1sode rnodel coulds In view eF Sectmn vI uf
Chapter 2, which demonstra.ted that prototype mndels muld be mcdlﬁed tu accuunt
'Fnr these results, the charge of msui’huency is not 1eveledaat protutype mc:dels. | -

More 1mportant1yr however. an mstance model was shown tn be capable. cJF accnuntmg

...,\ . )

Fcn‘ not’ unly the perqumance patterns wh:tch have lcmg mntwated prututype

theanzmg. but, alsa capable of prechctmg unportantly dlfFerent results. The '

Y

a ~

sufFu::ency of a.n :nstant:e model to handle these data demes the necess1ty ofan ' -

“e

.-" appeal to an abstrachon explanatmn of conceptual perf‘urmance. an argument which
[
-has been a malnstay of the abstraction position. . R "

f

Tn recapxtulate more spec:tﬁcally the argument pursued emplnca.lly m

-

tms paper, the early stud1es 4 and 5) demonstrated processmg lnterdependency oF

', the Features of st1mu11. ehmmatmg all models whn:h stlpulate mdepenc[ent storagef ‘

o{-' Features as explanations of perFormance under the task cond:.tmns. It was

) arg{ t_hat most traditional prqtn'type nations Fall 1nto this class'a ' E:penment 6
|‘ - I "'I.- 1‘47 ) ‘ -.. ’ - .



;

{with al,l transFer 1tems of equal p\'ototypmahty) demcmstrated that. 51m11ar1ty'to
old 1tems predlcts d1FFerent1a1 performance on novel Ltems, whzch eliminated strong,
hybrid explanatinne of the data. Further, by___derrpnstrating processing dependency

between typical and rare aspects of stimuli, it eliminated traditional analog e

v

prototype representation as a contender, since such representation does not
o incorp'orate this dependency. Experirheht 7 lusing transfar items decreasing in

prototypicality) showed that nearest—n'éighbéur ingtance mogels also cannot acrount
Fnr subjects’ pevForma.nce, since items differing in prufotybitality but of equal

"

smulanty to old 1tems were found to be handled d1FFerent1y. However, this
expenment. cuupled with Expehment &, began the task of tracmg out the

dlstnbutmn of ‘Famhtatmn dens1ty thv‘ough the stimulus space. This dens1ty
!
nbvious}y did not cor'reqund to local mdependent domams of influence of ~

1Y

particular dfd' iteme; but was .fhbugh‘t td be possibly due to the interactions of

.

:'such local domains. Expenment 3 generahzed the prevmus findings by
‘demunstratmg that the same Fac:lltatmn density d1str1but1cm was cbta.med usmg &

' recugmtmn task. It thus pruvmed a check on the rehablhty of the pa.ttern of
faahtatmn, as wel‘l as bmademng the scope of the investigation to = secnnd
-1mportant dependent measure, , " o ,:

.

A mndel employmg a parameter spemFymg the level of mtegraﬂqr\ at

wh1ch items are prc:ceseed st”he episode madel model) was developed and tested‘ on th1s ,

“data, It was Fnund to accnunt For the nbtamed grder U'F 'cransFer well when the

jevel of integratinn specified by th,e parameter was re}atively holistic, This
model was used to pi?’edict the results of four more studies {Experiments 9 - i3},
and was I%cit.]nd to be guite 5u,cce55F_ul, in 5_pife of the wide range of the patterns of

results of thee:e' studies. Experiment 9 (using distributed training items) shawed . .

-
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novel 1tems nearer to the prototype to be as well handled as old items; Experiment
10 rephcated these results, employmg recognition as the dependent variahle}

Experiment 11 demonstrated a casé in which items furthest from the prototype are

(I
!

_best handled} and Exper.iment 12 pitted similarity to the prototype against

‘sirm'lari‘ty to pa.rticular instances, and showed the latter to be the ntajor

deterrninant of perf-‘ormani:e. To-gether. these four studies were argued to eliminate
even the weak hybrid. notion (the notion that similarity to the prototype has an |
impact on perFormence independent of similarity to all the particular ir;stances
separately) as an explanatmn oF the data, They also demonstrated the grEat
Flenb:hty o+' mstance models in predicting widely various results.

Finally, a series of da\ssﬁlcatmn studies (Exper;ments 13-16)

were conducted to demonstrate perFormance in class1F1catmn tasks parallel to that

- in perceptual 1dent1F1cat1on and memorlal recogmtmm thh the 1ntent:|.on of

\ﬂ' .
demonstratmg that the basis of concepts deduced from the latter tasks, the

encoding of instances, is also the effective basis oF concepts under at least some
cond;tmns of the dassmcatmn task. The results of these studies were argued to
give no support to the prototype position, but mstead to suggest that mstance ;
knowledge may be frequentlyf the basis of categoncal confidence and.. under
appropriate training conditions, comprise the Functioriél knowledge base accessed

for the dassification dedsian, Analytlc s‘trategles were also observed in ‘these

studxes. however, it was suggested that in many cases, concept Forma.tlon and/or

dass1F1cat10n rnay proceed without the learner’s awareness, in wh:,ch case- the X
analytic strategy is not expected to anse, leavmg the encoding of mstances as
the predominant method of acqu151t1on o-F a conceptual knowledge base, and analogy

to encoded instances as the predominant basis of classification.
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The emp:ncal wark of this paper demonstrated that trad1t1ona_1
prototype models form an inadequate account of concept formation with materials
structur_ed_ ta confarm to the on‘enting assumptions of clustered distribution of-
. ev.'ents and objects in— the world, The only ahstractionist models which could
-account for the data assemoled in this paoer are those of the complex dependent
i:laes,'including hig her—order Feature-Freqoency models and unconventional complex
- dependent prototype madels, Sectlon VI of the last chapter argued that the
' .msta.nces, per5pect1ve possesses a number of virtues that the abstractlon ao:ounts
do not, mcludmg e::onomy of representatmn and pre-processing, and the ab111ty to
~mesh smoothly w:.th contemporary memory work in context dependency a.nd encoding -
‘spe":iFicity. Further arguments concerning the preferability of-an instancevaccount
" are !oresented below, in part ¥ of this section. _' -
An impo;'tant aspect loFI the studies of this paper is "that they are
based on moltiple types of tasks. Concept formation hes been mainly identified
with the task of classification by prototype theorists, as nated above, This
.identiFica.tion has perpetuated the split Between concept formation and memory,
accentuating task differences between '_tt'le: t';vo _traditions r;ther than emphe;;izing
c'ommon processes'in thé mental Functione underlying't-ne'two tasi{e.‘ In contrast,
the expenments Undertaken in this paper, employmg perceptual, memonal and
classification tasks. form part of an attempt to seel basic mental processes which
.may 5ubserve a vanety. of functions, Beyond the theoretical integration whx;h_mey .
tie gain'ec_i by 5uci1‘é.n attempt.._the metnodology of the farmer tasks may be a velry'
useful tool for_the investigation of concept formation. As indicated int_he last

sect_ion, classification is a very complex task; while interesting in its own right

as a task that people are called ,upon to execute, it is a difficult situation in

e
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which to investigate conceptual knowledge bases, in part because it is difficult to
detgrmi’ne how the subject has processed the experimenter-defined features. By !
ST coﬁtrast.' as illustrated by the e,xpgrimer;ts in this paper, perceptual

identification permits precisle, feature-by-feature a_na.lysis of productions, and

hence permits testing of fairly fine-grained hypotheses.

II  Status of the Episode Madel

vl

The episade model describéd in this paper has proven to be a good _' ]
prédit:tor in the domain in which it has been tested. However, this domain is |
rather limited. The rﬁodei h;s only been tested in situations which were thnughfc to
be conduciw_e to encoding items at a relatively/{,high level of featural .
interdependency, énd with arti#iciIal mat?ria.is. Aﬁ obvious next step 15 to test
the maodel ir; a situation designed to ﬁrgmoté rel.atfvely independent ﬁrocessing of
features. Such encoding might be expected in an inddental learning task in which
thé letters of which sti_mu1u5 strings are cnmpnse'd are widely spread across the )

. display, and the processing task discourages continuity between one feature and the ™

‘hext, such that processing gestalts tend not to occur.

L.
-

Another aspect of the model which bas not been invéstigafed is the

completeness of encbding, The model is set up to take actount of the level of

i_ntegratioh of the features encoded, but not to take-accnunt of differing amounts

of the stimulus encoded. The madel_ could be-mt;!difiéd to iﬁcorporate a parameter
) reflecting the relative completeness of encoding. This para.me;ter would Ee most

clearly identified with the vaz:_iahce of performance, since lesser completenes‘s of

encoding of resource items Qé’dld cause greater variability of the similarity of a



prébe to the set of évailahle rasaurces. In effect, this parameter would reflect
the salience of the various experimenter-defined features. Used in combination,
the two parameters ofoir;tegration and completeness of encoding could take account
of syllabification or chunking of the stimuli. . .
Howrgver; the model is not intendec! to be worked up into a fully
pred:fr:tive and explanatory model of cor;lcept formation, with complete'p"récessing and
representation mechanisms. The episode model’s chief merit lies in its heuristic
utility in drawing attention to the importance of cons.iderihg the way in Whi.l:h
partid.vlar items ai'e pmf_c\essed, emphasizing the levei'o{-' integ_ration at which items
a|‘fe processed as a chief factor in their later utility as memorial resources. This
aspect of the model gives it enormous flexibility, and urjites saveral pérs;:ectives
on how multiple resources may be utilized by the cognitive pmcessiné system, each
instantia.teci by a level of the integration péramater. At the lowest level of the
parameter-mnsidered here (r = 1}, the Featurés of stirﬁuli exerdse independent
influence on perfarmance {a "co~operative" maodel), Es.sentially, each feature
Func’ciqns as though it is a separate trace, The.impact u.F a résdurce item of any
degree of feature ovarlap with a probe is strictly in proportion to the degree of
overlap hetween the two, independent of the 'degr_ee; of overlap ﬁf other items, A
second important Ievel is defined by values of tﬁe parameter near the Euclidean
metric (an "interactive" model). At this Ieve;, Featur-es are intlegrated to some
degree within items. The various encuded-repl;esentatiuns of items work in concert
to produce performance which is grea.ter'than any single represér;fation would |
produce, although the impa.cj: an the outcdme of t.races less similar fn the pmb_g_ is
relatively smaller :(i.e. chang'é in an item with greater overlab'causes greater

change in the outcome than change in an it-em with less 'dverl'ap). At higher values

t3

-y
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. of the parameter, this tendency becomes exaggeréted, until the only item exercsing

significant influence on the processing of the probe is that which has greatest

‘overlap with the probe (a "competition" model). The importance of the episode

model is in relating these various .aiternatives within a common framework. Rather
tha,;h suppurtiﬁg any one at the expense of the athers, the episade model suggests
that ore’s experiences of items may function as memorial resources at any of these

levels, depending on how they were processed when prgsenfed, which in turn depends

. on.the task demands and available memaorial resources at the time of the experience.

- The nature of the’"épisndic trace and the pr—Dcess by which

“-.presentation of an item enlists priorly encoded episades as resources for its

perception, recognition or classificatipn remain unresolved. The guiding
heuristics used to generate the experiments .in this paper were that the trace
consists of a record of the operations undertaken to process a stimulus; that these

traces are not organized in memory in any fashion, and that enlistment of a trace

as a resource is accomplished by a process analogous. to reverberation. It was

_ thaught that very early processing of a presentéd stimulys is mainly bottom-up.

-

-

' However, as the system engages in this processing, prior episades of specifically —

el L. s e : s - -
similar prétessing are automatically recruited, and commence to guide further

pracessing of the item in a top—down ‘Fash‘ion._' This Engagemeh? of pracesses
performed earlier is not thought to result from an active séarch by a central

executive for similar experiences (as, for example, suggested by Miyake and Norman

- (1979) or Williams (1978). Rather it is thought that early operations callup

further operations to the extent that they have been pre'vinusly integrated in the
experience of processing other items (a distributed, passive search process), This

paper has only attempted to describe ane chara:teristiﬁ of this process! that the



O

_probability of the enlistment of a resource (a set of previuusly-canducte'd

operations) depends upan its similarity to the probe, and that this similarity

-«

depends on the level of integratinﬁ'uf-' components at which the resource was

originally processed. Another Factur which is 11kely to determme the

.-_ .
>

characteristics of this process is whether the memarial resource recruited to

assist the processing of a navel item is accessed via active analogy or via a

154

failure to discriminate. In the former case, the learner is actively exerdsing a

similarfty strategy, perhaps quite consdously, 'I‘h15 may occasion quité a

different process of recruiting a resource than the second case, in which the

ﬂ L

learner Fa:ls to realize that the probe is in fact novel. and traats it as a

§
- w,

re-presentatmn of an item which 1& in Fact only 51m11ar. The recognition data

shown in Section V ii of the last chaptﬁr suggests that in the studies of this

paper most subjects were in the latter mode, erroneously treating rnost novel items

. - __;

as thdugh they had been pmce-ssed prev1?usly. The Imphcatmns D'F this factor, and

’che larger problem of how best to conceptualize the nature of the trace, whether as

a bundle of features (Bower, 1967), or as a record of the operatmns conducted on

stimuli (Craik and Lockhart, 1972) or in terms of fluent re—enactment of the

P -

_.hpera‘cicns (Kolers@),‘rgmain open questions.

TIT  Extension of the Model: Word Perception

-

b

h The ep1sode madel was develgped in the course of investigating the

knowledge basé underlying concepts, and.has been applled in this paper to the

Vv ~ .
perceptmn, Ecogmtmn and clasmﬁcatmn of members of nan-arbitrarily structured

S

' categones. Howevér, its 1mp11cat10ns are not limited t& such structured dornams,

r J -
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nor to stimuli which can be considered to be organized in categoriés.- It is
primarily a model of learr_\ing, of how particular processing episodes modify th;
organism’s knowledge base and its consequent pmcéssing and performance, Word
percepticn serves as an example of the extended implicaticms ;JF the model, -

Much of the interest in the study of word percepf,ion has centred aﬁ
effects which suggest that words possess holistic pm};ertieg. beyond the properties
of their cnnsfituéht letters, One such phenomenon is 'the word superiority effect,
which consists of the .Qbservation that a lettt_ar presented iﬁ a word is better

perceived than when presented in a nonsense anagram of the word or when presented
’ < " B . 3
alone (Reicher, 1949, Wheeler, 1970). The effect has also been observed in

pranounceable non~words (e.g. Baron and Thurston, 1972; McLelland and Johnston,

1977% and extended to the demonstration of rnu'tuél dependency in the perception of
_. R )

letters in pronounceable non-wards (e.g. Baron and Thurston, 1973). Other studies

-

of woré perception have attempted to defermine the nature of the representations

‘respcnsiblé for the apparent holistic properties of words demostrated by the word
superiority effefct, As discussed abave in Chapter 1, S_ectihon 1IT, Murrell and
Morton (1974) suggested that word perception is accounted for via abstrdcted

. \

marphemes (clusters of letters bound into a unit through the meaning they carryh

while Feustal, Shiffrin and Salasoo (in press) found that similarity in letter

- clusters other than morphemes also facilitated perception of probes. These studie;s.

suggest that words consist of relatively holistic cnmpouﬁds of their constituent

letfers, and that perception of a word is fadlitated by its ilarit'y at a

configural level to a word in memory, However, they gd not provide\an account of

the breadth of transfer of perceptual fadlitation from a word represented in

\

memﬁry to other words or pseudo-words, nor of how the overlap of a prabe with

-

e B
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multiple words might affect its-perception.

McClelland and Rumelhart (1982) pravided an account of systematic’ «
generalization from Qorgs in memary tao probe items. Their "interactive activation
médel“ posits ‘clet:ectors for visual Fea;turés, letters and wo-rds. Exr_'ita'gion of a
feature detector results in excitation dF consistent letter nodes, which excite
ccnsistent word nodes and-inhibit comﬁéting letter nodes. Activatéd word nodes
inhibit cnmpetiné word nodes, while feeding back ‘excj.tlation to'each of the.ir own
canstituent 1etter's. Thus the rnndél ass&ﬁes cqncé’ptuall'y driven'processes_tu be
inter‘acting with’dgfca—driven-:brd‘cessgs in dét'erminiln'g ;.Jem_:epti;l;. This model hé.s
been shown tn‘be capable‘EsF simulating a wide variety of the phenomeﬁa of word
perception (McClelland and Rm_\elhgrt, 198?;; /_Rumelh'art and McClelland, 1982). The
word-level nodes, cuﬁ:;_:isting’o'F highly ..integrated ﬁumpul}nds of lettg_rs, appeaTr to
be a major factor in the success of the model! these nodes produce mutual

| dependence of peréeption of letters within.a"word (by_ mediating mutual activation
Df these létt.ers) and produce bett‘er p'erceptiun of a letter in a word than-

p;esent:gd alnne'.(through feedback activation} A second impartant feature of the

" madel is that fadlitation of probes falls off relatively rapidly compared t’D the
letter overlap of the probes€ with w;:;rd nodes, o that the ;‘acilitation of a prabe
depends pri.ma_rily an items shéring \;iith it three out of four letters. This
non-linear relationship is due to the multiplying effect-of mutual activation®
between the letter and word levels, Anaother important aspect is that [giérception D'F‘
a presentied item is a function of the nuhber of wurd; averlapping a probe: probes
with many close neighbours receive mor’e activation. lexcitation ar inhibition) than
those with fewer. This activation from multiple neighbours is p:arallel. in that

the neighbaurs contribute independently, but is also synergistic, in that the
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activation contributed by one neighbour at the word level feeds back through the

letter level to ;3\11 w.'vord nodes.

The parallels between th1s model and the EplSDdE maodel are str1k1ng,
desplte their UrlgiQs in different researr:h a.reas- Both emplcy d:strlbuted
representa’cmn to achieve thenr eFFects, re;ect:ng summar‘y, abstractwe .
r-epresentatmn. the interactive actzvatmn model is an alternatwe to direct |
representa’cion of orthographic regularities as a basis of word perception, while
_thé episode model is an alternative to prototype representafion of categories.

Like the interactive activation model, thé episode model employs parallel
processing .oF multiple, highly integrated memorial-resourtes (with relatively steep
generalization gradients) t_p pfoduce processing dependendes between the
constituants of items and to acrount for the perception 'oF novel ifems; The .
'diFFerences .between the r.nudels, and between the preparat.iuns in which they are
applied, are informative, The intera.ctive activation model possésses inhibition
parameters. which may bé of great use in accounting for at:hve discrimination’ (as
opposed to the passive generalizatian ;pon which the work in this paper is based).
- Secondly, the interactive activation maodel is a recursive model, concretely
ipstantiating the interactive effects of top—dnu)n a‘nd battom-up p:rocessing.assumed
to underlie the episode mndél. However, the intéractive activation model is nut..“'
concerned with the acquisition of the knowledge base. In contrast, the episode

madel was constructed to acr:oug__}t for the effects of various Factorsz"aFFecting a

developing knowledge base, such as the distribution of density of the stimuli to

i

which the system is expased. Most particularly, the episode model reflects thrbugh |

its integration parameter a concern with the efféct an the knowledge base of

processing dane to an item at encoding, which it asserts will determine the

x
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similarity of the encoded trace to further items, and hence the brea

fadlitation that the item will later support. Although the studies i
have not systematically manipulated the degree of integration of encoding, the
model emphasizes processing variations due to changes in il-'nstruction.‘s rategy or
task as a major factor in determining the evolution of the knowledge base.

This concern with integration of processing of the episode model
allows it to directly address the issues in word perception raised by the word

superiority effect, As

ntioned abave, the major finding in this area is that

words wgxhibit holistie properties, suéh that the conditional probability of

perceiving er given that a second is perceived is greater than the

unconditional probability, This was also the major finding in the early
experiments of this paper, that gave impétﬂs to the development of a model which
can deal with non-linear similarity relationships. The demonstrations in this

paper of the speed with which stimuli come to exhibit pmcessing'interde;':lendenm,,

'

and the differential level of that interdependence depending on simila‘rity_ to other

items already prdcessed. can be thought of as a beginning to the examinaticn of how
y . o g
strings of letters come to be bound up into perceptual wholes, or mare simply how

words come to be words, The model suggests that what is spedal about wbrd‘;} that

ives rise to the word superiarity effect is the large. number of very clase -
g superiority : y dloser =7 N\

s

well-integrated nmghbuurs that common words possess which can Facxhtate then‘

]

perception. But it also suggests tha.t orthographlcally regular non— words whn:h are

-

like many familiar words will share this benefit, even to the extent of being
better perceived than some less familiar words) while irregular nan-words will be
‘ata disadvantaée, particularly because their distance from memorial resources is

’

exacerbated by the non-linearity of similarity ta well-integrated familiar wor@s.
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v Challenges td the Suffidency of Instance Models

" \V

This'section is devoted to cc:mmentmg an a number- canssues raised v
from the prototype perspective, partxcularly by Homa and his assnuates. whlch were

not dealt with in the hndy nE. the paper. One such issue is that of the emergence

I
*

of abstract cagnitive structures over time. The experiments discussed above all

employed an immediate test, and hence do not provide evidence on the issue of
slnwly-emergent genaral structure. : . o h

This issue was raised by Posner and 'Keele (1970), who tested subjects

ot "1

on ’che'learmng of dot patterns 1rnmed1ately Fullowxng training or after a delay of

a week. ‘They d1scnvered that tra.mmg stimuli suFFerch s1gn1fu:ahtly more

cIa551F1catmn arrvors after one week than in the 1rnmed1ate test, whlle the number
of errors made on the.schema patterns d1d not alter s:tgmhcanfly between tests.,

They argued-that these results are consistqnt with-the“‘abs’cractmn af a protntype.f

¥ -

during learning, since if abstraction accurred at tesf. one would expect loss of

1
v

information about particular training items to be .ici;dmpahied-by a loss of ability

b
J

ta classi{-'y the schema patterns, This argumé%‘nt‘has heen reiteréted"b‘y H'oma, Cross,

Cornell, Goldman and Shwartz (1973) and Homa and Vosburgh {1976}, Robbins, Barresi
et al (1978)-ard Homa, Sterling and Trepel, (1981) encountered 51m11ar transFer

r -

patterns, but believed the evidence msuf—’hment to estahhsh when abstraction had

-

occurred. The suggestzveness c:F this evxdence For t‘he abstraction of a central

b r

representatmn is undeniable. However, ane a,5pect of their data was cnn51stently

-

1g;||:n'ed by these authors' that 1:1a551+'1ca.t1on GF the training stimuli was. a{-'ter

the longest delay, never worse than class:ﬁcatmn of the schema‘patterns, and

. . '
. o . . . ]

i
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i ..and 1nstanceS, parallehng the Fmdmgs in the delay stud1es cxted ‘above. Hmtzman

. . : -, : , 180 .

-
1Y

uspally better.- Thuys the argument made in these papers must be seen in perspective

as being based on an apparent relative decay of information about the spedfic

training stimuli, nat on any superiority of the prétotype pattern for delayed
' Classification.” . ‘' - . P
R v M o s .

¢

-

H:ntzman and Ludlam (1"80) prov1ded an 1nstance—based account of
". these data. 'I'hey construct‘ed a»computer—smulat;on model (MINERVA) Wthh used only

the traanmg mstances ‘as a data base. This model assumed- only that clasgification

~

ocr:u‘rred on a nearest:*nmghbour baszs, and that properties of 1nstances were lost

.

1n- al:l all-or-none Fashxon. It is notable that the set oF propertles on which the

probe was compared to 1ts nexghbours 1nc1uded the relat:onshlps among elements of

st1mul1, thus MINERVA mcorporates the process:ng 1nterdependence of elements that

- ‘| “

was found’ 1n the early'stwdles of the present paper, and whichibecame basn: to the

eplsode model.\. "I‘hls model demonstrated d1FFerent1al Forgett:ng of the prototype

~and Ludlam concluded that d1FFerent1a1 decay oF perFormance on traJnmg items and .

'. . ‘
P

; prototype patterns is an xosuFFiment cr1terxon' Forj demd;ng between 'mstance and
" abstractionist explanations.- , . T S o

' .. L e !

#

. An issue related'r'to the emergence of prp'to'type structure with time is

‘the claim that prototypes afe seen to emerge only'wl'.len large‘n'.umber's ot’ members of

a category have been exposed (Homa et al 197o, I-Iorna and Vosburgh, 1976, Horna,

- . L4

: ;1978,‘Homa, Sterlmg and Trepel 1081). The claim is most 1rnpressl,ve when set size

is 'méanipulated between Sub]ects (Omohundro, 1981),:wh1ch avolds drF’Ferentlal

) ".—

' contrast effects betWeen categories. These papers assessed the a.ba.hty of mstan;e

models to account for th1s phenomenon, antf found them wantmg. However, rnost oF

o P
.-

these stud1es tested dearest—nexghbour models, the' exceptlon is the paper by Horna, .

.~

-J‘ A3
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Sterlmg and Trepel, wh1ch additianally tested a Fxxed eet assumption tunder which

't

the model always compares a probe to'a leed set of 1n5tanCESf hc:wever near to ar’

" far from the probe) and a cemplet‘e set assumptmn (under whicH the madel always ‘

-

B compares the prcbe to all mstances), and they assumed a aty-block metric DF

) 51m11ar1’cy for all medels tested However, the: ep1snde model proposed in this

paper assumes that the number of 1nstances to which the probe is compared, and

-
-~

addxt:onally the simllarlty ch the probe tcl each 1nstance to which it is cc:mpar‘ed,
varies with the type of experlence the subject has had with the- tra_inmg items. Tt
is thus not cunstramed-'by the assumptions made by Homa et al, As 1nd1cated in

Sectmn V 1v of the last chapter, the EplSDdE model does pred:u:t a,stht from

supermr perFormance on 1tem5 sxmllar to parhcular training items te 1tems sxmx]ar

to the central tendency as set size increases, so long as increasing the set sizs
increases the density c'JF the categor’y space. It is irrelevant whether thi"ﬁ

mcr'ease in dens1ty is occasioned by populatmg the centre DF the space, or by

populatmg empty pertmns of the space between prevmus trauung 1tems {so that the

‘mean drstance of the items to the central tendency remains unchanged). Either

cbange results in probes near the central.tendency tending to becnme more slmllar :

to training items in general than are the training items. (However, 1ncrea51ng set .

,'5ize'by_ exact repetition of items (i.e. exact re~processing) would not_ lead to

~ such a shifth, The only assumption required to achieve this shift with inoreasing -

.

set size is that processing a probe invokes multiple memarial resources; which
entails that the level of integration of item ;‘Jrocessi'ng not be at“an extremely .

high level, such that anly nearly identical items have -any effect on the hrpcessing

of the probe, Increasing set size need not result in centre~maximal distribution

ca'F'denSity for the episode model to predict the performance shift, However (as

+
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indicated in Section V i_v'oF.the last chapter) when‘sltimuli are generated as random-
distbrtions_ from a central pattern, the likelihood of such a change in the e

‘ distribetibn of density is high, and {as indicated in the Introduction) such a

distribUtinn oF density leads al] instance modeis to pre’dict superior -perF'mr'mance

Dn near prntotyplcal 1tems. Thus the set size issue, hke the tefmpnral decay

B 155ue, {-'alls to d15cr1m1nate between prututype and 1n5tance madels.

A third issue raised by Homa. Sterhng and Trepel (1921) is that
stueiles suppclrtmg an 1n5tance view {e.g. Erooks. 107‘? and Medm and SchaFFer,.
1°7°¢) used categorles that were not ill-defined. They |:1te Neisser’s {1967)
staternent that a r:ategory is ill- deFmed when it consists QF non—-obvious
d:mensmns. and the variety amang potential members is essent1ally infinite. They
ge on to in_chcate that ill-definition is demonstrably impartant because of the

a'p‘parEntly prototype-based re§b1t5 they aéhieve when employing geometric forms
L " ‘

' ccnsisting of dot patterns with the dots connected, It may be that ill-defined

-

categm"ies do most closely match the cpnditions oF. extra-lahoratory cnncept .
formation, but this challenge may be discounted for two separate reesons. First,
the stimuli usedﬂ:? Homa et al can hardly be considered to eonei_st of ndn-obvious'
dimensions. They themselves, following Pasner and Keele (1%42), described their
stimuli in terms of the locations of the stimulus elements on just two dimensions,

a horizontal and a vertical axis, and they accounted for subjects’ p;rFor}nance
through the disfant:fe af various items if terms of these two dimensions, Perhaps
Homa et al intended to convey that unlike some of the stimuli used by Broeks and by
Meclin and Sthaffer ’tneir stimuli consisted of dimensions which were non—ubviuuely
perteptualiy separable. However, if they felt such to be the case, a Euclidean

. -

similarity metric would have been maore appropriate than the cdty-block rnetric'they,'f



 dramatically. -
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employed (c.f. Garner, 1974), although it might have requc.ed\the appearance DF'V
pratatype-based performance. The stimuli employed in the experimehts in this ;'Japér
also rtonsist of fairly vaioﬁ_s Qin{énsions, but as was indicated by the :analyses of |
the perceptual identificatioi;l expérimenfs. they were not treated by subjects as
consisting of separable elements, given the‘type' of tra.ining imposed. It is thus.
arguable that thé present studies meet the Firsf.of- the criteria set by Homa et al

Fcn' appropnate stimull, and yet still support an 1n5tance based account of con'cept
Fcn'matmn. i : ' ;

\ Tﬁe EEcoﬁd crltérlmn is more easily met, Even given the restnctmns
placed cm item membersmp ina t:ategnry in the expenments QF this paper, such that
‘each of the Fwe st;mulus pos1tmns may take only one af Fwe values, only two of

wf‘uch are relevant to category membershlp (d15cnm1nate between categnrms), and

that no item may take a relevant value Frum more than one categcnry, the number oF

',potenhal members dF a 51ngle categury is very Iarge. ‘Taking Just the set of items

devmhng From the protntype pattern by twa e!ements {the type mmst frequently | usad

as tram_mg items in the studies abovel; each category has 60 po_tentlal members: |

. "

. and the number of r_nf.'mbers for each additignal degree of deviatioq_ increases

r i )

Yet andther issue is thé: trainin:g of items to criterioh in cc:ncept

formation studzes. Most protctype studles require subjects to reach a learnmg

ﬁ
C’rl‘l’El’lOT‘l oF one cnmplete errorless pass through all the stimuli before bemg

swifched to transFer {e.q. Posner and Keele, 1%8, Homa,et al, 19731 !cbbms et

al, 1‘?7‘?' Homa et aly 1981} OmohlUndro, 1921), Homa at al {1981 cnhcxzecl Medm
s and Schaffer (1978) for not employing an errorless cntermn, 1nd1cat1ng that it is
. T : s . . )

- questionable after such limited fraining 'whetl-!ér the old patterns have been stored
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~ in memary, such that it is cipestiunable whether generalization to old items could
be properly evaluated. However, the cr1t1r:15rn and the practice oF errprless
cr1termn reﬂect an 1mp11r:1t value that trace strength and abstracticn are the
prime principles af Iearnipg. The' implidt idea is that repetltmn of an item

leads to strengthening of i’he t_:race of the item, such that the final represen‘tatien
of the item ie an abstraction over the separate occasiaons of'- exposure to the iterrn. )
The instance perspectwe euggests in contrast that each presentation of an l‘rem is
a separate encudmg episode, and that a later presentatmn of theﬁn\pmmally) same

| item leads tp a separate tra_ce. Asmgle presentation "rnay or may not have a-
measurable eFfect on later perFormapee, depending on sueh factors as the .
distinct-i\fer)e'ss of the trace given the,fashipn in-which the: items were processed: -
but later presentations will be prpcessed diFFerehtly than earlier presentations,
at least in that later.pm:essinpl will likelyrecruit repreeEntationls of earlier .
preserttaf:ions to assist in encoding the item. Thus later tracee likely differ from.
earlier ones in beling richer, cpntaipipg the experience pF processing the item in

' terms af the earher trace.. (ThlS 155ue of just what ‘the later trace will be like

is. comphca’ced' as J‘acoby (1078) has pcunted nut. 1mmed1ate repet1t1on of the item
may. lead to the second presentatmn occasmnmg truncated encodmg of the 1tem,
;s1nce the produc’cs generated by ’the previaus trial are 1mmed1ately ava:lable ) <

; The expenments in thls paper generally employed three repetxtmns cF

‘ each nomma.l 1tem, except Experxment ? (Sectmn Viv DF the-last chapter) whu:h

.‘employed c:n‘ly one presentatipn of each 1tem_, but whose results were interpreted to

..be cpﬁsistent with episc_.de—bésed:'p'eerrmance. The three repetitions are not
cnnee'ptuali;ed to st dver trials to farm a strong, single trace} rather they 'are‘.

.’c‘hought to.form three traces which, an the whole, will be relatively similar to
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Heach other compared to traces of other stimulis That is, they are thought to farm
avery local cluster within the sbac-e. This would not have been true had subjects
been reﬁui.red to perform a different encoding operation on later 'présentafinns. In
this case the traces of a single nominal item would be thought to be diésimilar.

‘And to the extent that processing an item while employing an earlier representation
of ;c‘hat item as a resource diﬂ-’grs Fr'om“thé‘earlier_progess;pg of the;t\ item', the

traces of earlier and later preséntations of items are thought to be dissimilar in

4
* i

the pre-_-'.ent case, although sub]ects were required to perform the same nominal
processmg on each presentatmn of each item, _ \._ )

-Some pilat studies have beén run to at;cempt to examine the effects c;F .
differing r:iumbers of reﬁétitiuns. Dat‘é are not reparted here because the results
are very c_c:mplex,_.'and the investigation is just beginning. Howe\'reﬂ'they point to

'both set size and density of set as Factnrls predicting performance, and suggest
that the effect of ;Epetﬁmn O‘F items is nut only tn increase set sue but also to
affect local densxty, 1n1t1a11y by 1ncrea51ng local density, but later decreasmg

'it. This is at least consisteq.t w.itlh the encoding varlatglhty nation implicit in
the instance tradition: while a s;eéc:nd presentation may be précessed comparatively

: ‘lii_'(e the first, a fifth repetition, usiﬁg what is by that tifne a mass of previdus-.'
instances as-resqurcles For';irqcéssing, is unlikely; fo be encoded-in a fashion ver;r
similar to the Fir";f-'t. At t'hiE: time the available date'.i gannot be used to evaluate

" the prdtotypepositian; rath‘er it points'to_ yet _éinother diFFerence in —the,

pe_rspectivg taken by abstraction a.nd instanc_é acr:.cunfs, ;ﬁd gnci’chér‘diﬂ-'e‘réncte in

the'kinds of investigatidn they lead one toward,
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- %7 Heuristic Differences Between the Abstraction and Instance Pers‘..pét:tives

Thus far this discussion has revolved around various mndels"and thF.-.ir M.-'

: . _ ' _ability to account for data. This is usefwl to the exfent that it causes a

~ réevaluation of values basic to the various perspectives. However, its utility
breaks down at the point at which models of éaﬁh of the pef;pegtiyes have been so

rnodi'Fiéd that they all predict all relevant data'. As indicated in the:

o Introduction, it is frequently difficult to force abstraction and instance views to.

‘ maké differential predictions, Moreover; the section abave on prototype cha.llengesl"-

to the instance perspective illustrated that important issues such as durability of

conceptual performance and set size effects are non—discriﬁinating_ between the‘

- perspectives, The studies in thi—s paper demansirated a number of cases wherein
conventional and s_un';le uncnnventione.ﬂ protof;'ype models could ﬁnt account’ For. the -
data, but the stimulus domains used gre probably Féirly rare in chne's experience.

Moreover, it is evident that rnnd.els;\Frorh either perspective may be modified
repeatedly to take account c;{-' challenging findings. Finally, as indicated in
S;ection vi of the last chapter, no da’ca could be thought of th:at wauld

“differentiate between high-level Feature-Frequéncy models and the episogde model.
The question is thﬁs raised of whether there is any utility in the distinction of
abstraction and instance maodels. '

- )

The prime impartance of the distinction lies not in the ability of one form

Hepﬁstic value pF the perspectives, the kinds of abilities of the organism the
various sets of drienting assumptions of the perspectives lead one to investigate.

s

. Prototype and feature-frequency accounts have served a useful purpbse in drawin‘g )

-

of model or the other to adapt itself to challenging data, Rather it lies in the .

R

-

4

‘-

e
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attention to the evident ability of people to abstract the essence of a mass of
data, This is an important ability, sefving as it does the portability of dedisian
principles across domains and the economy of sodal transmission of infarmation.

Nonetheless it is.a basic contentidn of the instance pe,rspective that it is easy to
overestimate the ﬁrevalence of the use of this ability. The instance view points

to:fhe importance of coantext dependency of pracessing in conceptual tasks,.

>

suggesting that far from being transportable across domains, conceptual performance

is relatively dependent on degree of reinstantiation of the original conditions of

oy

learning in many cases, Even within a stimulus domain, a change of processing

S on

context cartaffect the inclusion of objects in categaries, as demonstrated by Labov

- {1973), No .dqubt from the prototype perspective the inddence or prominence of

5

> i

. these effects are over-estimated. The prevalence of abstraction vs. spedficity

- . v - o

of encoding is an empirical matter. The concern expressed here is that a
potentially important way in which the organism functions should not be overlooked

-

by default, . : ‘ g

!
- .

How one peanrms on that large set of occasions in which one is called upon
to perForm toward a shmulus object, whlch is not presented in gcmd farm is a second

araa in which the 1nstance view encourages exploratwn (Brooks, persnna_'l
!

comrnumcatmn). However, the prntotype view-has little to say abaut thls issue,

K3

Thus, for example. while prototypes are well set up to explain the dass:ﬁcatmn

of a dog which appears tn the observer in proF1le ata moderate dlstance, the

- 4

theory is 111-prepared to explam goad per{-'ormance when cues are reduced (dog seen

. at agreat dlstance), when an unusua.l view is presented (dog seen from below) or

when cues are missing (dog partially occluded by an,intervening object), These

cases present._nei'iher essential information (as a profile would) nor typical

>

LA

sy .



- anrmatmn (ne1thar most Frequent nor average),-the kindshof information which

) ganeTﬁtute the raw data of prntotype-based dedsions. I-_I.a'wever, such special cases

-~

. than their smulanty tu an essenhal good Form. At the very least, such.a ..

LY

.

¥

r-"-‘
are very Frequent. and in Fact appear to ba’ ’che rule‘rather than the exceptmn. A

From’an adaptatmn sta.ndpmnt. if one ‘s genera.l. task in life is'to deal with
ob]ects which rarely present thamselvea in the goud form of wh1ch ’chey are

notmnally capable, it appeara plausmle that one might empluy the speu{-‘lc e s

’ Fam111ar1ty qf part1cu1ar expenen&oF the objects-as . a baszs 0{-' decision rather

<

-

decision strategy would form a useFul adJunct to the use of a central -

representatmn. Suggestwe evzdence for \t:rg dominance of Famlharrty over good

form in deahng with'common ob]ects has been’ cnllected by Brouks and Whlttlesea

(ReFerence Note 2). ' -

If one’s task is to deal with a saccesaion of spér_:ial‘ _casas, the'.rx‘: Fast
learning, consisting of ‘durable e@( cts of minimal .presehtatibrra,'bacam_es- |
necessarys As has: perhaps become clear from the abcwe, i basic valtze c_n# t't-ﬁe' '
prntotype p051twn is that’ the acqu151t10n of conceptS‘proceeds vé?y si..ov‘;.ly',
requ:nng many trlals of expnsure to members of a categnry and qarhaps some ' .
addltmnal time to allow the prntotype to gel By cuntrast the mstance p051t10n

.
is that conceptual learnmg ocours very qu1ck.1y, proceedmg apace with the encndmg

- of category members. It is far this reason, among Dthers, that the tra.mmg phase _

A\

N

e
(
' Vi

of the studies in this paper contain few trials cumpared to prototype stud1es. 'I‘he_'
cu‘rrent studles have ccn51stently shown that 'che ability to deal’ wlth members UF
rlasses arises rapidly, gwen apprnpnate ancodmg prccedures and (Fnr _

~ glassifidation) non-artutrary class labals. It 15 unhkely that thecrxsts nF the.

prototype per(vasmn wnuld deny the exlstence OF Fast, mstanr:e-specxﬁc 1earn1ng, '

- ) -

. /
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the cnntext—speaﬁ: setting of hypotheses. While suojects may indeed employ

1%

;’ﬂ“-
however, thay are likely to plac{e little importance on it, thinking of it as a

short-term effect, and onl;f a stage on the way to real concept learmng, that is,
the evolution of a summargf representation. Such a basic value prevents one from \_
looking for long-term eFFec? of encodfhg of particular episodes. However,

-

evidence of ; st such effects \is presented by cuntemporary memory researchs, Jacoby
and Dalla=”(1981} demunstrated\'s:uperior perceptual recognition of briefly p;esehted
words after a delay of 24 hours, while Jacnby. (1983) showed the same effect after a
week, and Kolers (197&) found reading speed for text ariginally read a year earlier
to be superior to that of nr:wel text. None of these studiés attempted to contrast
training;nkatér1als with prototypical materlal, indeed, the notion oF “typ1ca.1

text" or "typical comman words" seems to ‘make little sense. However, the
durability of what appears to be episode-specfic Fa:iiitaiticiﬁ af processing is
impressive, The. instances perspectwe is well prepared to 1ntagrat'e wl’ch such
findings in memaory reg,ea\rch,' while prototype nbtinn? would npt lead one to loak for

such cutcomes.

Another 155ueﬁc which the 1n5tances perspectwe directs 1nvestigation is

" active analytit strategias tcsolve the bas:s nF category membership and/cnr (&

laterclassification of items (as discussed in Section VIiI 0{-' the last chapter),
the use of particular analytn: strategms may be occasmned by the similarity of

the current pmcessmg epxsode to prmr ones. Thus whlle the actual processmg

engaged in may be best descnbed as analytu:, contml aver the settmg of-the

processing be eguscde-—based. Th1s issue has been dlscussed in depth by Brooks -
h& . .

{Reference Note 1{(

Another heuristic purpose served by the instances perspective is a more’

N

»



intensive examination of the objective étructure of natural categaories. While N
Rasch’s (e.g, 1977} statement that natural cafegories are clustered is no doubt
widely true, the striking effects of manipulation of the density of clustered
spaces in thé experiments of this paper suggest that it is worthwhile to examine
mare clnsély the c'!ij.-',tr'ibutional characteristics of categories of interest, This
is=ue achieves spedal prominen«:'e in a&émpting to train experts in 5ume. Fie_ld..
For example, should the training of medical dxagnostu:lans emphasue typical
B
a-spectS of dzseases or concentrate on expnsmg part1cu1ar cases of the d1seases ?
The answer to such questions lies in part in the distribution of the cases. IF

-

cases are distributed such that there are many typical and Few atypical cases, or

if utiiity considerations are weighted heavily in favour of being right about the

typical case at the expensé DF the atypical, them prototype training is probably . »
o

the snlutmn. However, under one of many other d1str1butmns, Fm—efample unn‘orm

dxstrlbutmns or domams of relatzvely widely spaced cases, or where utility

considerations inveigh against errors on rare cases, then a specifically-tailored

training programme emphasizing instance learning is likely more appropriates

vI The Nature of Concepts

Our thinking .about cnncepté- as psychological ronstructs has been changed : -
dramatically by cn}lsideration of instance;_based knowledge structures. For Hull
{e.g, 1920), Bruner, Goodnow and Austin'(e.g. 1;?56), and still more clearly for the
modern abstractionists of the prototype school discussed above, cnnCEpt's were J

thought to consist psychologically of ébstracted commonalities of a category. The o

referent of the term "concept" was quite clear; the mental represen{'ation of a
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concept was thought to be very similar toé farmal stagafnent af the cnncept‘. It

was af.-'; though learners were thought to have attaine.a’.;a concept wheh they had
_succeedéd in developing internally é direct representation of the criteria by which
the experimenter had constructed the categnl;ies, a miniature cn;iy 6F tht.'-.’ blueprint
for dags construction. - These orienting assumptions about cd.ncepts produce PR
mn‘Fusicm when appli;?d to ins;tance—based knowledge structures, In what sense does
g
a persan who has only encoded hi.s—b\:‘c’periencesj of multiple members of a class "have |
the concebt;“? He does not have any direct r;epresentation of the defining Féatureg_
of the class, nE? even of the general ;trud‘ure of the class. He has no direct
knowledge of the essential prindples governing class membership;_

!

The response from the insténce perspective is that the concept iS[&l’_ij

» .

emergent property of the kﬁuwl;edge base_,_ not an imrr}_é'di;.:.lte property, The learner
doesn’t “Have the concept”, he acts it. :rhat is, his -perFormam:e toward similar
things is simila;', sol that an onlocker {indluding the actor introspecting) can
detect patterns of perForﬁance. If similar things are in the same. category, as

Rosch (1977) suggests, the result is that the learner classifies similar things

into dne'i:ategory, which can be interpreted by the ohlooker as conceptual

- performance} but the abstraction of a commonality across the various responses is a

ry

- . . S
“raperty of the onlooker, not necessarily of the knowledge base used by the learner

to produce the respo-nses. The set of ;esources for déa.ling with items that are

farmally in one categnr)g/cre;n. be thought of as Formally. structured (Rosch’s paint)}

the set _c:F responses po/"ss.es_ses a similar structure, for the onlooker; put the

representation mediétlnﬁ I:aet;veen them ;ces not necessarily possess t.his structure.
/

/ ; L
Cne aspect 0f~fhe difference between the instance view of concepts and the

abstractiuniét‘/v’iew is what sort of task will be considered to éunstitufe an
. ) : .
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appropriate test of ronceptual perFérmance. As mentioned above, research in the
abstractionist perspective has favoured the classification task as the most clearly
relevant test of concept attainment, This appears to be due to the abstractionist .

identification of concepts with knowledge of the commonalities across members of a

”

tlass which define class membership. In contrast, the emphasis from the instance
perspective is on generalization as the definiendum of conceptua..l ‘-knowledge;
whether in a claksificafion task or any other.task.—‘ln other w_é'rds, fram .tha
instances pe-'rspec_t_i'_\ge the cent-'ra.bproblem in concept Furmati-én which makes it
distinct from other areels of membry research is to ar:.;:ount Fc;r goad performance in

.

many types of task on material that is navel but related to material processed

previgusly,




. APPENDIX 1

This appendix is intended to clarify the role of correlation in

. giving categories good structure, and to \'EIQUCE the confusion. arising out of :

employing both quantit'ative and qualita;f{ve ';timulus values ir_\.al_ﬂjsirnil.—':irity slpa'tce. .
Rasch (1973) claims that "the world does, in a sense; Vc:o‘htain

mtrms:cally separate things’ ¥ in. pal:t becaUse "real-world attnbutes -

do not ocour 1ndependent1y of each other.* (p. 39 - 40), While nut denymg either

statement separately, the authnr w1shes to pqmt uut that the lack of mdependence .

is not responszble for the separamhty of objects. As discussed in Chaper 1, .. '

. "Sectmn 11, the multiplicity of dusters is deterrruned by the distribution oF the

separate snmulus dimensions. However, the issue of currelatmn of d1men510ns 15
1mportant for other aspects of structure. Correlat'ed dimensions perrmt 1tems coded

as whole units (relatwely hohstu: coding) rather than coded in terms DF the1r ‘

_ elements separately to yield more effective categoruatmn in two wa.ys. First,

less than all information about the :D'nstituents of an item is required in a-

cnrrelated dornaun in arder tg make a categon:zahun. since the rest of the

_information is predu:‘table given part. Second the level of mtegratmn of
"encoding and the level of cc:rreiatiqn of the dimensions interact, Hulistic

. eficading has the éjFFect of increasing the dissimilarity between encoded

representations (see Section ¥ v of this paper). If the di'rr_tensiuns ara correlated,

the effect is to increase the similarity between representations in the same .

" category and decrease similarity between \;epresentations in different categories.

—~Contrarily, when dimensions are uncnr:related, independent encoding of features best

173
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supparts categorization (yields maximal contrast between categaries).
The Foregomg applies to dimensions of features which differ

quantltatwely. Fnr the case of Features wh1ch d1FFer qualitatively, the notion of
J

cluster’structure is not so direct of apphca'{:mn. Clusters exist in some
dimensional sp';ace.‘ qualitative Features'do not offer any direct way of unfolding
the dlmensmns of the space. However, we can create a space in which items
possessing qua:ﬁtahve Features mdy cluster, through r:reatlng a set of 51m11ar1ty
:-dlmensmns. Each dimension of the smulanty space is to consist of the number of
Features each ob]ec‘t shares with a partlcular nb]ect. for a domain of ten items,
the s1m11ar1ty space would consist of ten dlmensmns. on each of which all ten

objects are located in terms of their uverla.p w1th one object, Alternative spaces
- C
of lesser d:mensmnahty muld also be created usmg fewer standards of comparisan;
.

far example, one dimension could: be treated for ea.ch of the supposed prototypes of

the categur.les. .
.In thls 51m11ar1ty 5pace, dusters of items are created by exactly ’

the same prxnaple as in the quanhtatwe case! by-differential frequency af

values of a dimension, and nat by correlat:on of the d1mensmns. Thus in both
quantitative and qualitative cases, myltiple clusters hinge on at least a relative

discontinuity between local areas. Such a discontinuity occurs only where

L}

dimensional frequendcies are at least bimodal. 2

,Q This picture is confused by the fact that the similarity dimensions
computed from a iqualitative—Feature' universe are nearly always correlated ta sorme |
degree, This is due to the fact that such dimensions are computed from standards

which usually differ to some degree. Because they differ, nn/iterﬁ can be found
' -~

-

which is identical to all the standards, which means that it is impossible to fill

-
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.the simil.ar-it'y_‘spa_c‘e unifarmly. This lack of uniformity creates unpopulated areas
) | ‘ . N V . .- [ .
in portions of the similarity space farthest fram the origin, which generally

results im an overall negativé correlation among the dimensions. However, it is
“ K . -' N . "‘.'

E\‘.fidenf that unﬂless'the Fréque’ng:ies of t?‘mé similarity dimensions are at least’
bimpdal, no discmn‘tinuify oCcurs, 'énd hence no multiplidty of clusters.

,'Adding‘ further tc; the :onfusion,%atbregpelonging tul different
dirr;énsions of st‘ilmuli generally bear contingency relations with ea‘ch"c:ther across
items, These relations are sometimes confusingly labelled "correlated features”,
In fact, the c;i:ntingency need not be mutual, as.in correlatian, Maoreover,
coﬁtingent features do not necessarily entail correlated similarity dimensioné. | -
And, perhaps most important, items may indeed be clustered in similarity space *

while the features are non-contingent on each other; that is, contingency

[AY . o -
relations are unnecessary for cluster structure. ‘ / -

//-/\ The confusion is samewhat clarified by differentiating between

"dimensinngl logic” and "feature logic", Under dimensional logic we can feel Free

to talk about clusters in spaces defined by continuous or at least or

-3

dimensions. The discussion above of the relative roles of correlated dimensions

vs. shape of Frequeﬁcy distribution assodated with dimensions is appropriate to
" this lnglc. . : . n o

Under the headmg “feature logn: the 1mmed1ate concern is

: .diagnoshuty, on cue validity, Here we are 1nterested in the separability of

S—

" groups of items not in s of a discontinuity on one or more stimulus dimensians,

but rather in terms of a distanti ity in the distribution of cue validities of

items for categories. The feature-logic analogte of the continudus-dimension

discontinuity consists of a relative lack of items having approximately equal cue

-

-



validity for both categories! it is in this sense that the non-existence of pigs

with wings defines a discontinuity between the categnries of mammals and birds, As
) . . 4. )

in the céntinuous—dimen’siori case, a discontinuity exists only if the distribution

-~ ) =

DF‘Frequency of diag’nnsti.cities qf itrerns for a riarticular category is at least
bimodal. (thé tﬁgt _fhEt:'E are r{u guarantees attached to the accuracy of either
typ‘e-éJF -discmntin;ity used as a Eut-point di;.f.iding items into categories: given
‘F'L:zzy"(:ategbries, either sfra’.tégy rnayé err.) )
’ C-tn:wnti'ngehtfeatures are not n\ecessar? for high di#énostidty:

_ nqh—cc’mtingehf F.ea'tures may 'yigld high cue x;eilid'ities.- Nonetheless, where

) mn’cing.ent'rela'tioﬁ's exist between_{-'ééture_s within cétegnrjes, they - may be used to
improv'e the Qiagnc;éticity ‘c'}'F-an _ifem for ité‘caitélt_:;;:r)’/, a Feu:t ejmplnyéd in |
Féature-Frequéncy mudéls which code Featﬁre carﬁpoqnds_‘;aé well as ijnidv‘ild-l..u;a.l
features (e.g. ﬁqyes—thh-and' ‘Hayes.‘—.RDth, 1977 Moren.ver, ci':nhtilr'lgenflc feéturés
also offer the second benefit ;:JF corréia‘ced dirﬁénsign—s in @h.e‘conti‘nu_c:us :ei*z;e:_ '

- namely, reduction in t"h'e'né‘cessity to encndg all_él‘ement‘s of an i'terr'f ta EFFE&

classification.



APPENDIX 7

. This-nete‘illustre’ces the computa-tidn -af t.he: centr_a‘i tendency of P
an_d_.I_C’s stnred patterns, and demonsttates the diFf-e.rence hetween their echerna "
patte;n and the actual central tendency, -The-s'alien,t'dete; taken from Table 4 of -
Posner and Ecele (1968), is as follawst the tabled novel patterns in which.they
were interested had mean city-block dissimilarities of 54, S8 and SS,Frdm. the- four
.tr'a.ining items, while the schema pattern had a mean diseirnil‘eﬁty'dF Si from those _
_ iterns. They atgued that thi_s dissindlarity was rddghly the seme _as'thdse of the_
novel betterns {of Level 3) _theii' intentinn being to. erg{ee a prominence of the
) schenwa pattern beyond its similarity to the tra.ining items. that prnrninence being
due to its centra.hty. They thusrargue the schema pattern to be equally similar to
the old dlsturtmns as are the new’ dlstortmns, and claim that the better
tecugmtmn_ dF the schema pattern is because "the_prdtotype pattern must 'c:.here‘ the
most comman properties w.i_th the sat of patterns generated from it* (p. 36‘2').
Huwev'er, this maximal sharing lis a.proper"cy of the_.mean'of a eet of itefne. as later
‘protdtype theorists became aware. :
It is unfdrtunate that Posner and Keele tabled unly the d1stance5

. From two old d1sturt1uns to the four stored pattems. th1s mtrnduces_snme |

N indetermmacy in the computatmn of the dentral tendency helow, The relevant part
- -'oF the reduced ma.tnx they presented is 5hdwn in Tablf.Al. .
The computation of the central tendency begms wlth the realization
- thet the qur ald distortions can be treated as four poxnte' in a three—spece, in

which distances be_tween points are to he computed using the city-black metric, The
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Tahle Al

Distances-

frdn Stored Eiemplar Fatterns

to Each Transfer Fatterr

{taken from FPosmer ard Keele, 1948)

r

Schema Old Di;tortion ﬁew Level Ss
Stored . -
Fattern 2 4 C D E
1 36 73 b6 49 48 .. 51
2 43 0 77 65 }1 59
3 65 88 45 54 51 56
4 65 77 0 51 62 55
mean . sp 59 52 54 S 55




"~ equals 88 and those of {(a-77, b, ) sum to 45 This pefmits us to a=certain the

— - [
~ . .

object tpeﬁ is to determine a set of co-ardinates in threé-space which satisfy such

information as is given an the distances between ,thepoints.'JLet us assume that

" pattern #Z-hasA'l'ﬁe co-ordinates (0, 0, 0) on three axes X, Y ahd Z. We can then

locate pattarn #4, along a smgle ax1s, X, allocating 1t cu—ordma’ceg {77, 0, O},
Next. we can establlsh axis Y such that ’X and Y are nr‘t‘hogorral. a.nd the X - Y pla.ne

cuts through all three paints #2, #4 and #1, This permxts us tn de{-'me the ’

) cm—ordmates of #1 as (a, b, c) where abs(a) + abs(b) -_P abs(c) = 73 and abs(a 77)

+ abs(b) + absic} = 646, The co~prdinates (42, -31,70) satis{-'y':chlsrrelatmnshlp.

The computation of the co—ordmates of the last pmnt are anly partly determmid/

However, we can erect a ti‘urd axis, 2, orthcgunal tn the first twoy and define t

co—ordinates of #3 as before eur:h that ’the sum of ab_solute values of {a, by C)

value of a as 50, and to state that the sum of the a_ilpselute values of b and cis

33! however, withalrt speciFicatiEyh';:nF the value of the distance from #1 to #3 we «

~can do no better than to assigr these as 17 each. Rotation of the X - ¥ plane such

* that the co-ordinates of #4 become, for example, (&0, 17, 0) allows us ta

determine, through repeating the ahove operatian, that the sign of the ¥

’ 'cn-nrdlnate of #3 15 pq,s1t1ve, the sign of its Z co-ordinate is unimportant, since -

_no aother pomt takes any Value but zero on that dimension. ! -

Ha.vmg how sets of cn-crdmatee DF all’ Ffour points, we can determine -

r

.that the co-ordinates of the mean pmnt of th1s three-spage are (42 25, —.-..0,

4,75 Th1s a.llnws us to determine three sets of deviations from th15 mean; une
for each dimensian. The average values cJF these. deviations are 21,25, 12,5 and

7.12 respectively ‘FCH’ the three dimensions. Sumrmng these values across the

: mdependent dimensions gives a value of 40 88, which is the closest appmx:matmn ]

3
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to the rﬁinimum.average fd‘cy-—block) similarity to the four training items pbssibie y
given the available information, .
This'value of 40,38 appears to be remarkably smaller than the.32
given for the schema pattern! in fact the schema pattern is more like the novel -

-

{level S) distortiofs thaving ctty~block dissimilarities of 54, 58 and 55) with -

. v - .
which it is contrasted.than like the central tendency.
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APPENDIX 3

», Canversation with various interested parties has int;li'riated resistance
'rq the higher—-arder metrics, with a preference for discus:-sing only the cases ofr=
1 apd r= ?..-. (This preference is also apparent.in the prototype liter'atlt_Jre: seg,
for e.q.; Reed,1972 or Hayes-ﬁoth and Hayes—-Rnth; 197?.) Thgg.é cuhlversatians
suggest that the objection is based én the belief that the Euclidean m‘ethric, has a’
unique s'tatus among metrics, in that ‘distances femair}’i:"\\fariant:ﬁn'cler rotation of
the axes only under the éxssumpﬁﬁn thatr = 2. 1f fhis befhef is justified, tl;en‘m_

ina case where the dimensians of psychulngical salience to the- subjéct are rotated

from those assumed by the expenmen'ter ) the only metric whu:h would pruv1de the

experimenter with the same set of distantes as those psychulogzcally effective
would be the Euclidean, Under any other metric the experimenter would receive a
false impiession of the effective dissimilarities among stimuli, This conclusion
has been extended j_:u suggest that since distance i'_-'._ n.nt mai;'\tained under rotation
of the axes for metrics both greater and less thas;-r = ﬁ. thése cases are in somé

sense parallel, bemg bath cases in which pdgeménts rap:dly appruax:h

um-dlmen-_-umahty y and that therefore no cnnsxderah.un of metrics greater than r

T~

o

Taking these objections in reverse order-. even if distances were not
maintained under rotation for metrics other than the Eudidgah, the uperations
suggeste;l byfr;;étricé greater and less thanr = 2 are ﬁt.iite diFFérent. I-‘or[ r=
the_‘eutcume is tt‘;e sum of input values, while for r = infinity the outcome isvthe '
laraest input value, I‘t is evident that the ocutcomes c;F these operations may vary

) ‘ 180
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independently, for exampie if\the largest-inpuiwvaiue is held"cuns..tant while the
[ Y % 0 :

others are varied, Secondly, there is-nothing "uni-dimensional" abaut either of

these proces'ses: outcomes of both reflect processing of the entire set of inputs.,

Thirdly, it is not true that for "all values of r > 2°that the outcome is the

largest 1nput value, nar indiscriminably close to it} for example, (2 + 3 ) 1732
327, The largeét input value may dominate the outcome, but does not becnme

1dent1ca1 to the outcome unt11 r = infinity (although there may be Ipractlcal

_ difficulty in detecﬁng-the difference for moderately large values of r), In

prindpie, then, metrics above and below the Euclidean are quite different; and

their difference in practice is shown by the very dlfferent patterns af relative

[

transfer pred1cted in this paper for metrics DF 1 2 and 3.

Turning now tci the fundamental objection, the author contends that i’c:

‘is false that distance is not m-iintained under rutatiun of the axes for 'mEtrit;g

‘other than the Eu:hdean. The point of ::antenhon appears to have arisen ‘Fram

'conslderatmn of cases like the following. sket us assume two pomts, A and Byina

two-space. Further let us assume a pair of othogonal axes, X and Y, in terms of..
. ] . \J .

jwhil:h A and B are located at (xl, y,) and {x yoh The Eucdlidean distance between
[4

A and Bin terms of the axes is given by the chagoram theorem, such that the

. 172
distance DAB = ((31:1 12) + (y1 ¥ 77, since it is und:sputed that
horizontal or vertical translation of the origin (translation in the direction of

either axis) does not affect distance under any metric, the abave exbressioﬁ may be

simplified by translating the drigin until A lies an one axis and B on the ower:

this leads ta A = (x,,0) and B = (0,y,), such that D, - = x,

discover the effect on distance 0% rotation of the axes, we will make use of the

« Ta

-t

following strategy: following each rotation nF‘the axes about the'origin, we will

X 2, y22) 172
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justify the ax.les vertically and horizontally such that the points A and B dgain
rest gach an nde-axis_. The result of rotating the axes 360 degrees in small s'tepg.\l)
will by that the origin of the axes will be Found to tra‘ce out the c-ircumFerence o:F
adircle paééing through A and B, such that A aﬁd B are maximally distant, The
axes Xand Y tr,acé out a set of pairs of chords fram A and B, each pair meeting at
. ri._g!:lt‘ ;ng;e_sratjr{e of the various-lod on the circumFerence'a.t whi;h the origin -
has beeh luca;éd.— The line length AB can be computed from any pair of these
chords, using thg Pythagorean theorem, anﬁ lenéths computed Frn.rnbdiFFerent pairs of
chords (diFFerén% r*oa_i'icng of the axes) can be -cnmp'ared to cee if the distante AB
is maintained under rotation. :How'ever, that is scarcely worth the effort, since
the length AB must be a diame:ter\ofjhe drcle, and it is clear that Qhatever pair
of nrthngonal‘c.hardslér:é used, the-ié hypateﬁusa, the diameter, must remain
O\ constant! thus it is evident ’.chat length remains invariant under rotation of axes
m Euclidean (Pythagorean) metric.
H:nwever, let us use these relationships to determine two pairs of
_chard lengths, one in which the origin of the axes is at 4, and another in which
/l the origin is midway between A and B (but of course still on the droumference),
If we assign the diameter a length of ane unit, then in the first case the chord
lengths are t and 0 pnits, while in the secand case fhey are each .5! /2 ives (S

1/2

x 1) If weuse the metricr =1, the distance AB =x +y, which for the twa

pairs of chords gives us AB =1 afi-AB = 1.41} a.pparently r. = 1 fails to maintain

constancy®f distance under rotation, Forr =3, the distance AB = (x° + yS) “3,

which yields AB = 1 and AB = .3, suggesting that r = 3 also fails to maintain
distance under rotation.

)

However, the argument is drcular, .The chord lengths{the values

[2N)
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taken by A and B on the X and Y axes, were computed under the assumption thatr =

2 they were computed under the assumption that y = (DABZ - xz) 1!2’ where DAB was

known, fdr selected values of x. Thi’s ccn_‘hputatin_q.instahtia%es the Pythagorean
theore;'n, with its as%;;lmptipn of a Euclidean met;'ir:‘.‘ It should thus be no surprise
to find th'ét ot.her metrics fail to yield constant outcomes from pairs of inputs
selected under this metric. The argument only illustrates ‘that distance rema.ins
constant UI';dEl’ r=2 iF.the rotation is dane in Euciidean space. The;argument

assumes that (x?' + yz) 172 K, a canstant, and then computes values of x and y to

fit, If instead we rotate in a non-Euclidean space, for example using x +y = k,
we will find that the distance AB is constant.under rotation in dty-black space,
while the Euclidean assumption fails to maintain distance under rotation,

Similarly, if (< + yoy 1/

=k wh_ich defines a higher—-metric spa:ce, weﬁ;_’ll find
that distance is not maintained under rutatinq under either cit);-blut:k o‘r Euclidean
assumptions, but is under the assumption that r = 3, In general, distance is
maintained under rotation :under any metric wl;\ich' satiéFiés the r:élationship x +
y /7 = K, This gives us assurance that the Euclidean metric is not uniq;Je under
rotation! if the psychologically salient dimenéinn'.f._;';are rotated away From_‘.the
experimenter’s assumed dimensions, the experimenter will not be misled about the
psycholegically effectivel diétances between stimulif

;Stated I_in the tes;rﬁs above, the canstar!cy oF distance under any metric
assumptian which was used t‘n'd'erive the x - y pairs is fairly abvious. HDQever, it
is not obvious in many situations from which we draw'intuitions, pe?haﬁé because we
are very‘accustnméd to dealing with Euclidean spacé. For examplle. if ane plats the

distance from the origin to A against the distance from the origin to B Fd;' variaus

rotations, in the case where the distances were derived under the assumﬁtion that r

S
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=-2 the plo’cl Fc‘vrms a curve, a quarter—dircle. It is immediately evident that the
distance from L’che oribin;to éL_ll points on this drde is cionlstant. ‘Repeating the
process for x- -y pairs derived under the assumption that r=1yieldga straighé
line plot of the distance from A to B;. Habit (or something) encourages s to look
on the diagonal distance from the arigin to this. lia;e as the AB distance, and it is

obviously non-constant, But the application of diagon easuremen# is the

apphcatwn of the Pythagorean theorem, which assyimes that r = 2} if instead we
measure horizontally and then vert1cally and add the measurements. we find that the
distance is held constant across the ra:;ge_.
There remain a number of problems involved in the use of Minkowék).,i
metrics for modellin.glsubjects’ behaviour, including the determination of the
number of d:mensans used by the sub]ec’c and the d1FF1cu1ty of obtaining
suffidently fine resolution of measurement to detect differences between

moderately high metrics, However, indeterminacy of distances under metrics other

than the Eudlidean is not a‘pmblem.




APPENDIX 4

Y g
' Medin and Schaffer (1978) described an exemplar-based model of

t:ate'gorizat{on‘ﬁémed the "context model". This appendix compares the context model
with the episode‘quél described in this paper. The context model haé two cardinal

" features! its representation assumptions and its cu_mput‘a&inn of similarity (Srﬁi'th_.'
and Medin, 1981} The model states that some c;F tt';é elements or. dimensions of the
stimulus may not be represented in the memorial trace resulting from processing the
stimulus. This‘r'eductioﬁ of the stimulus would be thought to ﬁcr:ur under selective
'atte‘ntion to particular stimulus aspects at the expense of athers: This notion

permits the model to incorporate limited abstraction, although the abstraction is

[l

over certjtin stimulus dimensiaons rather than of a central tendency. This

?bstraction has several f:(-:msequences. First, the memarial representation of a

RS

stimulus is not/a/literal copy of the nominal stimulus, as is perhaps suggested by
an extremely naive instance view; rather the representation reflects what the
learner was concerned with at the time of encoding. Second, as indicated by Smith

and Medin, if the learner focusses primarily on those aspects which ocour

3

frequently among category members, the result is a 'representation of the category
' - []

consisting of comparatively full and detailed represéntations of typical members of
the category 'and relatively incomplete representatiqns of atypical members, This

.is one way in which the context model accounts for the camman finding of typical
P .

categary members being dealt with more effectively than atypical members.

The second cardinal feature of the context model is its computation

-

of similarity. The model assumes that the similarity of two items (e.g. a probe

185 . Y,




ahd an exemplar in memory.) is the product, n&f the sum, D‘F. the differences between
the items, Specifiéally, the model posits a similarity parameter, :alpha, for eacl.ﬁ
diménsion on which a diFFergnce can occur betwgen the items. This parameter takes.

" the value 1 when there i5h‘nu"&iFFér'en.te on that dimension, and is decreased toward
zero by a difference in tﬁe psychophysical values taken by the items on that
dimension, However, the value of’ alpha is also affected by the salience of the
diménsiun, such that a difference on a more salient dimensicn yields a lower value
of alpha than the same difference on a 'less salient one. The.salience Fa.ct_m:
ins:cantia.tes the strateqgic abstraction reFerred\to above! unp,roce55ed di;nensions
have an alpha value of 1, wheti'?the items differ an tha:c dimension or not,

~ whereas items differing on a d \m\ensinnitreated as a necessary condition yield an

-alpha value of zero. )

Computatibn of thé similarity between items as the product of the
differences, llléther than as the sum of the differences as is éenerally done in the
't':omputation of similarity to a pratotype, has been stressed as the most vital
asbect of the model, The }nul’ciplicative vs. additive issue has been used to argue
. that prototype models cannot account for a variefy of findings in concept formation
{e.g. Medin, Altom, Edelson and Frekao, '1:‘?82;' Medin and Smith, 1981} Medin and
Bchwananflugel, 1921), The basis ﬁF this argument is that prototype models pasit
processing independence of the elements which make up a gtimulus. This is
conceptually similar to the tactic taken il;l this paper‘of. demonstrating processing
dependence hetween the definitional elements of stimuli, and hence arguing that
prototype ncsticm-s as usually described cannot account for the data. However, the

context madel and the episode model approach this issue in rather different ways.

Multiplication of elements is frequently taken to indicate an interaction amongst

o~
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them, which may havé been why Medin and Schaffer elected to instantiate their ,

interest in feature dependency through building multiplication intb their model,

- In contrast, the episode model-instantiates interdependent processing through the

distance metric, This section attempts to argue that the distance metricis a mora

fundamental measure of interdependence,

.To'begin this examination, let us note that the goal of both models
r

. is to predict fadlitation of a probe given that the system has experienced a set-

of items. It is assumed that facilitation is a function of the similarity of the

¥

prabe to the old items. Taking a simple case in which the system has experienced
only a single item p}ior to the probe, and the stimuli consist only of '*':ﬁo
dimensions, 1 .and 2, the context medel assumes that ?he similarity be'tween the ".
probe and item, S, is the product of their similarities dn the two seﬁ-arate .

dimensions, 81 and 82, such that

1 5=18,) (5,),

1

Noreen (Reference Note 4) has pointed ocut that these simi..la.rities are Functioﬁs: o

the distances x and y between stimuli on dimensions 1 and 2, such t:hat ﬂ) v
and 92 = fly), while the total similarity is a function of the total distance, z,

such that § = f(z)» Noreen’s problem was éo discover the f-'bnction f such that fiz)

= f(x) fly); that is, to discover a function mapping similarity anto distance such
- T#

that the total sirﬁilarity is a multiplicative function of the unidimensional

similarities, as spedified by the context madel. Now, the distance z in terms of

r, 1/r

the distaneces x and y is given by the equation z = o + y) y the general

distance Forrn,ulia, and takes a variety of values depending on the value of r» Thus

Nareen’s problem was to discaver the function f such that fiz) = f{x) fly) anr =

1/r )

(x" + yr) for r varying.between one and infinity., His solution is that
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v
' r .. rlsmr r ro . ro.
2) fl7) = ek ((3; +y) ) ekx ' eky - ek (dlstaece) ' N

In Qords, similarity is an exponential function of tﬁe ;’ch_power of the distance
multielieﬁ by a constant (k = -1 is convenient),

This solution provides a link betweeh fadlitation and distance
through the multiplication of similarities as specified Hy the context madel. _
However, two further points remain to be resulved‘f first, it >eviﬁrrt\that tﬁe
computation of similar.ity rests upon knowledge of the appropriate distance metric

“

{i.es that the metric issue is fundamental to predi:tioh of facilitation), and

- .séfond, the succiof the derivation of the function f does.not indicate that a

multiplicative relationship between total and unidimensional similaritites is

: apprupnafle. For example, if 1n5tead we assume that g(z) = g(x) + Q(y), and z =

r i/r

x +. y) for the same range of r, we find that
‘ o . 1/ kr kr \’_'
3 gr= @ + YN YN = ey Y = distanee™, T
g

In wcnrds, sxm:lanty is a function of the rth power of the distance multiplied by a -

constant. The difference between the mult1p11cat1ve 51m11ar1ty Fcnrmula and the

-

- additive one is purely a scahng leFerence, as can be seen by comparmg lines 2)

':

and 3), The distributions of similarity with respgct to distance for various

!

. values cif)'[ have precisely the seme shapes and r lationships to each ather.,

Indeed, ﬂ"i'e multiplicative versiunhésentmlly an exponentml transform of the

add:twe version: ignbring the constant, thSe Functmn is simply to reverse the

H

. direghcm of the scales,

4) fiz) = e I \
¥
The queetmn CJ‘F which of these versions is mbre apprupnate is Slmply a utilitarian

question of which provides the most divect fit with empirically derived data, To

[

put this argument in other terms, thecontext model is of t;he form

[,
[<n]
o

—
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) B S product (alpha)
i=1
Ay

where n is the number of dimensions on which stimuli are compared. Letting di be

the distance between the two stimuli on dimension i, the model implies that

: a5 : . o
&) alpha=e-"i, . . 9
LS

although this was never-farmalized by its authors, But this is equivalent to

A

stating that S . . ) . ¥
: : - 1
A n n gt n
N S-sum(ln(a.lpha))-sum(ln(e 1))—5um(d ), o
< i=1 - ni=l o i=1 -
which is an additive model. Mgre importantly, if it is thought instea,d't'f)at- simply

2) . alpha= dir
instead of an exponential function of the di_staricé, then l_'.

he n :
2) S = sum (a.lphal) = sUm (d J, o b
. i=1; ' 1—1 - S -

FRFEIRY

once again.

. Ta rein{-'orce the argument that giveh ‘the distance formula z = (x' +
yr) 1/r that the Dnly demsmn is between rnult:plymg an exponential function of
the umdgrnensmnal distances or addmg the untransFarmed values, it may be hoted

that nexther

-

10 . s5= product (d "y nor
i=1

-

[a]
xu]
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.n "dr
11) S=sumie i)

_ could be valid forms, since bath imply that z = ((x +y ") ifr “_(3:r + yr).

Thus the dedsion of whether to prefer an muiltiplicative or additive form depends
on the decisjon of whether alpha is best conceptualized as an exp'onentiall transform
of the diété[ﬁce or directly in terms of the distance, This dedision in turn rests

on an assumption of the appropriate matric for measuring the distance, which is not

‘a formal property of the context model.

In contrast {o the cnntext model the episodg mcdel formally

1ncnrporates the dlstance metric, Under the assumptions oF this madel, s1m11ar1ty

" between two items can be stated as

=T

n
12) : S (surn d) . .
1“1 o i !

This expression is cbviously different Frdfn that in 9), above: The reason is that
4

the episode model treats 1tems in memory as the dimensions of the memory space,
rather than elements of 1tems as the context model does. The context madel

focusses on how each feature of a single stimulus functionally differs from each
- .

-

 feature of a second stimulus, in terms of the psychophysical difference and the

\

L)

salience of the feature, It is less concerned with the interdependence of
processmg of all the Features of the stimulus., This is surpnsmg, given that the
intent of QE model is to instantiate the mteractmn of cues, but follows
logicglly from lqcating the major parameter of t_he- model at the level of the

individual cue, The episode model locates its parameter at the item level, so that

-

-

. . : J )

Aa
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it does typify the degreé of processing interdepéndence of cues. This_diFFE“en_ce
between the models can be observed in their statements dF the total distance, DT,
and total similarity, ST, of a probe to a set of items previously.protessed. The

context model.‘f’ocuésing on eiements;‘limplies that }'—DT j items in the set,

m. n Y , ]
13) DT =sum ( sum di.r) *." and J\
=t =t - o
) m n o ,
14) ST =sum (sumd.)), - : -
. ; . 1] .
. J=1 . 1:1 7 Lot R L
. " i - ' Y . . 0o

while the episade model states tﬁat

moon A1/

t5)  DT=(sum(sumd, 4" -  and ‘
: — j=1 i=t : i -
Ay
ﬂ_ e ’
., m n R .
16) ST =sum {sumd.) .

=1 =1

~

. While nat instantiating the concern with interactive cues, the focus

of the context madel on the salience DF particular features'is impo?tc:mt. The

-
rJ

impact of t"he two models could be combined into a single mbdel whicl‘1 describes t;oth'

level of integration of proﬁéssin'g‘and also relative salience of particular cues,

-

such as

=



I

m n

17 ST = sum { sum wi.di'.)", - ) | )
==t N R -

where wi]. is a parar™yr representing the salience weight of each feature.
Despite 'ti1e logical problems described above, the context model has
had fair success in accounting far patterns of performance in categorization.

-}

MDTEDV}{P—REdin, Dewey and Murphy (Reference Note 3) succeeded in demons}*\"a’ci_ng‘ a

better fit of a multiplicative model than an additive, and vice versa, depending on

. instructional conditions, At first sight, this success appears to render spedous -

" the above arguments concerning the indifference of multiplicative vs. additive

o . - o
t:}:rmbinatiun of the values. However, these results really belong to a completely

‘separate issue. The discussion above was based on multiplicative vs, additive

" combination of similarity paraméters, which require some.assump'tinh about the .

relationship of similarity and distance. In the studies by Medin and his
associates, no assumptions weére made regarding the relationship of alpha to
distances In fact, the values of alp hai employed were derived as regression

) LV
weights to maximize the fit to the data of the two statements

»

n

18y S =sum (alpha,) ' o
. -1 A . M
. _1=1 . . . By
n R .
19) .S =product (alpha,) . Ea
S ‘ ' .

.

- 4

These alpha values are not parame_f'ers. but simple Qeights. Sppposing that the”

functional underlying metric were 1 i‘w fit to the data using weights derived

"

——
. . . . -
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- _under the first restriction would be perfect, Supposing r = 2, weights dx_érived
under the second restriction would provide a goad, gthnugh nat pEl:‘FEd:.“ fit las

can be verified by simply computing z = x" + yr) v
—

and z = {x " y) for various
~values of x a.nd-'y). As r tends from 2 toward infinity, the fit of both would '”_
becbme-worsé,:althn;gh the u;eights derived under the multiplicative restriction
would always be a trz:ﬂé better, Thus the issue of multiplicative vs, adfitive \
combination does have so-rne relevance to the issue of interdehendence 'of feature
processing, although the fit %q these two restrictions is anly a crude indicant of
the level of processing interdependenge. (The episode model diréctly. represents . .
the level of prncessin§ interdependence through the pgrametér. #y and is thus much (T
more Flexip_le, able to l‘nake.' deﬁiniteﬂpredictinns when 1 {r {2, or whei_:t r> 2.).l
Hawever, aé indicated ébove, the multiplicatian - a;dd_itinn issue redué.eg_._tﬁ a
scaling decision when inclu-ded in model stat‘en;ent-s. specifying paraméter vaiu(Q\é- -

rather than in regression equations deriving weights...' -

~
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