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ABSTRACT

The intertempora1 dimension of macroeconomic policy, which

has been largely neglected, constitutes the main focus of this study.

Two questions are posed: What are the long-run implications of

pursuing a short-run myopic policy, and what are the short-run conse

quences of long-sighted policy?' Is there a tradeoff relationship

between the performance of the economy in the short run and in the long

run?

To answer these questions, an optimal control approach is

used. The two principal elements of this app.roach are: a macroeconomic

model describing the functioning of the system under control, and an

objective function specifying explicitly the targets pursued by the

policy maker. A macroeconomic model for Canada is formulated and esti

mated for the period 1962-1982. Some short-run and long-run features

characterize the structure of the model. In particular, a government

budget constraint, a capital accumulation identity and a production

function that defines the level of potential output in the long run are

integrated with a conventional demand-oriented short-run Keynesian

model. The objective function specified is quadratic and penalizes the

squared deviations of its arguments from their desired values.

The optimal control experiments consist of minimizing the

objective function subject to the constraints of the macro model. Two

approaches are used. The first consists of varying the relative
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structure of the weights over time by changing the rate of time

preference in the objective function. The second approach aims at

measuring and comparing the costs implied by different time horizons

used by'policy makers. In both cases, tradeoff relationships are

derived between the performance of the economy in the short run and

the long run, expressed in terms of the weighted squared deviations

in the objective function.

The major conclusions drawn from this study are that a

short-run/long-run tradeoff does exist within the given structure of

the economy. In addition, this tradeoff implies that as more emphasis

is placed on the near-term, the higher will be the cost incurred in

the longer term relative to the gain in the near-term, and vice versa.

Other conclusions relate to the existence of inflation-unemployment and

inflation-balance-of-payments tradeoffs, and the assignment of parti

cular instruments to particular targets.
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CHAPTER 1

INT RO DUCT! ON

1.1 ECONOMIC POLICY AND ECONOMIC THEORY

Economic policy in its broadest sense is a well specified

course of actions undertaken to achieve some predetermined economic

targets. However t the decision-making process involved in any policy

formulation necessitates the need for knowledge concerning the economic

system or entity subject to inquiry. This knowledge is provided by

economic theory through the process of model buildingt the main purpose

of which is to capture the most relevant aspects of the real world and

its evolution. Thus economic theory and economic policy are intimately

related t and economic models remain simply descriptive unless they are

integrated with the theory of quantitative economic policy. After all t

lIknowledge is useful if it helps us to make the best decisionill • This

chapter begins with a brief review of the theory of economic policy.

Tinbergen [1952]t whose pioneering work has underlined and

shaped most of the existing literature on quantitative economic policYt

opened the exposition of his theory by classifying the types of varia

bles that exist in a structural- macroeconometric model. These are

the target variables which represent the policy objectives and the

instrument variables which are the policy parameters under the command

of the policy maker. There are two other types of variab1es t which t

though indispensable for a complete picture of the economYt are not of

particular interest in a policy context. These are the data variables
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external to the problem considered, and the ir~levant variables

endogenous to the model. but not included in the targets. If the

latter are eliminated from the structural model, we obtain the policy

model that Tinbergen has developed. This model would have as many

equations as targets and thus would be "operational". Given such a

model, the policy maker will choose a set of instruments that

satisfy his objective represented by the target variables without

violating the boundary conditions or constraints imposed on the targets

and the use of instruments. Tinbergen has emphasized the fact that

while conventional economic theory treats the instruments as given and

the targets as unknown, economi c poli cy consi ders the targets to be

known while the instruments are to be determined in order to attain

these targets. This is the so-called inverse relation between instru

ment and target variables in the theory of economic policy. However,

the difference between the'two theories lies in their analytical

approach rather than in their substance.

The simulation techniques used nowadays permit the policy

maker to determine exactly the values of the endogenous or target

variables corresponding to each set of policy instruments. This does

not necessarily mean that the use of simulations in the analysis of

economic policy does not involve any preference function. Although

it may not be explicitly specified, the objective function could be

implicit and known to the decision maker, but its maximum may never

be attained by means of repeated simulations because of the cost and

efforts associated with this procedure, especially in the case of large

nonlinear macromodels. This problem can be overcome by fixing a set of
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targets and asking the question: What values should the policy

variables take in order to reach this target? The answer to this

question provides a direct and efficient way of choosing an optimal

poliCy with respect to a specified set of objectives. This is the

Ti nbergen approach. .

The Tinbergen approach to economic policy, however, has various

limitations. In a linear model it implies that the number of instruments

should be equal to the number of targets, for othen/ise, no unique optimal

solution can be found. Tinbergen himself has mentioned that there are

no a priori reasons tobelieve that this situation will hold. In the

case when the number of instruments·exceeds the number of targets,

there will be an infinity of solutions. By contrast, a solution does

not exist if the 'number of targets surpasses the number of instruments.

The only way out of this impasse is to increase the number of instru

ments or reduce the number of targets until they are equally numerous.

Even if the number of instruments equals the'number of targets, the

solution values for the instruments may not be economically sensible;

for example, negative government spending or interest rates.

Furthermore, in nonlinear models there may be no solution for the instru

ments even though the number of instruments equals the number of

targets. Finally, the basic Tinbergen approach takes no account of

uncertainty.

Some of the above shortcomings have been corrected by

Theil's [1964J contribution to the theory of quantitative economic

policy. Still within the context of a linear model, the fixed targets

have been replaced by a quadratic objective function and he showed that



a solution exists even with unequal numbers of targets and instru

ments. The arguments of the objective function are the target and

instrument variables specified in terms of deviations from their

desired values. An optimal solution can be obtained by simply maxi

mizing this quadratic function subject to the constraints of the macro

model. In addition, it has been shown that this solution remains the

same in the first period even after the introduction of uncertainty

into the model by means of additive random errors. This is known as

the IIfirst period certainty equivalence theorem" which can be stated

as to110ws: Under certain conditions, the policy adopted under

uncertainty is exactly the same as the one that would be obtained if

the random errors were replaced by their expectations. In short, the

two significant steps that Theil has taken beyond Tinbergenis theory

are: (1) the introduction of uncertainty into the policy model, and

(2) the substitution of flexible for fixed targets.

1.2 WHY OPTIMA[ CONTROL?

In recent years, there has been a growing interest in optimal

control theory as an efficient tool for a systematic search for good

economic policies. This was due to the explosion of computer techno

logy which makes the solution of the control problem more manageable,

the success that control applications have encountered in the engineer

ing field, and more importantly, the proven superiority of the optimal

control approach over the Tinbergen-Theil approach, especially in the

case of uncertainty.

As mentioned earlier, the simulation technique can shed

some light on the effects of alternative policies and the dynamic

4
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behaviour of the system, but it is highly improbable, no matter how

hard we try, that the desired targets will be exactly met or reached.

Optimal control theory is very useful in this context. It is capable

of providing the timing and magnitude of the policy instruments, and

achieving a desirable time path tor the economic variables that

represent the policy objective.

The three basic ingredients in any macroeconomic optimal

control problem are:

a) A dynamic structural macro model that is considered to

be an acceptable description of the economy. This is the "l aw of

motion" describin'g the evolution of the sys,tem subject to investigation.

This model can be represented by a set of difference (or differential)

equations relating the state variables (i .e., targets) to the control

variables (i.e., instruments), as well as to data variables.

b) A set of constraints anc boundary conditions on the

variables of the model.

c) An objective function representing the preterences of

the policy maker and including target and perhaps instrument variables.

Gi ven this structure, then, the task of the II controller" is to steer

the state variables towards their desired destination by manipulating

the instruments under this control. In other words, the policy maker

maximizes (c) subject to (a) and (b) in order to derive the optimal

decision rules.

In the 1970s, numerous studies applied optimal control

theory to the formulation of macroeconomic policies. These studies

can be categorized according to various criteria (type of objective

function, size of macro model, etc.), but we have chosen to categorize
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these studies according to their deterministic or stochastic nature,

a classification which coincides, more or less, witb. their .historical

evolution. A number of these studies are surveyed in Sections 1.3 and
21.4.

1.3 DETERMINISTIC OPTIMAL CONTROL STUDIES

Pindyck [1973] applied a deterministic control approach to

a simple quarterly linear model of the United States economy in order

to derive the optimal time paths of the policy variables for short-term

stabilization purposes. The model contains 28 state variables and

three control variables, namely, government expenditures, the tax rate

and the money supply. Among the targets are consumption, investment,

interest rates, and disposable income. But the most important objectives

were the price and employment levels. The loss function used is quad

ratic and given by

where Yt is a vector ot· state variables at time t and xt is the control

* *vector at time t; Yt and xt are the optima) or desired values of

state and instrument variabies, respectively. Q and R are two

diagonal matrices, the elements of which are the relative

costs or penalties for deviating from the optimal paths of y and x.

The inclusion of control variables in the objective function indicates

that manipulating policy instruments cannot be done freely but should

mbey some constraints and" boundary conditions.

The optimal control problem specified by Pindyck is therefore

to minimize the loss function L subject to a linear macro model given by:
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Yt+1 - Yt = AY t + BXt + CZt and some initial condition: YO =
constant.

Z is a vector of exogenous noncontrollable variables (data

variables in Tinbergen terminology), and A, B, C are coefficient

matrices. By varying the weights in the two diagonal matrices Q and

R, Pindyck provided an empirical measure of the tradeoff between

inflation and unemployment over the 21-quarter period beginning with

the first quarter of 1957 and ending with the first quarter of 1962.

The Phillips curve turned out to be dynamic in nature, i.e., to take

different shapes over time and also to depend on other policy objectives.

The several policy "experiments" also permitted the comparison between

the actual historical policies pursued during the five-year period and

what we might have expected, had the policy instruments been chosen

.optimally. Pindyck has also ·emphasized the idea that, although optimal

control theory was originally intended to derive optimal decision

rules, it was shown to be very useful in analyzing and better under

standing the dynamic behaviour of an econometric model. This latter

point was stressed by Oudet [1976J who consi dered the primary benefit

of using optimal control to be its relevance as a tool for studying

the dynamic behaviour of macroeconomic models rather than deriving

economic policies because of the inaccuracy of these models and the

arbitrariness in choosing an obJective function. He calculated

deterministic control rules based on a linearized version of a model

of the French economy using a quadratic loss function and these rules

in turn were applied to the original nonlinear model over the period

1972-76. The major conclusion drawn from this exercise was that
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controlled simulations are better tools than conventional or trial and

error simulations for understanding the dynamic behaviour of large non

linear models, and that the results given by a nonlinear model and its

linear approximation are fairly close.

Craine, Havenner, and Tinsley [1976] have derived the optimal

paths of policy variables that minimize a fourteen-quarter (1971:1-1974:11)

quadratic loss function subject to the constraint of a medium size (21

behavioural equations, 40 identities) nonlinear, deterministic model of

the u.s. economy. The deterministic control solutions were analyzed in

order to see whether or not historical policies could have been improved and

to examine the possibility of a gain from coordinating monetary and fiscal

policies and what advantage -- if any -- this coordination would have had

over the use of monetary policy alone. The loss function includes four

targets: the primary ones are the unemployment and inflation rates; the

secondary ones are the rate of change of inflation and the rate of change

of short-term interest rate. Only two instruments were considered: the

money supply (M1) and government expenditures. The loss function is given

by

where Yt is a (4 x 1) vector of state variables, and xt is a (2 x 1)

*vector of control variables. Yt does not appear in L since the desired

values of the four targets were set equal to zero. By weighting the

unemployment rate twice as heavily as inflation, the authors discovered that

optimal unemployment and inflation paths lie below and above their
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respective historical levels, which suggest that their objective function

was significantly different from that of the policy maker. However, the

main conclusion of the study is that economic policy, over the relevant

period, could have been improved by being more expansionary and that

monetary and fiscal policies appeared to be substitutes, in the sense that

less use of one instrument could be compensated for by more use of the other.

Still in the context of deterministic optimal control studies,

Holbrook [1973] applied an optimization method that he had developed to a

deterministic vers;-on of the RDX2 model of the Canadian economy during the

period 1969:I-1970:IV. The loss function used is quadratic and includes t~o

targets, inflation and unemployment rates, and four instruwents, government

expenditures, income tax rate, interest rate and secondary reserve requi re-

ments. His fun"ction takes the following form:

*Again, the desired targets, Y , were set equal to zero. Several experiments

were performed involving different instruments, different cost or penalty

coefficients and different time horizons. The choice of optimal policy for

the first quarter of 1969 was described in detail and it was shown that the

welfare gain was not great, and that the gain obtained was due solely to

reduction of unemployment, since inflation was increasing at the same time.

However, the main purpose of the paper was II no t to prescribe economic

policyll, but rather to develop an optimization technique capable of handling

large nonlinear econometric models such as RDX2 in order to reduce the

computational and other costs associated with real world optimal control

policy formulation. To test the simplicity and efficiency of his method,"
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Holbrook [1974J applied it to the Michigan model of the U.S. economy

which is a medium-size (61 equations) nonlinear model, and extended the

control problem to a stochastic framework. But once more the purpose of

the exercise was to illustrate the ease and limitations of the technique

developed since the instruments, targets· and cost coefficients were chosen

arbi trari ly.

1.4 STOCHASTIC OPTIMAL CONTROL STUDIES

Of course, macroeconometric models are not really deterministic,

but the complexity and the costs involved in solving a stochastic optimal

control problem, particularly at the beginning of optimal control applica

tions, induced many authors to justify the use of deterministic models by

invoking some simplifying assumptions. Pindyck [1973], for example,

relied on the principle of "certainty equivalence" mentioned earlier, which

is valid in the first period when uncertainty is represented by uncorrelated

error terms added to each equation of the model 3. On the other hand, many

authors have questioned the desirability of introducing uncertainty into the

optimal control problem. Holbrook [1974] has raised the question of whether

the gain attributed to the inclusion of uncertainty outweighs the costs

of excluding it, especially in· the case of large nonlinear models. His

response seems to suggest that for practical policy-makinq purposes the

deterministic solution provides sufficient useful information regarding the

signs and magnitudes of the policy instruments.

Chow [1972, 1975, 1976] was one of the first advocates of the use

of stochastic optimal control in macroeconomic policy analysis. He has shown

that the benefits of incorporating random disturbances into an econometric

model are much larger than those that one could get by ignoring them. He
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argued that in the case of deterministic control, welfare gain or loss

which depends on future policies cannot be measured since these policies

are not provided in an optimal.way, except for the first period using the

"certainty equivalence" theorem. Relying on this theorem in a multiperiod

control problem, with say n periods, requires the planner to solve n first

period certainty equivalence problems [Chow, 1976]. This would be a costly

procedure to use and that is why we have noted earlier that optimal control

theory is more efficient than the Theil approach·, particularly in the case

of uncertainty. The model that Chow constructed in order to demonstrate

the above results was a simple annual model of the U.S. for the period

1931-40 and 1948-63. The loss function was quadratic with a ten~period

time horizon. The problem then was that of minimizing

subject to a linear econometric model in its reduced form:

The exogenous variables not subject to control are considered to be either

a part of the intercept bt , or a·part of Ut , the random disturbance vector.

To simplify the analysis, the above model was redefined in a state-variable

form; that is it was rewritten as a first order system of difference

t " 4equa 10ns •

In this case, Yt ~ould include current and lagged stat~ -(dependent) variables

as well as current and lagged control variables. That is why the above

objective function does not include explicitly the instrument variables in

its arguments, since these are embodied in the vector Yt .
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Apart from being efficient, the stochastic control approach

taken by Chow is more realistic~ in the sense that it yields a solution

in the form of feedback control equations or reaction functions, i.e.," the

future values of the policy variables will be revised automatically in the

light of new information. This is known in the control li~erature as closed

loop policy. By contrast, the open loop policy generated by a deterministic

control problem consists of a set of preassigned val~es determined in advance

in period a and not subject to change during the planning period, since

uncertainty is assumed away.

The usefulness of feedback control equations has been questioned

by Craine, Havenner and Berry [1978], who have examined the "issue of fixed

rules vs. 'activism' in the conduct of monetary policy" over the two-year

period starting 1973:111 and ending in 1975:11. Their loss function~is

quadratic and includes three targets, the inflation rate, the unemployment

rate, and the change in the treasury bill "rate, and one instrument, the

rate of growth of Ml. This function can be represented by the general form:

where

- a otherwi se.

*The choice of Yt is based on the announced objectives of the administration

at the given time. Six policies were constructed and compared in terms of

the losses that they" would have incurred. It came as a surprise that

"policies that used a minimal amount of information gave the best perfor-

man ce" .

The above result, however, has been contradicted by the finding
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of Ruiter and Owen [1979]. They have compared the results obtained with

fixed-rule policies and those, generated by a,n optimal feedback control

approach when a quadrati closs functi on~' i nc1 uding four targets and four

instruments, was minimized subject to the constraint of a nonlinear small

(12 behavioral equations) open economy model of the Netherlands over the

period 1961-1976., The relative performa,nc~ of. optimal· 'control solutions

was impressive since"the variances of ~nemployment, in~lation and GNP ,

growth were substantially lower than in the case of non-discretionary

policy. On the other hand, the fixed rules were'~hown'to be satisfactory

only if the economy is stable and free of external and internal shocks.

Ando and Pal ash [1977] have attempted to isolate the contribution

of external exogenous non-controllable shocks and that of fiscal and mone

tary policies to the stagflation in the United'States during the period

1973-1975, using the MPS model and a quadratic objective function. They

have shown rather successfully that because of the misspecification of the

objective function which failed to take into consideration the imported

component of inflati.on which was not under the control of the policy maker,

the recession was much worse than it would have been otherwise. Their

argument is fairly simple and straightforward: at least two-thirds of

the inflation in 1974 was due to factors not related to domestic excess

demand. Thus, the attempt to curb inflation by restricting final demand

resulted in a sharp reduction in output and em~loyment without much modera

tion of inflation. An appropriate policy' could have been obtained by

treating the exogenous noncontrollable inflation as one of the constraints

imposed on the optimization problem. This would have yielded a much lower

unemployment rate without worsening inflation.

A similar question has been raised by Klein and Su [1980]. That
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is: was there a set of policies that could have been p~rsued by the

government over the period 1971 ;1-1975:1 such that the'inflationary

recession could have been avoided, or at least moderated? If such poli

cies had existed and been implemented, then how large ;-s the' improvement

that could have been achieved over the.actual policies?

To investigate this, they applied a stochastic optimal control

approach to a large-scale (450 equations and identities) nonlinear

quarterly model of the U.S. economy, using a quadratic objective function

that included four targets and three instruments. The optimal control

solution suggested, as in the case of Ando and Palash [1977], that even

though inflation could not have been much lower, the unemployment rate could

have been reduced significantly.. In other words,'the severi·ty of the

recession could have been moderated and the welfare of the economy could

have been improved by approximately 40 percent had the optimal poli·cies

been implemented.

The choice·of the objective function has always been a contro

versial matter in the theory'of optimal control.'. Bray [1975] has suggested

that a series of questions should be put to the policy maker in 'order to

represent his priorities in ·the welfare 'functfon in -terms of partial

derivatives, which are the marginal improvements in each target and instru

ment. He applied a stochastic optimal control approach to a small (15

behavioural equations and 10 identities) linearized model of the U.K.

economy over the' period 1973~1977. The loss function included 6 targets

and 6 instruments, and sensitivity tests were carried out by varying the

weights attached to them. Moreover~ he made a comparison between IIfixed ll

and "flexible ll policies, and between the simulated control model and the

level and variations of variables that actually occurred. He found, for
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example, that the variations in unemployment and balance of payments could

be reduced at the cost of an .. increase i.nvari.atio~ of some policy instru

ments. However, the conclusion that he has drawn from his experiments is

that despite the limits on the quality of the optimal control solution,.

especially in the case of a highly aggregated model, optimal control is very

useful for stabilization purposes.

The use of optimal control theory can illustrate another aspect of

economic policy, namely, the choice of instruments a~d target variables.

Pindyck and Roberts [1974] have shown that following an interest rate target

might be better fo.r monetary policy than targetting the money stock (Ml) when

both of them are not under the direct control of the federal reserve system.

This is so because attaining a given target for M1 can be accomplished only

at the cost of large fluctuations in some other variables, whereas this

problem does not arise when the interest rate is considered to be the policy

target. Along the same lines, Litterman [198Z] has investigated the question

of instrument instability in the conduct of monetary policy. The interest

rate may fluctuate considerably in order to achieve some money s·upp1y target.

By specifying a quadratic loss function which penalized both money supply

deviations from target and interest rate volatility, he was able to prove

that interest rate fluctuation can be reduced considerably without damaging

the degree of monetary control, and hence to argue that the optimal control

approach would improve the federal reserve operations procedure.

Garbade [1975] has examined, among other things, the relative merits

of the treasury bill rate and the money supply as alternative policy instru

ments. His conclusion suggests, in a stochastic context, that when discretion

is allowed, there is little difference between the two instruments, while

controlling the money supply yields a lower expected welfare loss in the case



of IIfixedll policy rules. Using a nonlinear intermediate size macro

model of the U.S. economy which he constructed, and a quadratic

welfare criterion, he has shown that optimal control theory is a

very helpful tool in the theory of quantitative economic policy.

Furthermore, it can contribute significantly to economic stability and

performance by reducing the expected welfare loss by about 50 percent

from that incurred by a nondiscretionary policy.

The optimal control approach can be used also to evaluate

the relative effectiveness of monetary versus fiscal policy.

Mathieu [19761, for example, has tested the principle of "effective

market classification" in the context of the Canadian economy. He

used an open economy model and a quadratic loss function to show that

the above principle holds; that is, that fiscal policy should be

directed towards domestic targets and monetary policy towards external

equilibrium. At the same time, it was clear from the analysis, that

external and internal objectives cannot be satisfied simultaneously,

therefore suggesting a tradeoff facing the policy maker.

1.5 OBJECTIVES AND ORGANIZATION OF THE STUDY

It is evident from the above mentioned studies that optimal

control theory is a useful tool in most aspects of macroeconomic

policies. It can be used as a rational device in the formulation of

policies by providing the optimal time paths of the control variables

that are under the direct control of the policy-maker. Moreover,

optimal control theory can be helpful in the choice of targets and

16
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instruments and in the evaluation of prospective monetary and fiscal

policies, as well as historical policies. Recently, Fair [1978] and

Chow [1978] have developed two methods, based on the theory of optimal

control, which can be used to measure economic performance in any his

torical period and have applied these methods to those four-year periods

associated with the American political administration5.

However, most of these control applications have dealt with

the issue of short-run stabilization policies which are concerned with

a myopic time horizon, ranging fram a few quarters to a few years.

On the other hand,. there were f~w, studies that dealt with long-term

planning as a problem in optimal contro1 6. The integration of short run

and long run in the theory of economic policy has'been neglected in

the control literature 'and in any other policy framework for that

matter. In fact, one cannot treat short-run policies in isolation

from their long-run effects, and by the same l.o9ic, long-run objectives

cannot be pursued without regard to their short-run implications. In

other words, the optimal planning of short-run stabilization policies

should be made in such a way that their long-run consequences

do not contradict or offset their immediate results, since all short-term'

objectives have long-term aspects as well. For instance, reducing the

unemployment rate is a short-run as well as a long-run objective for any

government. At the same time, pursuit of a long-term objective should not

be initiated at the cost of huge sacrifices in the present period. There

must be some balance between the Keynesian statement that "in the long-run

we are all dead" and the extreme neoclassical assertion that only the long

run rna tte rs .



18

Having insisted on the importance of both short-run and long

run aspects of economic policy, it should be noted, however, that it may

be impossible to satisfy both types of objectives simultaneously, and a

tradeoff may exist between them which the policy maker should be aware

of. The use of optimal control in order to investigate this tradeoff

and the linkage between short run and long run in the theory of economic

policy is the purpose of this study.

The limitations of the use of optimal control theory in macro

economic policy should be mentioned at the outset. It simplifies substan

tially the complex nature of the decision process, which is due to

political, administrative and institutional factors, by reducing it to a

possible oversimplified problem. Furthermore, the application of

optimal control in macro planning is pr-edicated on the premise that

the economy follows wel] defined IIl aws of motion ll
• While in

physical sciences the existence of such laws is quite conceivable,

few people would accept this premise without qualifications as a

realistic description of economic systems. Many economists would go

even further and argue that change in policies will not leave the

structure of the model in question unchanged, since economic agents

adjust th~ir behaviour to the policies they perceive or anticipate.

This is the main argument advanced by the rational expectations

theorists, and it rules out very often the effect of any policy on the

economy. In this study we are not concerned with the discussion of

such arguments, but rather we apply optimal control theory in the

belief that it can improve the quality of the decisions which are made.
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Since the application of optimal control requires the existence

of a macro model, this is the subject matter of Chapter II, wherein a

.small and simple open economy model of the Canadian economy is speci

fied and estimated. In Chapter III some historical and policy simula

tion experiments are carried out in order to evaluate the model's ability

to replicate the historical paths of the endogenous variables and to test

the short-run and long-run responses of the model to different policy

shocks. These experiments shed some light on the convergence and

stability properties of the model, which are important when long-run

aspects of the model are considered. Chapter IV deals with the speci-

_ fication of the objective function and its arguments, namely the

targets and instruments, and with their weights, and includes also a

discussion of the algorithm used to solve the optimization problem.

Chapter V presents the results of the optimal control experiments and

their interpretation, as well as a discussion of the tradeoff and

coordination between short- and. long-run economic policies. Finally,

Chapter VI summarizes the major conclusions of the study, notes some

caveats, and provides some suggestions for future research.



FOOTNOTES

Chapter 1

1. Marshak, J.,[1953].

2. The following studies do not constitute an exhaustive list. See
Kendrick [1976] for a survey of over sixty such ·studies.

3. In the context of the macroeconomic optimal control problem, un
certainty can be introduced.in three different ways:

a) System noise can be incorporatea in the form of random disturbances
Ut added to each equation of the model. For example, Yt +1 =
AY t + BXt + Ute

b) The coefficients of the model can be specified as functions of
some unknown parameters, i.e., Yt +1 = A(6t )Y t + B(6t )X.

c) Uncertainty can be introduced in the form of measurement error.
* *For example, Yt = Yt + n; where Yt = true vector; Yt = obser-

vation vector, and n = measurement noise.
Needless to say, the above three forms of uncertainty are not
mutually exclusive and can be incorporated simultaneously.

4. The state variable form is the result of reducing a high order system
of difference or differential equations to a' first order system.
See Pindyck [1973], Appendix A, for details.

5. Fair [1978] has examined the .performance of five U.S. administrations:
Eisenhower I and II; Johnson, Kennedy and Nixon I. See Fair [1978]
for details.

6. One of these is by Martens and Pindyck [1972]. It deals mainly with
the allocation of investment resources among different sectors over
time in Tunisia. This is cited in Rufatt [1981].
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CHAPTER 2

A SMALL MACROECONOMIC MODEL FOR CANADA

2.1 INTRODUCTION

In this chapter, a small macroeconomic model for Canada will

be constructed and estimated over the period 1962-82. The design and

construction of any model depends to a great extent on the purpose for

which the model is built. Since the major concern of this study is

related to policy formulation, the model should Qe a ·control· or decis-

ion model. In fact, the interpretation and understanding of the control

solutions will be easier if. the model attempts to specify as closely as pos

sible the cause effect mechanism at work and the channels through which the

control variables exercise their influence on the targets in question.

Hence, the major policy targets and instruments (such as unemployment rate,

inflation rate, government expenditure, tax rate, etc.) should be included

explicitly in the model. Moreover, the present model should highlight the

distinction between the short-run and long-run relationships, since this

constitutes the major point of investigation. However, when constructing

a macroeconomic model, one is confronted by different alternatives and

various possibilities, and the final choice must involve some compromises.

The model used in the present context is highly aggregated,

simple and small, relative to some existing mode1s~. Also an attempt has

been made to keep nonlineariti~s to a minimum and thereby to facilitate·

the computation of optimal control solutions. Hence, it should be

mentioned at the outset that the present model is intended to be i1lus-

21
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trative rather than a complete and disaggregated description of the

Canadi an economy •. But for the model to be useful and for the resul ts to

have any relevance at all, it should incorporate the basic,macro relation-
. .

ships that capture the distinctive characteristics of the Canadian economic

system.

One final aspect of the methodology used ·in this chapter is worth

noting before discussing the structure of the model. In the last decade

or so, there has been a growin~ body of literature, associated mainly with

the neo-classicists, criticizing the way in which conventional macro models

were built and used in policy simulations, namely their lack of micro

foundations. Such criticism is relevant to the present model, the

equations of which are specified directly in their structural form without

any explicit attempt to justify them in· the light of microeconomic theorY.

In the remainder of this chapter, the structure of the model will

be soecified and discussed first. The estimation procedures and results

will then be presented and explained.

2.2 THE STRUCTURE OF TH E MODEL·

2.2.1 General Properties of the Model

The model described in this chapter does not belong to either

the "text book" Keynesian nor neo-classical schools of economic analvs.is •.

It incoroorates some features commonly associated with both. For example,

although effective demand is the proximate determinant of the level of

output, the production function in the model constrains the level of

output in the long run. Any increase in one of the components of GNP will

induce a rise in wages and prices, and so limit the growth of demand for



23

output. An increase in exports, for example, will raise actual output

relative to capacity or potential o.utput, thus in.ducing a price increase,

and therefore 1imiting the. growth of forei gn demand for home output.

Such a price increase can ,also result from an increase in consumer expen-

diture or investment expenditures, which in turn leads tO,an increase in

the interest rates and, consequently, to a dec1'ine in these expenditures.

However, total output is not constrained by the aggregate production function

at every point in time but can fluctuate in the short run. More output·

can be produced by more intensive use of the inputs [Knight and Wymer,

1978].

In terms of channels of transmission of economic policy in the

model, one can notice that while the effect of fiscal policy on output is

direct, monetary policy exerts its influence via its effect on the interest

rates; and that is there is no real balance effect on effective demand. The

model assumes ,that ,Canada is a small open economy; that is, that Canada is

a price taker on the international market and thus the prices of our

exports and imports do not influence the prices in the rest of the world.

Another important assumption in this regard is that the Canadian exchange

rate is taken as an exogenous policy instrument. This assumption becomes

controve rs i a1 for the peri od sta rti ng in 1971, when the authoriti es ceased

to declare 'explicitly' a par value for the Canadian dollar. However, that

does not imply that foreign exchange market intervention has been abandoned,

but rather that the Canadian authorities have taken a flexible approach to

management of the exchange rate. Having made such an assumption, the

exchange rate becomes a maj?r link in the transmission of foreign shocks2.

The dynamics of the model come from many sources. The price and
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~age equations, together with the unemployment rate equation, represent

a block characterized by simultaneity. Nominal wages tend to rise when

ever there is excess demand for labour and/or a price increase in the

economy, and prices tend to rise whenever wages and/or the capacity

utilization rate rise, which also leads to a decline in unemployment. In

addition, the exchange rate determines the level of import prices which

affects the domestic price' level 'with a lag. Other dynamic elements of the

model come from capital accumulati on, .from techni cal progress, and from the

public sector fjnancing requirements. One distinguishing feature of the

Canadian economy which has not been incorporated into the model at this

stage is the external debt and interest payments abroad and their domestic

implications.

2.2.• 2 Des cri pti on of the Model

The model consists of 21 equations, of which twelve are behavioural

and nine are identities. The model can be organized conceptually around

six interrelated blocks: a domestic components of gross national expendi

ture block; a wage-price-unemployment block; a monetary sector block; a

balance of payments block; a potential GNP block; and a government sector

block. A considerable degree of interrelationship exists among the endogenous

variables as can be easily seen from the block diagram presented in Figure

2.1. The block structure of the model is shown in Figure 2.2.

DOMESTIC EXPENDITURES. AND OUTPUT

This block involves the determination of consumption (CON), gross

fixed investment (GFI), and the change in non-farm inventories (NFINV).

These variables, together with the change in farm inventories (FINV),

government expenditures (G), and the net trade balance (X-M), determine



FIGURE 2.1 BLOCK DIAGRAM OF THE MACROECONOMIC MODEL
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FIGURE 2.2 BLOCK STRUCTURE OF THE MACROECONOMIC MODEL
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the gross national product (Q), as indicated by the identity

Q= CON t GFI + NFINV t FINVt G t X-M

27

(2.1)

where X is exports and Mimports. The uNP and its components are defined

in real terms3•

The consumption function relates consumer expendit~res on goods

and services to disposable 'income (YO), the short-term interest rate (RS),

and consumption in the previous period. Disposable income is defined as net

national product (NNP), minus total taxes (T), plus transfer payments to

persons (TRP), and interest payments on the public debt (IPPO):

YO = NNP - T + TRP + IPPO (2.2)

where NNP is defined as the GNP minus capital consumption allowances.

The inclusion of the short-term interest rate (RS), as an explana

tory variable ca~tures the dependence of consumer spending, especially on

durable goods, on the cost of borrowing. The short-term interest rate,

which serves as a measure of credit cost, constitutes a ·direct link between

the monetary and real sectors. This link seems to suggest that monetary

policy would have a larger impact on GNP than fiscal policy, since increasing

government expenditures would raise the interest rates, and thus both

investment and consumption expenditures would be "crowded out". On the

other hand, monetary policy reduces the level of the short-term interest

rate, and the effect on GNP would be larger because of the additional
. .

increase in consumption. However, the above supposition is true only in

the impact period and when the government financing constraint is not taken

into consideration as we will see later in this chapter. The lagged con

sumption effect might be attributed to either or both of the following

factors: habit formation and thus the dependence of current consumption

on previous levels of disposable income, or expectations about future
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income and its effect on the current consumption level. Thus the con-

sumption function takes the following form:

CON ~ f[YD, RS, CON_ l ] + Ul (2.3)

Total investment is broken into two categories. The first is

gross fixed investment (GFI), which is a function of gross national·

product (Q), and the expected real long-run interest rate (RRL). The latter

is defined as the long-term interest rate (RL), minus the expected inflation

rate,. which is equal, by assumption, to the previous period inflation rate
~

(P). The expectation hypothesis is simple and static, in the sense

that the last period rate is expected to prevail in the next period, with

no adaptive or other adjustment processes being allowed. This assumption

is questionable especially in the case of an annual model. However, the

assumption is made in order to keep the model manageable, for the purpose of

control experiments. The investment function is. then of the form

GFI = f[Q, RRL_ 1] + U2 (2.4)

Investment plays a dual role in the model: in the short run it

has an expenditure impact on GNP, as represented by the above equation; and

in the long run it leads to the accumulation of capital stock which in turn

influences the long-run production level. The capital accumulation process

is represented by the identity

K = (1 - o)K_1 + GFI_1

where 0 is the depreciation rate and K is the capital stock at the

beginning of the year.

(2.5)

The second category of investment, change in non-farm inven

tories (NFINV), is considered to be a function of its own lagged value,

the change in non-farm income (NFQ), and the change in the expected short-
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term real rate of interest (RRS), the latter representing the opportunity

cost of holding inventories. RRS is defined in the same manner as the"

"expected long-term rate, Le., RRS= RS - P-1: Thus

Non-farm income is given by the identity

NFQ = Q - fQ"

where FQ is farm-income.

WAGE, PRICE, UNEMPLOYMENT AND POTENTIAL OUTPUT

(2.6)

(2.7)

~

The rate of change of the money wage rate (W), is assumed to be

a decreasing function of the unemployment rate (UR), an increasing function

of the previous period rate of change of wages (representing a sluggish
~

wage adjustment), and the rate of change of the GNP deflator {Pl.
~ ~ ~

W= f[UR, P, W_ l ] + U4 (2.8)

The above equation implies a Phillips curve relating the rate of

change in wages to the unemployment rate. The"higher the unemployment rate
~

is, the less is the ability of workers to bargain for "higher wages. P can

can be viewed as an expectation term, for reasons similar to those explained

earlier, and we would then have an expectation-augmented Phillips curve.

The GNP deflator may be appropriate to the gemand side of the labour market

however, the consumer price index might be more appropriate to the supply

side, since employees are interested in the purchasing power of their

wages rather than the"overall price index. However, we have opted for a

single price index in the model in order to keep the size of the model

manageable in the optimization part of this study.
~

The rate of change of the GNP deflator (P) is related on the

supply side to the rate of change of labour cost represented by the wage
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rate, and on the demand side to the capacity utilization rate, expressed

as the ratio of actual to potential output (Q/QP). An external factor,
. ~

which is the rate of change of import prices (PM), has been added to the

equation since these prices are assumed given to Canada, and because

imports constitute a substantial proportion of total goods and services

consumed by Canada residents. Thus the price equation is of the form

(2.9)

It is useful at this stage to explain how the potential output

series was obtained. A constant returns to scale Cobb-Douglas production

function that captures both short-term fluctuations and the .long-term

growth was estimated by ordinary least squares. It has the following form

*where K is the capital stock, UR and UR are the "full employment" and

actual unemployment rates, respectively, t is a time trend reflecting

technological change, and LF is the total labour force. Since some diffi-

culties were encountered in estimating the above equation, restrictions

were imposed on the share of capital and labour: a was set equal to 0.35, and
4 *8 to 0.65. The "full employment" level of the unemployment rate (UR )

was generated by linking the troughs in the unemployment rate series which

occurred in 1966 and 1974 and then extrapolating for the rest of the period.

Potential or peak output was generated by setting actual employment

*equal to full employment, so that [l-UR/l-UR ] = 1. Thus

QP
t

= aKa ((1-UR;)LFt )8eyt (2.10)

Notice that the ratio Qt/QPt ·equals (l-URtl1-UR;)O, which implies that
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the deviation of actual output from its potential level is due solely to

the deviation of the unemployment rate from its "full employment" level.

The unemployment rate CUR) is explained as a function of the

capacity utilization rate (Q/QP), the unemployment lagged one period, and

a time trend t, representing the change over time in the composition of

the labour force, and possible increasing structural unemployment. Thus

UR = f[Q/QP, UR_ 1, t] + U6 (2.1l)

THE MONETARY SECTOR

The monetary sector consists of two equations. The first relates

the nominal short-term interest rate (RS) to the rate of change of prices
A

(P) and the ratio of high powered money to nominal ·GNP{H/P·Q). That is
...

RS = f[H/P.Q, P] + U7 (2.12)

The second relates the long-term interest rate to the level of

the short-term rate as well as to changes in RS which can be considered

to be an expectation term, and to the long-term rate lagged one period. A

monetary policy will therefore affect RS directly and RL indirectly (through

RS). This equati,on, used by Pindyck [1973], takes the following form:

(2.13)

THE BALANCE OF PAYMENTS

The foreign sector involves imports (M), exports (X), a capital

inflow equation, and a balance of payments identity. Imports of goods and

services are a function of an activity variable represented by total output

(Q), and a relative price term whicb is the ratio of the GNP deflator (P)

to the import price deflator. The import price deflator is equal to the

foreign price (PF) multiplied by the exchange rate (e)~. Thus·
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M=f[Q,P/PM] + Ug

PM = e·PF
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(2.14)

(2.15)

Exports of goods and services are a function of a foreign

activity level, which is the. industrial production index in the United

States (IPU), the ratio of the' export price to the U.S. price, expressed
e..-

in Canadian dollars (PX/PU· ), and the capacity utilization ratio (Q/QP). ~

The impact of the latter is expected to be negative. This negative effect

can be explained by the fact that output becomes less available for exports

whenever actual output approaches its potential leve1 6 • The export equation

then, is

x = f[IPU, PX/PU·e, Q/QP] + U10
(2.16)

Net capital inflow as a fraction of nominal GNP(CF/P·Q) is a

function of the changes in short-term and long-term interest rate differen

tials between Canada and the United States. These interest rate differen-

tials exert a great influence on the movement of capital between the two

countries, since the capital account of the Canadian balance of payments is

dominated by transactions with the United States. Also, capital inflow is

a function of the change in the investment output ratio, which captures

the importance of foreign funds in domestic investment projects. Thus the

capital flow equation is

CF/P·Q = f[flRSD, flRLD, fl(GFI/Q)] + u" (2.17)

where RSD and RLD are the short-term and long-term interest rate di fferen

tials between Canada and the United States. These three equations are

related in the balance of payments identity as follows:

flR = ~X·X - PM·M + CF + TRAN (2.18)
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where TRAN is transfers (assumed exogenous) and R is official inter

national reserves. Thus, the fourth variable defined by the fore1gn

sectors' four equations is either the exchange rate (e), in the case of a

flexible exchange rate regime or the change in reserves (~R), in the case

of fixed rate regime. As noted earlier, either the exchange rate or the

change in official reserves could be taken as the policy instrument

associated with the foreign exchange market. In this study the exchange

rate is going to be considered as a policy instrument.

THE GOVERNMENT SECTOR

The government finance constraint stipulates that government must

balance the sources and uses of its funds. Moreover, this identity implies

an interrelationship which· has an important bearing on conventional fiscal

and monetary policy multipliers and the stability properties associated with

them?

The difference between the government1s expenditures and its tax

receipts, in nominal terms, may be financed either by issuing government

debt (B) or by creating high-powered money (H). Thus, the change in the

monetary base equals spending, less taxes (T), plus the difference between

the accumulation of international reserves(~R) and public sector borrowing

requirements (~B). This is the amount that the Canadian government must

finance by creating high-powered money, as described in the following

equation:

~H = p·G + TRP + IPPD + ~R - T - ~B (2.19)

Public spending is broken down into government expenditures on goods and

services, in nominal terms (p.G), transfer payments (TRP) , and interest

payments on outstanding debt (IPPD), which is defined by

IPPD = RL·B (2.20)
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It should be pointed out that including the interest paid on

bonds as an expenditure item in the government budget constraint, has

many implications for the model. Not only are the dynamics of the system

modified, but also the steady-state or long-run multipliers will have

different impacts, depending on whether the deficit is financed.by money or

bonds. As shown by Blinder and Solow [1973], in the case of bond-financing

the budgetary gap is harder to close, and this.may lead to instability in

the system. This is certainly true in the present model, since increasing

outstanding debt (B), will also lead to an increase in the interest rate (RL),

and therefore increase IPPD even' further. The model is stable only if

there is an accompanying increase in income to generate tax receipts suffi

cient to close the budgetary gap. However, this condition requi res a very

high tax rate. In our model the tax rate is estimated by fitting a simple

tax function, that is

T = f[P·Q] + U12 (2.21)

If the stability condition is satisfied, .then it may well be the

case that the bond-financed government expenditure multiplier is higher than

the money-financed mUltiplier because of .the posi.tive effect of the increase

in interest payments on disposable income and subsequently on consumption

and GNP. Thus our earlier contention that, given our consumption function,

fiscal policy is less effective than monetary policy, may be true only in

the impact period. In the long run, however, bond-financed fiscai policy

has two opposing effects. First, the interest rate tends to be higher and

this would reduce consumption and investment. Second, a higher disposable

income, due to the increase in debt servicing, will increase consumption

and investment. The final result depends on the magnitudes of these two

effects.
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ESTIMATION OF THE MODEL2.3

2.3.1 Estimation Techniques

The model was estimated usi~g annual time-series data. Depending

on the equation being estimated, the sample period ranged between 1962-1982

and 1964-1982, since the largest lag· period in the model is two years.

Initially, the model was estimated by Ordinary Least Squares (OLS). However,

in simultaneous-equation models, such as the present one, inconsistency of

the OLS estimator of the structural parameters may arise because the assump

tion of zero correlation between the right-hand-side variables and error

terms is often violated. The model was therefore estimated by the method

of two-stage least squares (2SLS). As is well known, this method can be

thought of as consisting of two separate stages. The first stage involves

regress ing each ri ght-hand-si de endogenous vartabl e on the predetermi ned

variables of the model. Then, in the second stage, an OLS regression is

performed. with the endogenous right-hand-side variables replaced by their

first stage estimated values. In the present model, however, the number of

predetermined variables exceeds the sample size, so that the first stage of

the 2SLS method breaks down. Even if this were not the case, the number

of degrees of freedom in the first stage would be small if there were a

large number of predetermined variables, and the estimation would be un

satisfactory [Johnston, 1970]. A solution to this difficulty is to reduce

the number of predetermined variables through the technique of principal

components. Kloek and Mennes [1960] suggested different methods of selecting

principal components of the predetermined variables of the model. There are

essentially two methods. The first is to choose a set of principal com

ponents (peS) of those predetermined variables that do not appear in th~

equation considered. This would avoid the possibility of perfect correlation
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between the PCS and the right-hand-side variables. The second metnod·

reduces the computational work involved ·in the first procedure'and consists

of selecting a single subset of PCS from the complete set extracted from.

all of the predetermined variables in the system. Both methods were tried

but the final fonn of the:estimated model, reported here is based on the

second one, not just becaus;e it is simple,. but .alsobecause :it produced

better resul ts, overall. A set of six principal components was computed

amounting to 95 percent. of the total variation among the predetennined
.

variables. This set was used in the first stage as instrumental variables

or regressors for all endogenous variables appearing on the right-hand-side

of the simultaneous equations. The estimated values of the endogenous

variables were then used in the seco d stage of the two-stage least squares

principal component method (2SLSPC). Those equations with significant

autocorrelation were re-estimated using the method proposed by Fair [1970]

which consists of augmenting the list of instruments by adding to it the

lagged dependent and independent variables in order to obtain consistent

estimates .. The test for serial correlation was based on the standard

Durbin-Watson statistic OW. Since this test loses its power somewhat in

equations involving lagged dependent variables, an h-statistic as suggested

by Durbin [1970J, was also employed. The h-statistic is defined as follows:

A / N
h=p/---

.; 1 - NV

where p is equal to (1 - 1/2 OW), N is the sample size, and V is the

sampling variance of the coefficient of the lagged dependent variable.

For all values of h greater than 1.645, one would reject·the hypothesis

of zero autocorrelation at the 5 percent level of significance8.
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This section presents the estimated form of the Canadian model.

The variables of the model are defined in Table 2.1 and the estimated .

equations, along with the identities, are presented in Table 2.2. All

the behavioural equations were estimated by the 2SlSPC method except the

capital inflow equation, which was estimated by OlS. The t statistic is

given in brackets under each coefficient and beneath each equation appear

the adjusted R-squared stati sti c (R2), the standard error of regressi on

(SER), and the Durbin-Watson Statistic OW. These are followed by an

estimate of the first-order autocorrelation parameter p (if used), obtained

by using Fair1s procedure, as mentioned earlier, and the value of the h

statistic, in cases in which a lagged dependent variable appears on the

right-hand-side of the equation. Also, the period of estimation is stated

for each equation. .

TABLE 2.1

ENDOGENOUS

VARIABLES OF THE MODEL

CF
CON
GFI
H
IPPD
K
M
NFINV
NFQ
P
PM
Q
QP
R
Rl
RS
T
UR
W
X
YD

= Net Capital Inflow
= Real Consumption
= Real Investment
= High Powered Money9
= Interest on the Public Debt
= Real Capital Stock
= Real Imports
= Real Non-Farm Inventories
= Real Non-Farm GNP
= General Price level (GNP Implicit Deflator)
= Import Pri ce
= Real GNP
= Real Potential GNP
= Official International Reserves
= long-Term Interest Rate
= Short-Term Interest Rate
= Total Taxes
= Unemployment Rate
= Wage Rate
= Real Exports
= Real Disposable Income



and Servi ces

Table 2. 1

EXOGENOUS

B
e
FINV
FQ
G
IPU
LF
PF
PX
PU
RLU
RSU
t
TRP
TRAN
UR*

Variables of the Model (continued)

= Total Bonds
= Exchange Rate
= Real Fanm Inventories
= Real Fanm GNP
= Real Government Expenditures on Goods
= US Industrial Production Index
= Labour Force
= Foreign Price Level
= Pri ce of Exports
= US Price Level
= US Long-Tenm Interest Rate
= US Short-Tenm Interest Rate
= Time Trend
= Transfer Payments to Persons
= Current Account Net Transfer
= I Full-Employmentl Unemployment Rate

depreciation rate
denotes backward difference operator; X·= X - X-1...
denotes a· proportional rate of change: X=liX/X_l
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TABLE 2.2 EQUATIONS OF THE MOD~L

ESTIMATED EQUATIONS

1) CON = 4087.02 +·571973 YO - 57060.8 RS + .375024 CON_ l
(2.67) (2.14) (-3.52) (1.16)

R2 =.9956; SER=1079.47; lJ.tJ=1.92; h=l.l; 1963-82
"2) GFI = 631.537 - 18046 (RL - P) 1 + .2222 Q

(.60) (-2.55) - (23.0)

R2 = .988; SER = 573.39; OW = 1.63; p = .43; 1964-82

3) NFINV = -1184.25 + .2715 NFQ - 3548.75 li(RS - P) + .5382 NFINV 1
(- 3. 35) (5.23) (- . 44) (2. 39) -.

-2R = .6277; SER = 748.0; lJ.tJ = 2.02; p = -.51; 1964-82
" ""

4) W= .02695 - .4044 UR + .5012 P + .6217 W1
(2.59) '(-1.27) (3.02) (3.07)-

R2 =.8627; SER = .0116; OW = 1.69; h = 1.15; 1964-82
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Table 2.2 Equations of the Model -(continued)

5)

6)

p= -.0576 + .3043 W+ .3924 PM 1 + :0756 (Q/QP) 1
(-.27) (-.59) (1.71) - -(.33) ~

R2 = .5654; SER = .0241; ~ =1.99; 1964-82

UR = .2325 - .2510 (Q/QP) + .0018 t + .3506 UR 1
(3.93) (-3.73) (2.54) - (1.43) -

R2 = .8566; SER = .0070; [M = 1.41; p = .65; 1963-82
...

7) RS = .3102 - 4.6660 (H/(Q·P)) + .5918 P
(-2.65) (-2.54) (2.15)

R2 = .7307; SER = .0202; ~ =-1.85; p = .5,.; 1963-82

8)

9)

11)

10)

RL = .0071 + .2749 RS + . 1230 ~RS + .7031 RL 1
(1.51) (2.90) (1.27) (5.21)-

R2 = .9819; SER = .0038; [M = 1.98; h = .05; 1963-82

M= -17678.6 + .3529 Q + 7774.01 (P/PM)
(-2.78) (42.65) (1.16)

R2 = .9895; SER = 923.91; OW = 1.13; 1962-82

X= 35725.3 + 282.83 IPU - 1098.95 (PX/PU·e) - 47068.8 (Q/QP)
(2.91) (8.03) (-.21) - (3.46)

R2 = .9801; SER = 1092.75; OW = 1.77; 1962-82

CF/Q·P = .0172 + .5961 ~(RS - RSU) + .8009 ~(RL-RLU) + .1759 ~(GFI/Q)

(6.98) (2.20) (.85) (.56)

R2 = .3377; SER = .0108; OW = 1. 78; 1963-82

12) - T = 0.3295 (Q·P)

R2 = .99634; SER = 2013.22; OW = 1.74; p = .68; 1962-82

IDENT! T! ES*

13)

14)

15)

16)

Q = CON + GFI + NFINV + FINV + G + X - M
YO = O·p - c(K·P) - T + TRP + IPPD

P

K = {1 - c)K_1 + GFI_ 1
~R = PX·X - PM·M + CF + TRAN

* A residual term has been added to each identity (except (17) and (20)) in
order that the identity hold exactly in the data.



Table 2.2 Equations of the Model (continued)

17) QP =el.21289 K· 35 «1 _ UR*}LF)·65e ·00724682.t

18) IPPD = RL·B

19) aH = p·G + TRP + IPPD + ~R - T - ~B

20) PM = e·PF

21 ) NFa = a - Fa
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On the whole, ·the empirical results for the model are quite satis

factory. All estimated parameters have the expected signs, although their

significance varies over a wide range. The goodness-of-fit of each equation

was not of particular concern tn the present context. Our major aim was not

the testing and refining of alternative hypotheses, but rather the specifi

cation of a theoretically sound and empirically reasonable model. Whenever

an estimation difficulty was encountered, an attempt was made to correct for

it within the framework of the hypothesis in question, instead of changing

the structura·1 equation itself.

In the estimated consumption function (1), the cost of borrowing

represented by the short-term interest rate is significant and the marginal

propensity to consume out of disposable income falls within the conventional

range. Gross fixed investment (2) depends very significantly on the value

of gross national product, and. with less significance on the expected real

rate of interest. The inventory equation (3) performed rather well, given

its nature and the difficulty usually associated with estimating th;!s type

of equation. According to the above hypothesis, the opportunity cost

represented by the short-term interest rate has not been a significant

factor in determining the change in inventory holdings. On the other hand,
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the previous change in inventories, as well as the change in income, are

more important in determining the present change of these holdings.

The wage and price equations (4) and (S), are estimated in terms

of rates of change. All the explanatory variables in the wage equation are

statistical~y significant. The large coefficient of the lagged rate of

change of wages i ndi cates some ri gi di ty in wage 'change. In the pri ce

equation, however, the explanatory variables are statistically insignificant,

especially the excess demand variable represented by the ratio of actual to
,.

potential output (Q/QP). The relative importance of imported inflation (PM)

and its positive influence on domestic prices are as expected, due to the

degree of openness of the Canadian economy. Demand considerations exert a

greater influence on the rate of unemployment in equation (6) along with the

time trend, which reflects the change in composition of the labour force.

The lagged unemployment rate would slow down the adjustment of the present

rate whenever changes occurred in the other variables that affect employment

conditions in the economy. This seems to'be quite reasonable in the short

run, when firms are expected to react cautiously to changing market condi

tions. One would expect them to modify the intensity of use of their work

force, rather than adJusting its size, and thereby avoiding the possibility

of high costs associated with hiring, firing and training. Thus, the posi

tive coefficient of the lagged rate of unemployment is expected.

The equations for short and long-term interest rates, equations (7)

and (8), have fairly good fits. The high significance of the lagged

dependent variable in (8) indicates a slow adjustment of the lonq-term

rate. But in a lonq-run situation, where chanqes in both rates are set

equal to zero, the long-term rate of interest wou'-d be almost identical

to the short-term rate, a desirable steady-state property.
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A common feature of the equations for imports (9) and exports

(10) is the insignificance of the relative price term, although this is

particularly evident in the case of the export equation. The price

elasticities of foreign demand for Canadian exports and of Canada's demand

for imports are about -0.006 and -0.3, respectively. These results contra

dict previous Canadian estimates published in the past two decades, using

similar structural equations lO • However, the activity variables in both

equations proved to be highly significant. In addition, the excess demand

variable in the export equation has a negative sign which, as mentioned

earlier, can be attributed to the negative relationship between the capacity

utilization rate and the availability of output for export purposes.

The overall fit of the capital inflow equation (11) is poor,

which is understandable because of the wide fluctuations and the rapid

movement of capital between Canada and the United States.

finally, total taxes are expressed as a simple function of nominal

GNP in equation (12). The average rate was found by forcing the regression

line through the orig;'n, and"was estimated to be 0.32. This rate, as well

as the intercept in the equation (referred "to as surtax), are assumed to

be policy parameters, and either one of them can be considered to be a

control variable in a policy framework.

2.4 CONCLUDING REMARKS

In this chapter, "a small annual macroeconomic model for Canada

was constructed and estimated over the period 1962-1982. The aim was to

construct the simplest model that could be used as a vehicle for the

examination of short-run and lo~g-run economic policies in the Canadian

context. This model has not been wedded to either the Keynesian or the

neoclassical school of economic analysis, but contains elements that
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traditionally have been attributed to both schools. _.Moreoyer t the model

should not be compared to the much more detailed and dis_aggregated models

already in existence for the simple reason that we lack both the resources

and time needed to construct a large scale comprehensive model. It is

nonetheless of importance to note that 'smail' does not necessarily imply

'bad' t-especially when the purpose ·of the model does not require a high

degree of disaggregation. Furthermore t in the case of-a small model t it is

easier to highlight the major macro relationships and to interpret the

results of simulations and optimization.

The problem of simultaneity -involved in the model has been dealt

with in estimation by using a two-stage least squares principal components

method. The computed set of principal components that were used in the

first stage explained 95 percent of the total variation among the predeter

mined variables. The estimated results were t on the whole t satisfactory

with only a few exceptions. As we shall see in the next chapter t those

equations that are characterized by relatively poor statistical fit turn out

to perform rather well as components of the complete system in the

simulation experiments.



FOOTNOTES

Chapter 2

1. These include such models as RDX2, CANDIDE, QFM and TRACE. See
DeBever et. al. [1979] o.

2. Alternatively, and equivalently, the change in foreign exchange
reserves could be taken as the policy instrument associated with
the foreign exchange market. Given all the other variables which
impi:nge on the balance of payments, the choice of a level for the
exchange rate implies a value for the change in foreign exchange
reserves, and the choice of a value for the change in foreign
eo<chan-ge reserves i.mp:lies a level, for the exchange ~rate.

3. All output and expenditure variables are defined in real terms,
while variables that represent financial holdings are valued in
money te rms •

4. A priori one m~lght expect the value of a to be between 0.2 and 0.4.
Thus a search procedure that minimized the sum of squared resi
duals was applied over·this range and the values of a and B =
1 - a were chosen accordingly.

5. Since the national accounts measures of imports and exports
include interest and dividend payments abroad, interest rates
could be included in both the import and export equations. In
future work, this component of the balance of payments will be
treated separately.

6. See Artus [1970] for the short term effect of domestic demand
pressure on British exports.

7. See Scarth [1973] for details in the Canadian context.

8. Durbin (1970) has shown that the h statistic is approximately
normally distributed with unit variance, and the test for first
order serial correlation can be done directly by using the
normal distribution table which shows a critical value of 1.645
for a 5 percent level of significance.

9. Hand B cannot both be endogenous or exogenous at the same time.
The endogeneity of one implies the exogeneity of the other, by
virtue of the government constraint.

10. Rhombe:g [1964J obtained export and import price elasticities of
appro~lmately -2 and -1, while in Houthhaker and Magee (1969) these
e1asticiti~s were equal to -0.59 and -1.46. More recently, Mathieu
(1?76) estl~a~ed a~ export price:elasticity of -0.65 and an import
prl~e elastlclty ot -1.25. The lmport price elasticity was also
estlmated by Yadav [1977] and was equal to -1.37. The much lower
v~lues implie~ by. our estimates' are almost certainly due to the
dlfferent estlmatlon period.

44
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APPENDIX 2.A

DATA

Sources of Data:

BCR Bank of Canada Review

EEH Employment, Earnings and Hours (Statistics Canada, Cat. 72-002).

GFC Gross Fixed Capital Stocks and Flows (Statistics Canada, Cat.
13-568).

LF The Labour Force (Statistics Canada, Cat. 71-001).

NIEA National Income and Expenditure Accounts (Statistics Canada,
Cat. 13-201).

SCB Survey of Current Business (U.S. Department of Commerce/Bureau
of Economic Analysis).

DEFINITION OF SERIES

B Total Bonds.
Government of Canada direct and guaranteed securities and loans.
Sou rce : BCR.

CF Net Capital Inflow.
This series is the sum of long-term and short-term capital
inflows. Source: BCR.

CON Real Consumpti on.
p"ersona1 expenditures on goods and services in 1971 constant
prices. Source: N[EA.

e Exchange Rate.
This is the price of the US dollar in terms of Canadian dollars.
Source: BCR.

FINV Real Farm Inventories.
Value of physical change in farm inventories in 1971 constant
prices. Source: NIEA.

G Real Gove mment Expenditu res.
Govemment current expenditure on goods and services in 1971
constant prices. Source: NIEA.

GFI Real Investment.
Total gross fixed capital formation in 1971 constant prices.
Source: NIEA.
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H Hi gh Powered Money.
This series is the sum of currency and chartered bank deposits
at the central bank. Source: BCR.

IPPD Interest 'on the Public Debt.
Source: NIEA.

IPU United States Industrial Production Index. 1967 ~ 100.0.
Source: SCB.

K Real Capital Stock.
Total capital stock at the beginning of the year in 1971
constant prices. Source: See Appendix 2.B.

LF Labour Force.
Total labour force. Source: LF.

M Real Imports.
Imports of goods and services in 1971. constant prices. Source:
NIEA.

NFINV

NFQ

Real Non-Farm Inventories.
Value of physical change in non-farm inventories in 1971 constant
prices. Source: NIEA.

Real Non-Farm GNP.
Gross national product less farm income in 1971 constant prices.
Source: NIEA.

P Pri ce Leve1.
Gross national product implicit price deflator, 1971 ~ 100.00.
Source: NIEA.

PF Foreign Price Level.
Thi sis deri ved by di vi di ng the forei gn pri ce index by the
exchange rate. Source: NIEA.

PM Price of Imports.
Implicit price index for imports of goods and services.
1971 = 100.00. Source: NIEA.

PU U.S. Price Level.
The United States gross national product implicit price index.
1972 = 100.00. Sou rce : SCB .

Q Real GNP.
Gross national product in 1971 constant prices. Source: NIEA.

QP Real Potential Output.
Potential gross national product in 1971 constant prices.
Source: See Chapter 2.
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R Official International Reserves.
Canada' s offi cia1 i nternati ona1 reserves in Canadi an doll ars.
Source: BeR.

RL Long-Term Interest Rate.
Average yield on long-term Canadian bonds. Source: BCR.

RS Short-Term Interest Rate.
Average yield on 91-day treasury bills. Source: BCR.

RLU U.S. Long-Term Interest Rate.
Aaa rate on domestic corporate bonds (Moody's). Source: SCB.

RSU U.S . Short-Term Interest Rate.
Rate paid on 3-month government securities. Source: SCB.

t Time Trend.
Time; 1962 is 1, and 1963 is 2, etc. Source: SCB.

T Tota1 Taxes.
Source: NIEA.

TRP Transfer Payments to Persons.
Sou rce: NIEA.

TRAN Current Account Net Transfers.
Source: BCR.

UR Unemployment Rate.
Annual average unemploYment rate. Source: LF.

UR* I Full-Employment' Unemployment Rate.
Source: This was generated by connecting the two trough points
which occurred in 1966 and 1974, and extrapolating for the rest
of the pe ri 0 d.

Wage Rate.
This is an hourly wage rate in the manufacturing sector.
Sou rce: EEH.

x

YD

NOTE:

Real Exports.
Exports of goods and services in lQ71 cqnstant prices.
Source: NIEA.

Real Disposable Income.
Disposable income at current prices deflated by the GNP price
deflator, P. Source: NIEA.

Stock series are measured as averages over the year, except
for the capital stock, which is measured at the beginning of
the year.
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APPENDIX 2.B

CAPTIAL STOCK

The available capital stock time series, which is published in

:'Gross Capital Stocks and Flows" (Statistics Canada, Cat. 13-568)

excludes the housing sector. This would have created an inconsistency with

the output measu!e had we not created our own capital stock series, because

GNP includes imputed residential rent and other rents. In order to generate

a capital stock for· housing, a benchmark was created for the year 1926 by

assuming that the ratio of gross investment in residential construction to

that of nonresidential construction over the period 1926-1930 was equal to

the corresponding ratio of their capital stocks at·the beginning of 1926.

That is,

where IR, KR and IS, KB are gross investment and capital stock for residen

tial and nonresidential construction, respectively. Given this assumption,

we could solve for KR(1926), and then accumulate the series on housing

investment over time, assuming a 3 percent depreciation rate. The capital

stock for the .rest of the economy was computed by taking a benchmark from

the published stock data and then accumulating over time, assuming a 4.7

percent depreciation rate, which was found to be consistent with the

published data. Having obtained both series, we combined them and an

average depreciation rate was found by regressing (K - GFI(-l)) on K(-l),

since K = (1 - S(K-l) + GFI(-l)). The estimated overall depreciation rate

is 0.042675.



CHAPTER 3

SIMULATIONS WITH THE MODEL

3.1 INTRODUCTION

In the preceding chapter, the structural macro model

was estimated by a single equation method, and the individual

performance of each equation was evaluated by referring to various

statistics (R2,t-ratios, etc.), and by examining the signs and

magnitudes of the estimated coefficients. This, however, does not

necessarily imply that the model as a whole has the same properties

as the individual equations of which it is composed. In other

words, there is no one-to-one correspondence between the performance

of the model as a whole and of its individual components, and it

may well be the case that an equation with very poor statistical

fit performs quite well as a part of a complete system. The

converse may be also true; the individual equations may have a

good statistical fit, but the model as a whole may not closely

replicate the historical data over the period for which the

model was estimated. An obvious reason is thatthe dynamic

structure of the model is more complex with a high degree of

simultaneity, and this can render the characteristics of the

whole different from those of its parts. It seems that the above
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argument can be inuitively stretched to the extent where an

analogy can be drawn. between this question and the controversial

question of the microfoundation of macroeconomics. That is, there

may exist a case in which each equation of a given macroeconomic

model had been carefully derived from a well defined maximization

problem, but once these equations are treated as a system the

model might not make sense on the macro level. This may be

nothing more than the materialization of the principle which says

that the whole is more than the simple sum of its parts.

Thus, however well single ·equations may explain the

behaviour of individual components of aggregate economic activity,

the ultimate test of a structural model remains the fit of all

equati ons, taken together in simul ati on. There are vari ous types·

of simulations which can be performed depending on the objective

for which these simulation experim~nts are conducted. l Histo.rical

simulations, for example, are usually carried out in order to test

the validity and realism of the model by comparing the original

data series with the simulated· series of the endogenous variables.

This type of ex-post simulation has also proven to be useful in

policy analysis. The values of certain parameters or policy instru

ments can be changed for the historical period or a apart of it, in

order to examine the response that might have taken place, of some

key endogenous variables. Forecasting, on the other hand, involves

simulating the model forward in time beyond the historical period in

order to study the predictive power of the model conditional on
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a particular set of assumptions about the exogenous variables.

Since the primary concern of this study is related to the analysis

of short and long-run economic policies, the type of ·simulation

that is most appropiate in this context is policy simulation.

First, it can shed some light on the stability properties of the

model, especially when the long run is involved, and secondly

if allows us to examine the short-run response of the model to

some exogenous shocks. But before doing that, one should test-the

validity and realism of the model and its capability of reproducing

the actual data. In other words, the model is supposed to be a

plausible description of the economy subject to investigation

in order for any result to be useful and relevant. In the next

section, historical or ex-post simulation is conducted to evaluate

and test the performance of the mOdel over the period for which

the model was estimated. In the subsequent section, some policy

simulation experiments are carried out in order to examine the

short-run and long-run responses of endogenous variables to

exogenous shocks as well as the stability properties of the model

around its steady-state.

3.2 HISTORICAL SIMULATION

Two types of ex-post simulation were performed in order

to evaluate the model's ability to replicate the actual data.

The first is static simulation, which is equivalent to simulating
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endogenous variables for each observation in the sample period,

with all predetermined variables taking on their actual values.

The second simulation is dynamic, in the sense that the values of

lagged endogenous variables for the fi.rst period are the observed

values but for all subsequent periods the lagged endogenous variables

have the values simulated by the model for the previous period2

In this simulation process, errors tend to be larger than those

of the single period (static) case and this may lead to poorer

tracking in later years. But at the same time, a dynamic

simulation provides a reasonable test for the dynamic structure

of the model and of the feedbacks within the system. Static

simu11.ation, however, is useful in examining the ability of the

model to match the behaviour of the endogenous variables in the

short run or on a year-to-year basis when annual data is used,

as is the case here. In other words, the major difference

between long-run (dynamic) and short-run (static) simulation:

is in the treatment of initial conditions. THe short-run extra-

po1ation is· re-initialized every year and lagged values of

endogenous variable are set at observed levels. For the 10ng,,:run

simulation, lagged values are set initially at levels prevailing

before the start of simulation and are generated by the model

thereafter. The long-run simulation (dynamic) was conducted

over two time-periods. One coincides with the estimation period

(1962-1982), and the other. starts in 1973 and ends in 1982 .. The
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choice of the second time interval was more or less arbitrary, its

purpose being to test :the sensitivity of the model to the choice

of starting point for simulation. If the model accurately

represents the underlying structure-of the economy, it should

not matter much in what year the simulation is begun; the results

should not be drastically different. A second purpose for carrying

out the simulations over two different time·periods is to compare

the ability of the model to track the response to different

types and different severities of shocks·. In particular, the

1973-1982 period was characterized by more severe shocks of a

different nature than those during the earlier sub-period.

The results of these historical simulation experiments

for the two-time periods are· summarized in Tables 3.1 and 3.2.

Since we are interested ·in examining how closely" each endogenous

variable tracks its corresponding historical time series, two

oftenly used measures, the RMS (Root-Mean-Square) and RMSP (Root-

Mean-Square-Proportionate) simulation errors are reported in the

two tables for the 18 endogenous variables of the model along

with the mean value of each variable. The RMS and RMSP simulation

errors for a vari able Y are defined as
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where Y~ = Simulated value of Yt

Y~ = Actual value ot Yt

N = Sample size

RMS can be interpreted only by comparing it with the

average size of the variable in question. The smaller the values

of RMSP and RMS are, the better is the fit of individual variables,

and hence the tracking ability of the model. In addition, actual

and simulated values for the selected endogenous variables are

plotted in Figures 3.1 to 3.13, for the simulation that covers

the entire estimation period.

The tracking record of major endogenous variables in

the dynamic simulation is remarkably good, given the relative

simplicity and high degree of agg.regation that characterize

the model. Of the 18 endogenous variables reported in Table

3.1, only 6 have RMSP simulation errors of more than 20%. For

hal f the varibles (9 out of 18) these errors are less then 10%.

As expected, the ffi~SP simulation errors are somewhat smaller in

the static simulation. They are more than 20% for 5 variables

and less than 10% for 10 variables. The differences however



TABLE 3. 1 RESULTS OF HISTORICAL SIMULATIONS (1964-1982)

DYNAMI C STATIC
Variable Mean RMS RMSP RMS RMSP

Q 99199.2 2429.6 0.02 2274.5 0.02

CON 60475.9 2751.3 0.05 1588.3 0.03

\iF! 22294.0 803.6 0.03 6~0. 5 0.03

NFINV 531. 1 833.47 2.11 1336.87 3.29

M 24640.4 1061. 5 0.04 749.6 0.04

X 22401. 3 1867.6 0.09 1615.8 0.08

RS 0.0727 0.01 0.17 0.01 O. 13

RL 0.0824 0.01 0.11 0.01 0.06

UR 0.0618 0.01 O. 17 0.01 : 0.11
A

P 0.0652 0.02 0.30 0.02 0.30
A

W 0.0847 0.02 0.25 0.01 0.17

T 46023.3 2613.5 0.09 2885.4 0.09

CF 2870.3 4286.3 5.4 3592.9 2.76

l1R 88.0 2204.9 30.9 2627.67 2.9.5

YD 677.37.5 3379.6 0.06 3229.5 O.OG

QP 102625.0 2234.5 0.02 1573.4 0.01

K 245889.0 4784.9 0.02 0.06 0.001

l1H 666.4 637.72 1.25 789.3 1.05
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TABLE 3.2 RESULTS OF HISTORICAL SIMULATIONS (1973-1982)

DYNAMIC STATIC
Variable Mean RMS RMSP RNS RMSP

Q 122408 1320.5 0.01 2115.4 0.02

CON 76177.4 17~9. 6 0.02 987.3 0.02

GFI 27781. 7 607.8 0.02 615.5 0.02

NFINV 343.7 757.0 1.68 1560.3 3.79

M 32992.2 1038.6 0.03 1350.6 0.04

X 29105.6 1889.5 0.07 1567.9 0.05

RS 0.101 0.01 o. 15 0.01 O. 15

RL O. 104 0.01 O. 10 0.01 0.07

UR 0.075 a.01 o. 15 0.01 0.11
A

P o. 100 0.03 0.32 0.02 0.31
A

W 0.112 0.03 0.32 0.01 0.21

T 74320.9 2813.0 0.05 2885.4 0.05

CF 4908.7 1930.5 0.84 3592.9 3.75

llR ':'131 . 12 1568.8 13.8 2627.6 .14.4

YO 87652.9 1511.0 0.02 3836.5 0.03

QP 126818 1664.9 0.01 1573. 1 0.01

K 312043 1726.3 0.01 0.06 0.001

llH 1048.2 517.2 0.39 789.3 1. 31
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are not pronounced, and this may be attributed to the simple

structure of the model. Also, a comparison between Tables 3.1

and 3.2 proves that the model is not very sensitive to the period

of simulation since the results do not differ drastically when

the period is changed. Generally, the -results show that small

simulation errors are associated with the real variables, whereas

large errors are associated with nominal, financial and price

variables. Furthermore, a number of variables have simulation

errors that are very large, most notably, inventories, capital

flow, change in international reserves and high-powered money.

This, however, was not surprising given the volatile nature of

these variables.

The historical simulation results can be investigated

more thoroughly by examining the plots of some selected variables

provided in Figures 3.1-3.13. As mentioned above, the expenditure

side of the model performs very well and the simulated gross

national product and its components follow closely their historical

values. Nonetheless, one can notice some difference in the

performance of each variable. For example, GNP and consumption

are below their historical values up to 1974 but are almost identical

thereafter. On the other hand, investment reproduces closely

its historical trend and the change in inventories reproduces

mOst of the tut'ning points which is unexpected in view of the

difficulty surrounding the specification and estimation of an

equation for this variable. In the case of.the external sector,
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FIGURE 3.' HISTORIC~L SIMULQTION OF UNEMPLOYMENT R~TE
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FIGURE 3.11 HISTORIC~L SIMUL~TION OF ~NNURL R~TE OF GROWTH OF W~GE R~TE
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FIGURE 3.13 HISTORIC~L SIMUL~TION OF C~PIT~L INFLOW
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the simulation of imports tend to underestimate the actual ,time

series but does capture the turning points over the simulation

period. The simulation of exports is less satisfactory but does

reproduce the major cycle that occurred'in 1973-1976. Our

simulation of capital inflow succeeds in picking up most of the

turning points with a short lag, which is quite satisfactory,

given the extreme volatility of this variable over the 1975-1982

sub-period. Further, this shows up -- since the fit of this

equation was poor -- that the performance of an equation as a

part of a complete system may not be the same as its performance

as an individual equation.

The monetary sector, represented by the short and
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long-term interest rates, reproduces the general historical trend

of these variables, though it does not follow the year-to-year

movements very well. In the case of the wage-price-unemp10yment

sector, the simulated unemployment rate smoothes its historical series

while the simulation of the rate of change of prices captures the major

swing that occurred in the 1972-77 period, with a one-period lag. The

rate of change of the wage rate follows closely the historical path at

the beginning of the simulation but diverges considerably from it

during the last five years.

In concluding this section, it can be asserted that

the performance of the model 'in historical simulations was

sati sfactory si nce we were able to repl i cate the·.hi stori ca1

behaviour of the key endogenous variables fairly closely. Thus

the model can be used for policy analysis with some confidence.

3.3 THE DYNAMICS OF THE MODEL

In the previous section, the macromodel proved to be able

to reproduce closely the general trend of the actual performance

of the Canadian economy during t~e 1962-1982 period. Having

established this, we can now proceed to study the dynamic behaviour

of the model. As indicated earlier, the model was designed for

policy analysis in the short and the long term. For such analysis

to be valid, the moqel must exhibit plausible short-run and long-run

behaviour. In the long run, it has been argued, economic variables

bear fairly stable relationships to one another. The broad movements
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of these variables and their regularities (stylized facts) suggest

that a steady-state situation exists toward which, economies tend in

the long run. If this is the case, then'a properly specified model

should have a plausible steady-state solution, even if the model is

built for short'term ana1ysis3• In what follows, a steady-state

solution of the model will be derived and then the stability of the

model around this steady-state will be tested by simulation.

3.3.1 THE STEADY-STATE SOLUTION

It should be noted at the outset that the state we call

"steady state ll is a device that has been' often used for analytical

convenience and the assumptions on which,it is based are, most of

the ti~e, unrealistic. But nQ matter how unrealistic this state is,

it can be extremely useful when used as a point of reference when

analyzing the dynamic properties of a system.

The model expressed in the previous ,chapter can be

represented by DY(t) = f[Y(t), X(t),a], where 0 is a difference

operator, yet) is the vector of endogenous variables, X(t) the

vector of exogenous variables and 8 is the set of structural para

meters. This system of difference equations is said to have a steady

state solution if a particular solution Viet) = Y~ePit exists for

all variables i, when each exogenous variable grows at a constant

. * Lt * *rate, that 1S, Xi(t) = xie 1 • X and Yare the steady-state

levels of the exogenous and en'dogenous variables, respectively, at
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t = 0, and A. and p. are the corresponding growth rates [Knight
'1 1

and Wymer, 1978].

The steady-state solution, that we 'are going to derive is

a special case of the above particular solution. 'It is a iero-growth

steady state where Pi and Ai are set equal to zero, that is, every

variable of the model stays constant (a stationary state). This

simplistic assumption may not be plausible when the focus is mainly

on the steady-state properties of the model and the values assumed by

the variables of the model at this state'. But for the purpose of

stability analysis, which is of major concern here, (especially when

dealing with long-tenn policies)" the above assumption is quite

appropriate. This is so because, as shown in the ,next section, by

displacing the model from the steady state lt will tend to return to

this state only if it is stable.

Thus the assumpti ons 'underlyfng th'e present steady-state

solution are: Yi(t) = Yi(t-n) and Xi(t) = Xi(t-n) for every variable

i of the model and for every time period n. In addition, the steady

*state values of the unemployment rate UR and that o~ ,the capaci ty

*utilization ratio (Q/QP) are those values at which wages and prices

remain constant. This implies, from equations (4) and (5) in Table

'* *2.2, that UR =0.066and (Q/QP) = 0.76. ,The existence of zero-growth

steady-state solution may call for the imposition of restrictions on

the structural coefficients in order to avoid any inconsistency. In

the present case, the steady-state values of UR and (Q/QP), along

with the assumption of no technological change, imply a slight change
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in the intercept of the unemployment rate equation (from 0.2325 to

0.2634).

Based on the above assumptions, the empirical model

presented in Chapter 2 (Table ~.2) is expressed in its steady-state

form as in Table 3.3 below.

The steady-state values of all endogenous and exogenous

variables, when the above system is solved for a particular year

(1973) by simulation, are presented in the appendix. However, it

should be stressed that to justify the reasonableness of these values

is not an issue since- they are not used for policy analysis but

rather only as a point of reference against which the stability of
- 4

the model can be tested .

3.3.2 POLICY SIMULATIONS AND STABILITY ANALYSIS

The stability properties of the model can be analyzed by

using the steady-state solution of the previous section as initial

conditions. Since the model is nonlinear, it could be argued that

these properties should be evaluated by simulation5. This method

consists of displacing the model from its steady-state by means of

shocks, i.e., changing the values of some exogenous variables or

parameters for one period (or more)y and then examining the path of

the endogenous variables to see whether or not they exhibit stable or

explosive behaviour. If, after the shock, these vari-ables have a

tenden.cy to go back to their initial steady-state values, then one can

conclude that the model is stable. Generally this is an indication



TABLE 3.3: THE STEADY-STATE EQUATIONS OF THE MODEL
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Estimated Equations

(1) CON = 6539.48 + 0.9152 YD - 91300.78 RS

(2) GFI = 631.53 - 18046 RL + 0.2222 Q

(3) RS = 0.3102 - 4.666 (H/(Q.P))

(4) RL = 0.0240 + 0.9259 RS

(5) M = -17678.6 + 0.3529 Q + 7774.01 (P/PM)

(6) X = -104.88 + 282.83 IPU - 1098.95 (PX/PU.e))

(7) CF = 0.01716 (Q.P)

(8) T = O. 329-57 (Q.P)

Identiti es

(9)

(10)

(11 )

(12)

(13)

(14)

(15 )

(16)

Q = CON + GFI + FINV - 2564.45 + G + X- M

YD = (Q.P - 0.042675 (K.P) - T + TRP + IPPD)
P

K = 23.43 GFI

PM = (PX.x + CF ~ TRAN )

QP = 1.3136·Q

P = (T - TRP - IPPD)
G

IPPD = RL.B

e = PM
PF
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of local stability, in the sense that the dynamic behaviour of

the model is stable in the neighbourhood of the initial condition

determined by the steady-state solution6. Nonetheless, this can

be still informative about the dynamic behaviour of the model.

The shocks used to disturb the model are mostly policy instrument

shocks. This choice'was made in order to shed some light on the

effects of these instruments on selected target variables, which is

the subject matter of later chapters. Many simulation experiments

have been carried out in order·to assess the stability properties of

the model. However, we have opted to discuss the results of only

three particular shocks, as shown in Figures 3.14-3.55. The first

is a money-financed government expenditure shock, the second is a

bond-financed government expenditure shock, and the third is an

exchange rate shock.

A MONEY-FINANCED GOVERNMENT EXPENDITURE SHOCK. In this experiment,

government spending on goods and services was increased by ?O percent

in the first year and then reduced to its original level thereafter.

The results are shown graphically in Figures 3.14 to 3.27, where the

straight line indicates the steady-state value of the variable in

question and the line of XiS shows the response to the shock for a

48-year time period.

The increase in government spending on goods and services

has, as expected, an expansionary impact·or first-year effect on GNP.

The increase in GNP that results reduces the unemployment rate (Figure

3.22). This boosts the rate of increase of the wage rate and the

rate of inflation, which is even higher in the second year due to

the lagged effect of GNP
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FIGURE 3.22 EFFECT OF A MONEY-FIN~NCED COVERNMENTEXPENDITURE SHOCK
ON UNEMPLOYMENT RATE
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(Figures 3.23 and 3.24). The final impact of this shock on the

short-term interest rate is the result ·of three effects: hi gher

inflation rate, higher GNP and an increase in high-powered money

resulting from the government financi~g constraint. The positive

effects of the higher GNP level and inflation rate offset the
. .

negative effects of a larger money base and therefore the short-term

interest rate responds positively to the shock. As for the long-term

interest rate, the impact is also positive since it is positively

related to the short-term rate. On the other hand, consumption,

investment and non-farm inventories have all risen in the initial

year following the shock. This is due mainly to the direct effect

of GNP, which is larger in magnitude than the negative effect of

interest rates on these variables. It should be noted that real

interest rates (short and long-term) have risen, since the increase in

the nominal rates outweighs the increase in price level. For the exter-

nal sector, the increase in GNP stimulates imports and decreases exports,

leading to a current account balance deterioriation. This more than

offsets the increased inflow of capital, thus leading to an overall

balance of payments deficit7.

This foregoing is a brief description of the workings of the

model that led to the results shown in the plots. But what is of more

importance to us in the present context is not the first period response

of the model but rather its behaviour in the long run. It is clear

from the plots that the model is quite stable. Most of the variables
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respond as expected in the impact period. But as soon as the shock

works its way thr~ugh the model, these variables tend to reverse

thei r i ni ti al reacti on and start returning to thei r steady-state

values. The convergence of the model to its steady-state situation

was relatively quick and without much oscillation. This remained true

when the magni tude of the shock was increased.

A BOND-FINANCED GOVERNMENT EXPENDITURE SHOCK ... -We have argued, in.

Chapter 2, that the incorporation of the government budget constraint

in the model has many implications for the dynamics of the system and

its stability. In order to investigate ·this point, a bond-financed

government expenditure shock experiment was carried out over a period

of 26 years8. It consisted, as in the previou~ case, of increasing

government expenditure by 20 percent in the first year, and then

reducing it to its steady-state level in sUbsequent years. There is one

difference from the previous experiment, however; this shock and

consequent changes in the government budget deficit are financed

endogenously by issuing bonds. The results are shown in Figures.3.28

to 3.41.

The impact effect of this shock on gross national product

exceeds that of the money-financed case. This is due to the additional

effect that interest payments on the public debt have on disposable

income, and ultimately on GNP. The increase in GNP lowers the

unemployment rate, which in turn leads to an increase in the growth

rates of wages and prices. The short-term interest rate is pushed
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FIGURE 3.28 EFFECT OF R BOND-FIN~NCED GOVERNMENT EXPENDITURE SHOCK
ON GNP
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FIGURE 3.29 EFFECT OF R BOND-FIN~NCED GOVERNMENT EXPENDITURE SHOCK
ON CONSUMPTION
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FIGURE 3.30 EFFECT OF R BOND-FINRNCED GOVERNMENT EXPENDITURE SHOCK
ON INVESTMENT
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FIGURE 3.32 EFFECT OF A BONO-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON IMPORTS
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FIGURE 3.33 EFFECT OF A BOND-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON EXPORTS
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FIGURE 3.34 EFFECT OF A BONO-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON SHORT-TERM INTEREST RATE
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FIGURE 3.35 EFFECT OF A BOND-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON LONG-TERM INTEREST RATE
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FIGURE 3.3& EFFECT OF A BONO-FINRNCEO GOVERNMENT EXPENDITURE SHOCK
ON UNEMPLOYMENT RATE
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FIGURE 3.37 EFFECT OF A BONO-FINRNCEO GOVERNMENT EXPENDITURE· SHOCK
ON GROWTH RATE OF PRICE LEVEL



FIGURE 3.38 EFFECT OF A BOND-FINANCED GOVERNMENT EXPENDITURF. SHOCK
ON GROWTH RATE OF WAGE RATE
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FIGURE 3.39 EFFECT OF A BOND-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON TAX REVENUE



FIGURE 3.40 EFFECT OF A BONO-FINANCED GOVERNMENT EXPENDITURE SHOCK
ON CAPITAL INFLOW
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upward because of higher inflation and higher GNP, and the long

tenn-'rate increases as well .. Real interest rate's also tend to

increase, and this lessens the effect of ·the higher uNP on invest

ment and non-farm inventories, after the initial shock. Similarly,

the effect of the nominal short-term rate 'on consumption tends to

reduce consumption after the impact· period •. As for the external

sector, the shock initially stimulates imports and reduces exports

and capital inflow, leading to a balance of payments deficit.

Thus far' we have briefly discussed the impact effect of a

bond-financed government €xpenditure Sh9Ck on the model, which is

very similar to that of the money-financed case .. However, with the

passage of time, the difference between the two responses becomes

increasingly clear. The fact that taxes do not rise enough to offset

the increase in interest 'payments on the public debt raises disposable

income, consumption and GNP. As a consequence of the government

budget constraint and as long as the budgetary gap is not filled, 'new

bonds have to be issued, interest rates will rise, interest payments

on the debt will increase as a result, and the whole process will

continue indefinitely.

Thus, as shown in the plots, most variables diverge from

their steady-state values as time progresses. One can draw the

conclusion therefore, that the model is unstable in the long-run

when government expenditure is financed by the issuing of bonds.

This seems to be in agreement with most macro models which

explicitly incorporate the government budget constraint and the



influence of interest payments on the expenditure side of the

model.

AN EXCHANGE RATE SHOCK. In this experi'ment, the exchange rate

was increased by 10% which amounts to the devaluation of the

Canadian dollar by that proportion. The results are shown in

Figures 3.42 to 3.55. ,In our model, the exchange rate affects the

economy by influencing the imports and exports of goods and services,

and also the domestic price level. A de~rease in the value of

domestic currency, reduces real imports sinGe they become relatively

more expe~sive and increases real exports as they become cheaper.

This, however, does not translate, as one might have expected, into

a current account surplus. This is so because whether the money

value of imports rises or falls depends on whether'the decrease

in real imports outweighs the increase in price -- that is, on the

elasticity of demand tor imports. This demand was ~stimated to be

highly inelastic, and thus a balance of payments deficit arises

since the increase in the nominal value of imports ~ffsets.not

only the higher money value of Canadian exports but also the inflow

of capital which results from high domestic interest rates. The

latter was brought about by a decrease in the quantity of money,

which was necessary for the government budget constraint to hold.

The increase in interest rates caused a lowering of consumption and

investment and consequently of the GNP. Unemployment was hi gher an'd
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FIGURE 3.42 EFFECT OF EXCHANGE RRTE SHOCK ON GNP

89

95.0

yV Il II II II II l( l( l( l( )( )( )( )( )( )( )( )( )( )( X

FIGURE 3.43 EFFECT OF EXCHANGE RRTE SHOCK ON CONSUMPTION

, .. 4.0



FI~URE 3.44 EFFECT OF EXCHAN~E RATE SHOCK ON INVESTMENT
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FI~URE 3.45 EFFECT OF EXCHA~ RRTE SHOCK ON NON-FARM INVENTORIES



FIl:URE 3.46 EFFECT OF EXCHRNc:E RRTE SHOCK ON IMPORTS

FIl:URE 3.47 EFFECT OF EXCHRNf;E RRTE SHOCK ON EXPORTS
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FIGURE 3.48 EFFECT OF EXCHANGE RRTE SHOCK ON SHORT-TERM INTEREST RATE

FIGURE 3.49 EFFECT OF EXCHANGE RATE SHOCK ON LQNf;-TERM INTEREST RATE
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FIGURE 3.50 EFFECT OF EXCHRNGE RATE SHOCK ON UNEMPLOYMENT RRTE
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FIC:URE 3.51. EFFECT OF EXCHANGE RATE SHOCK ON c:ROWTH RATE OF PRICE LEVEL
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FIGURE 3.52 EFFECT OF EXCHAN~E RRTE SHOCK ON GROWTH RRTE OF WR~E RRTE
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FIGURE 3.53 EFFECT OF EXCHRN~E RATE SHOCk ON TRX REVENUE
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FIGURE 3.54 EFFECT OF EXCHAN~E RRTE SHOCK ON CRPITRL INFLOW
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the rates of increase of the wage rate and prices were lower.

All of this occurred in the initial year, but in the long run

all variables converged to their steady-state values. Although

stability was demonstrated in this experiment, the model showed

some oscillations before settling down to its original state.

Moreover, when the magnitude of the shock was amplified (by doubling

the exchange 'rate) the response was very sharp and oscillatory, and

the model required a far greater amount of time before showing signs

of convergence to a steady-state.

OTHER SHOCKS. The dynamics and stabili~y of the model were also

tested by studying its response to shocks coming from other sources.

The effects of higher taxes, for example, brought about by increasing

either the tax rate· or the surtax, which is the intercept in the tax

function, had almost the opposite effect from an. increase in public

spending, and posed no stability problem whatsoever. Another experi

ment was carried out in which the U.S. short-term interest rate was

doubled. This led to outflow of capital and an increased balance

of payments deficit which, in turn caused a decrease in the money

base to satisfy the government budget constraint. The decrease in

the quantity of money pushed domestic interest rates up' and consump

tion and investment down, and therefore, reduced the value of GNP.

This caused a higher unemployment rate, a lower rate.of change in the

wage rate and lower inflation, and aggravated the balance of payments

deficit by decreasing exports and increasing imports. However, after
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about 6 periods all variables started to return to their original

steady-state values. The model proved to be stable also in response

to a u.s. price shock, which led to a balance of payments surplus

and higher GNP in the impact period.

3.4 .CONCLUDING REMARKS

In this chapter, the ability of the model to describe the

actual performance of the Canadian economy over the period 1962-1982

was evaluated by co.nducting ex-post historical simulations. This

has shown that the model's ability to replicate the actual historical

paths of most endogenous variables is, on the whole, satisfactory.

Having established this, it can be argued that the conclusions that

will be drawn when the model is used for policy analysis are meaning

ful and useful in the Canadian context. Since this analysis will be

carried over the short and long term·, the stability of the model is

of major importance. The model was·solved for a zero-g'rowth steady

state, and a series of· shocks were then administered to examine the

stability and dynamic properties of the model in relation to the

steady state ..In all the experiments carried out, only the bond

financed government spending shock indicated instability of the

model which was not surprising, since it is consistent with

existing theoretical and empirical work.

Having established that the model is representative of the

Canadian economy and that it is stable permits us now to move to

the next step. There, an objective function will be specified and



optimized, subject-to the constraint of the-macro model~ in order

to investigate the tradeoff relationship between the short-run

and long-run effects of economic policies.
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FOOTNOTES

Chapter 3

1. The discussion of types of simulation with econometric models
is based, in part, on Chapters 11-14 in Pindyck and Rubinfeld
[1981] .

2. All simulation experiments were conducted using the-TSP (Time
Series Processor) progral1111e. Two simulatfon methods are
available in this program: SOLVE and SIML. The latter, which
is based 'on New~on's Method, was used since it proved to be more
powerful in the case of nonlinear models.

3. This point has been emphasized by Knight and Wymer [1978].

4. By and large, the values do seem to be reasonable except for
the short and long-term interest rates, which are high, especially
for a case with zero inflation and no technological change.

5. Another method of doing this consists of linearizing the model
about the steady state and determining its stability properties
using the eigenvalues of the linear model. If these eigenvalues
are less than one, then the linearized model is stable. However,
there is no guarantee that the full nonlinear model will exhibit
the same stability properties.

6. The steady-state we have derived is not· unique and need not be.
Thus, the model could have not shown the same .stability properties,
had we started from another set of initial conditions.

. .

7. The inflow of capital in the first three periods is not shown
in Figure 3.26 since it is outside the dimensions of the plot.

8. The choice ot the time period in this experiment and the others
is more or less arbitrary.. In this case, the 26 years were
sufficient to prove the point concerning the stability proper
ties of the model.
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APPENDIX

THE STEADY-STATE 'SOLUTION VALUES OF THE MODEL
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CHAPTER 4

FORMULATION AND SOLUTION OF THE CONTROL PROBLEM

4.1 INTRODUCTION

The control problem consists, as mentioned earlier,

of maximizing an objective function subject to the constraint

of a macroeconometric model .. Having specified, estimated and

tested the macro model in the preceding two chapters, the

logical step to be taken in this chapter is the specification

of the objective function and its arguments. Also, a brief

discussion of the algorithm used to compute the optimal

solution is in order.

The specification of a suitable objective function

represents a major problem in the process of optimal decision

making. This is particularly true in the case where the

prescription of new policy and/or the evaluation of historical

policy is the object of analysis. Here the objective function

is the main criterion for decision and evaluation, and should

therefore be representative of the goals pursued by the government,

and/or a good approximation to its historical objectives.

This problem is somewhat less important in the present study

because our main purpose is neither to prescribe nor to evaluate

economic policies, but rather to investigate the intertempora1
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tradeoff implicitly imbedded in policy formulation. This can

be accomplished by using an acceptable and computationally convenient

objective function, as discussed in the next section.

4.2 THE OBJECTIVE FUNCTION

This study uses a quadratic loss function penalising

the weighted sum of squared deviations of the target variables

from their desired values over a chosen finite time horizon.

It is of the form

*where Yt and Yt are vectors of computed and desired values

of the targets, respectively, Q is a known diagonal positive

semi-definite matrix, and A is a discount factor that can be

given different values reflecting different time· preferences.

Note that, as formulated by Chow [1975], the vector Yt may

include both state and control variables that are targeted

in the objective function l .

The inclusion of policy instruments in the objective

function has been justified on the ground that policy makers

are not indifferent to the use of these instruments [Holbrook

1973, 1974]. The cost associated with the use of some control
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variables may be excessive. This reflects the social, adminis

trative, and political constraints on changing public po1icy2. 

But when it comes to solving a control problem, the above- argument

seems to be peripheral. From a practical point of view, the

main reason for including control variables in the objective

function is to avoid instrument instability. This is a significant

problem in control theory applications, especially when the

desired values of the targets are set at very ambitious levels

relative to their historical values. An idealistic approach

to target setting may prevent the computation of a solution

at all by requiring the intensive use of instruments, which

in turn leads to an explosive search for a solution and instability

in the computational algorithm. Conversely, if the use of

instrume-nts- is severely constrained, then we -would lose

much on target performance. Thus, as long as a solution exists,

a trade~off can be traced between the weights attached to the

instruments, on one han.d, and the achievement of targets, on

the other. Within a feasible region, the penalties imposed

on the use of instruments can be chosen in such a way as to

reflect the institutional factors mentioned above.

A quadratic objective function is widely used in

most optimal control studies because it is simple to implement

and gives a simple measure of the welfare cost in terms of

weighted squared deviations of the variables from their desired

values. furthermore, the mathematical properties it possesses,



such as convexi ty and di tferenti abi 1i ty, that are °requi red
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to compute an optimal solution, and the characteristics of

the solution, are highly desirable and have been extensively

researched. However, two shortcomings of the quadratic objective

function, have been traditionally cited in the literature.

Fir.st, it is not a satisfactory representation of preferences.

In any given period of time, exact desired values for policy

targets pursued by the policy maker may never exist [Friedman 1975].

These preferences can be best represented by a range, rather

than a fixed value tor each target. Secondly, a more serious

defect of a quadratic objective function is the implication

that deviations of a target or instrument from its desired

value are equally costly regardless of the direction of the

deviation. In the present context, howev~r, this symmetry

problem may not be serious because of the way the desired values

for the target variables have been chosen, as shown in the

next section.

4.2.1 TARGETS AND INSTRUMENTS

The targets chosen to be included in the objective

function are the rate of growth of output3, the unemployment

rate, the inflation rate and the balance of payments.

The instruments to be used to steer these targets to their

desired values are government expenditures, the change in the

money base, a surtax (the intercept in the tax function), and
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the exchange rate. All the policy instruments are weighted

in the objective function in order to avoid. the instrument,

instability problems mentioned above, and to represent institutional

constraints on the extent .to which these instruments can be

used. The fact that the change in the money base is penalised

in the objective function, while that of bonds is not, is expected

(due to government budget constraint) to create instability;

as experi enced in the previ o~s chapter. If,;-n ·the course of

the analysis reported in the next chapter, instability does

arise, then a pena1tywi1l be imposed on govemment borrowing

in order to avoid this problem.

The desired trajectories for the four target variables

were chosen as follows: First, the means of the four variables

were computed over the estimation period and used as the desired

values in the objective function in the fi.rst experiment. The

optimal solution obtained from ·this run showed that the computed

values overshoot favourably their targets in many instances, thus

leading to a high welfare 'cost·, which is not a true cost,

arising form the symmetry problem characterizing a quadratic

function. In order to avoid this, the desired trajectories

of the targets were then shifted slowly away from their historical

averages, and in each case a new set of optimal values was

computed. This continues until a solution was reached in which

the welfare cost represented only unfavourable deviations of·

the targeted variables from their desired values. These values



were then chosen to be included in the objective function in

its final ·fonn. The desired trajectories of the instruments,

were set equal to their historical averages. These values

are presented in Table 4.1.

The above procedure may seem.somewhat ad hoc in

. nature, and to have subordi nated the choi ce of the desi red

targets to the problem of symmetry in the objective function.

However, the procedure is appropi ate for two reasons. Fi rst,

as pointed out earlier, we are not passing judgement on the

merits of the policies pursued by the government over the historical

period. The chosen desired values for the targets were the

same in all of the optimal control experiments' and have little

effect, if any, on the results and conclusions to be drawn from

this study. Secondly, the effect of a symmetric quadratic objective

function that penalizes deviations, whatever their direction, is

quite serious in the present context. This is so because the

changes in those deviations and the associated welfare costs are

the very basis on which the results as to the tradeoff between

short and long-run economic policies are based. If these costs

were misleading, so too would be the results ebtained from 'the

optimal control experiments.
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4.2.2 LOSS FUNCTION WEIGHTS

Another important set of arguments to be included in

the objective function are the weights attached to the target



TABLE 4.1 HISTORICAL AVERAGES AND DESIRED VALUES fOR

TARGET AND INSTRUMENT VARIABLES
. .
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Target variables Historical
Average

.Desi red
Value

%; Rate of Growth (GNP). 4.3 5.0

% Unemployment Rate 6.2 4.0

% Rate of Change of Prices 7. 1 4.0

Balance of Payments 98.0 0.0
Surplus (million $)

Instrument Variables

% Rate of Growth of Govemment _(%) 4.1
Expendi tu res

Exchange Rate (Can $/US $) 1.0774 .

Change in Money Base 729.3
(million $)

Surtax (Tax Function Intercept) -2849.4
(mi 11 i on $)

and instrument variables.

4~ 1

1.0774

729.3

-2849.4

The role that the weights play in the optimization

process is, of course, crucial. They represent the preference

ordering of the policy maker, provide a useful way (especially

for the instruments). of avoiding instability -and incorporating

institutional rigidities in the problem at hand. More importantly,



a change in the relative structure of these weights permits the

investigation of the tradeoff between different targets at any

particular point in time or the tradeoff between the same set

of targets at different. points in time. This can be accomplished

in the first case by changing the weights in the matrix Q, keeping

the dis~ount factor _A the same; and in the second case by

changing A, keeping Q the same.

In all respects, the choice of desired trajectories

and the assignment of weights are closely related. If a target

variable is to be effectivelY steered towards its desired value,

a high weight or penalty can be attached to it, or the desired

value can be set at a more ambitious level. On the other hand,

if an instrument is to be widely used, then a low penalty can

be attached to it, or the constraint inposed on its use may be

partly relaxed by adjusting its desired value upward or downward;

depending on the instrument in question. In the contrary case,

the effective use of an instrument may be curtailed by imposing

a high penalty on it or by adjusti~g its desired value accordingly.

Important as they are, the choice of the weights is

a difficult task and has been always subject to a great deal of

arbitrariness. However, the absolute values of the weights, per

se, are of no great importance when a quadratic function is

involved. Rather, their relative structure is the re-levant element,

especially in the case where the tradeoff between targets is the

focal point of analysis.
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There are several approaches to the choice of the

weight coefficients. One approach consists of choosing the weights

relative to a particular variable whose weight is normalized,

taking into consideration the differences in units in which the

variables are measured [~indyck 1972, Matthieu 1976]. Another

approach is to use an interactive procedure suggested by Rustem·

et al.[1979]. After an initial run has been completed, the po1icy-

maker is asked to reveal his preferences and reservations about

the 'optimal i paths shown to him~ These reservations are then

translated back into the weights of the objective function. The

process continues until the results become satisfactory in the

view of the policy maker. A third approach, which is used here,

is to derive the weights from some measures of dispersion around

the target variables. The measures chosen in this study are the

variances of the target and instrument variables around· their

historical means. The inverse of the histor.ical variance of·each

target variable scaled upward by a factor of 106~ is used as a

weight for that particular variable4.

1 T - 2 6
W. = {1 / f L (Yit - Yi) }'10

1 t=l

where Wi ·is weight t·or the ;thvariable, Yi~ is the value of the

i th variable in year t, and Yi is its historical average.

This technique takes care of the scaling problem.
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Moreover, this approach implies that the greater the variability

of a variable historically, the smaller is the weight attached to

it. If, for example, the yariance of a policy instrument were

small, indicating its moderate use and fluctuation, perhaps because

ot institutional constraints, then~its coefficient would be large,

and its use would thereby be restricted, in effect •. Thus instead

of making our own judgement about the intensity with which a part

icular instrument should be used, the weights, as computed, reflect

the historical pattern, which is assumed to prevail also during

the period of experimentation. The same argument applies with

regard to the target variables. If a target variable has a small

variance, then its weight coefficient will be high reflecting the

fact that policy' makers attach great importance to its stability.

One severe limitation of applying the same criteria

to the choice of the instrument and target variable weights is that

the use of instruments may be effectively reduced, and this may'

severely constrain the optimization problem. For this reason, I',

the weights on the control variables were scaled down by a factor

of 10 relative to those of the targets, allowing.more freedom in

their use. The structure of the weighting system is presented

in Table 4.2.

4.3 SOLUTION OF THE CONTROL PROBLEM

There are basically two general approaches to solving

an optimal control problem. The first applies the Lagrange-multiplier



TABLE 4.2 THE STRUCTURE OF WEIGHTS IN THE OBJECTIVE FUNCTION

Target Variable Weights

GNP

Unemployment Rate

Infl ati on Rate

Balance of Payments

0.02·'

2.93 x 109

7.88 x 106

35.32

Instrument Variable Weights

WG Govemment Expenditures 0.0687

We Exchange Rate 1.87 x 107

~IH Change in the t10ney Base 3.427

WT
Surtax 108. 16

technique, which consists of absorbing the constraints into the

objective function, and then optimiz;·ng [Chow 1975; . Pindyck

1973J. The second requi res the. elimination 'of constraints by
. .

substituting them into the objective function and finding ·the

unconstrained ·opti~um [Holbrook 1973; Fair 1974J.

The algorithm used. in the ne~t chapt~r is due to Chow [1975J.

Formally, the problem is as follows:



Minimize E(l) (1)
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subject to the nonlinear constraints represented by the model of

Chapter 2, which can be represented as

(2)

where

Yt is a vector of endogenous variables (state variables)

xt is a vector of exogenous variables (control variables)

Zt is a vecto'r of exogenous vari ab les not subject to

control

ut is a vector of random errors with zero means and variance

covariance matrix V. It is serially uncorrelated.

* is a (nonlinear) functional operator.

The algorithm involves the following steps:

(1) The model (2) is converted into state space form. That is,

for a discrete time model, the dynamics of the system are described

by a set of first-order difference equations. All the lagged

endogenous variables dated prior to t-l are eliminated by intro
5

ducing new identities of the form Ykt =Yi,t-l. Then (2) can be

rewri tten as

( 3)

It is of interest to digress at this. point and note that

most optimal control studies have used discrete time models for two

main reasons. First, they are more appropriate for economic systems,
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since measurements are taken at discrete time intervals and instru~

ments are used discretely. Second, a discrete time model is easier

to implement in the case of dynamic programming. In continuous time

deterministic models, when the constraints are represented in

differential equation form, the maximum or minimum principle of Pontry-
6

agin proves to be more useful but more complicated in its application

(2) Initially the model must be linearized. Solving the

deterministic part (setting ut = 0) of the model by the Gauss-Seidel

interative method gives y~ as an initial deterministic solution vector.

Then, assuming a trial solution x~ for the control variables, the model

can be linearized around y~, x~ and y~-l' as given. This gives

where Blt , B2t and B3t are the partial derivatives of the vector

function ~ with respect to Yt' Yt-l and xt ' respectively. Thus (3)

can be written as

(4 )

where



114

(3) The solution then proceeds by minimizing the objective

function (1) subject to the linearized model as expressed in (4).

This problem can be decomposed into two problems: deterministic

and stochasti c.

a) The deterministi~ problem consists of minimizing

1 T _ *' _ *
2 I (Yt - Yt ) Qt(Yt - Yt )

t=l
(5)

subject to

by differentiating the following expression:

(6)

(7)

with respect to y, xt and the vector of Lagrange multipliers ~t

and where Qt = Q'At .

Following the principle of dynamic programming the solution

is first found for the last period and then sequentially for each

preceding period. The solution of this problem for the control
7

variables for period T is

( 8)

where
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This procedure is repeated until GT, GT- l , •.. ,Gl and 9T, gT-l , ... ,gl

are calculated. Then xt and Yt are calculated for t = 1,2, .•. ,T

using (6) and (8).

The resulting solultion xt is ·nOw used to rep.lace the initial

guess x~ in step 2 and the minimization problem is repeated until

convergence occurs in xt .

b) The existence of an error term makes the actual Yt deviate

from Yt and, therefore, the optimal path xt has to be adjusted in order

to minimize these deviations. That is, the stochastic problem consists

of minimizing

subject to

Yt = AtYt - l + CtXt + Et (10)

obtained by subtracting (6) from (4) and defining Yt = Yt - Yt and
A _

xt = xt - xt • It was shown by Chow [1975] that the matrix Gt in the

decision rule xt = G~t_l is identical with Gt in the deterministic

problem. In other words, minimizing the variance of the vector Yt
is compatible with steering the deterministic vectors Yt towards

their desired targets.

(4) The optimal control equation xt is obtained by combining

the stochastic and deterministic optimal feedback equations. That is:
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(11)

Once (11) is reached, then the welfare cost associated with the

given optimal control problem is obtained by adding its two compon

ents. The deterministic cost corresponds to the weighted squared

*values summed over time of (Yt - Yt)' and the stochastic cost

representing the weighted variances of (Yt - Yt ) summed over time.

These welfare costs can be used to compare alternative policies and

assess the importance of stochastic disturbances in the optimization

process.

In summary, the proposed method begins with a trial path

xO for the control variables and yO as a solution to the nonlinear

model obtained by the Gauss-Seidel iterative procedure. A linear

approximation is computed for each period around these tentative

paths. A linear feedback equation is then obtained by minimizing the

given objective function subject to the linearized version of the model.

The numerical ~a1ues of the solution are used to generate a second

tentative path (xO, yO), around which a second linear approximation

is performed, and the process continues until convergence is reached8.

4.4 SUMMARY

In this chapter,the·objective function and its arguments

were specified. We have argued that the choice of a quadratic function

is justifiable mainly because of its simplicity in implementation and



interpretation. The targets to be included in the objective

function are: the rate of growth of output; the rate of change of

prices, the unemployment rate and balance of payments equilibrium.

The instruments that steer these targets toward their desired values

are government expenditures, the surtax, the exchange rate and the

change in the money base. The desi.red values of the instruments were

set equal to their historical averages and those of the targets were

chosen so as to avoid the problem of symmetry in a quadratic function.

The weight of each target variable in the objective function was set

equal to the inverse of its variance over the historical period.

Finally, the algorithm developed by Chow [1975] to solve optimal

control problems was briefly discussed.
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FOOTNOTES

Chapter 4

1. From a mathematical point of view the distinction between
target and instrument variables is no longer clear. Both
have positive weights and enter in the same format in the
objective function. It is needless to say, however, that the
distinction between the two types of variables is still meaning
ful from the point of view of economic policy.

2. This argument has been advanced in virtually all studies using
an optimal control approach in macroeconomic policy. See the
bibliography t'or references.

3. Actually both GNP and G enter as levels in the objective
function, with those levels chosen to represent a 5% rate
of growth from the base year.

4. An exception occurs in the case of the surtax, for which the
variance was based on the residuals in the estimated tax equation.

5. If, for example, the model includes a variable sucn as Ct - 3
then two identities should be introduced: Cl ,t = Ct - l and

C2,t = Cl,t-l· This permits the user to write Ct _3 as ·C2,t-l
and thus represent the model by a set of first-order difference
equations. For details, see Pindyck .[1973, pp. 155-59], or
Chow [1975, pp. 153-54].

6. The Pontryagin principle can be put in discrete form, but
according to Chow [1975], it does not accomplish any more
than the method of Lagrange multipliers in this case.

7. A complete and detafled derivation of the optimal feedback
equation can be found in Chow [1975, ~hapter 7].

8. A computer program is available to execute all these steps.
This program was developed at Princeton University by Chow
and Butters [1977]. It is called 'optimal control of nonlinear
systems' (OPTNL).
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CHAPTER 5

SHORT-RUN VERSUS LONG-RUN IN MACROECONOMIC POLICY

5. 1 INTRODUCTION

In this chapter, we shall describe and discuss several

optimal control experiments that are carried out in order to deter

mine whether or not a tradeoff exists between the performance of the

economy in the short run and the long run. That is, the long-run

implications of pursuing a myopic or short-sighted policy, and the

short-run consequences of long-sightedness in policy making are

explored. The optimal control approach is appropriate in this

context, as explained earlier, since we are dealing with multi period

optimization and because it enables us to trace out the "bestll inter

temporal tradeoff, a tradeoff that cannot be dominated by any other

possibility [Chow, 1981].

Two general approaches are used to derive this optimal

tradeoff: the first consists of giving different degrees of importance

to the present vis a vis the future by changing the discount factor in

the objective function while keeping the time horizon the same

(Section 5.2). The second approach (Section 5.3) consists of carrying

out the optimization over different time horizon$. when the discount

factor is constant. This would give some indication as to the long

run implications of dif.ferent planning horizons. In both cases an

analysis of the results will be provided and a short-run/long-run

tradeoff will be derived.



5.2 TIME PREFERENCE IN POLICY-MAKING

In this section, the impact of varying the weights

attached to the set of policy targets and instruments overtime

is investigated and a tradeoff relationship between short and

long-run performance is. derived. Here, we distinguish between

three types of policy programs. First is a "Base" program, in

whi ch the di scount factor. A in the objecti ve functi on is set

equal to 1 and kept the same over the whole time horizon. This

implies that the policy maker is indifferent as to the performance

of the economy between the present and the future and the acheive

ment of the targets is equally desirable in any period. Secondly,

a "Short-runNprogram is specified in which the policy maker

is interested more in the present than in the future. This

assumption of short-sightedness in policy-making might be regarded

as realistic given that governments are apt to be interested

more in their re-election and the immediate effects of their

actions than in costs that may be incurred in the long run.

The thi rd pol icy program is ULong-run" in the sense that the

long run has more importance to the I,poli ty maker than the

short run. This seems to be unrealistic, especially when the

long run is in the distant future. Nevertheless, one may argue

that governments resort in some circumstances to policies that

are beneficial in the long run but costly in the short run in

order to redirect some targets toward their long-run paths.
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Moreover, this long-sighted program is useful for comparison of

its outcome to those of the Base and Short-run programs.

Thus, given the objective function of Chapter 4,

the value assigned to the discount factor A indicates the type of

program that is being implemented. The specifications are as follows:

Base program A = 1

Short-run program A < 1

Long-run program A > 1

A discount factor less than 1 implies that, as time

goes by, less and less weight will be assigned to the targets. On

the other hand, when A > 1 the future has more wei ght than the present.

However, the relative structure of the weights assigned to the

variables in the Qbjective function remaimthe same at each point

in time. This facilitates the comparison of the results, since any

differences can be attributed entirely to the differences in the

intertempora1 structure of the weights.

5.2.1. ANALYSIS OF THE RESULTS

Several experiments were performed for the purpose of

analysing the implications of different rates of time preference.



It is useful, however, to analyse in detail the results of the Base

program when A = 1, whi ch can be used as a poi nt of reference for

further analysis.

Base Program Experiment

In this experiment, the algorithm described in Chapter

4 is applied to the objective function of that Chapter, and the

econometric model of Chapter 2, over the 1964-1982 period. Thus,

the problem is to
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19 A 2
minimize L = I {WQ(Qt - 5.0) + Wu(URtt=l

where
A

Q = rate of growth of GNP

UR = unemployment rate
A

P = inflation rate

~R = balance of payments
A

G = rate of change of government expenditure

e = exchange rate, i.e., price of u.s. dollar in terms

of Canadian dollar
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The results of this experiment showed that the major

factors in shaping the behaviour of the target and instrument variables

are the existence of the government budget constraint and the interest

paid on the public debt. The solution calls for the predominant

use of fiscal measures and the exchange rate while monetary policy

is contractionary and generally, the change in the money base is

below its target. The reason that monetary policy was not used in

a stimulative way in this experiment is due partly to the existence

of the government budget constraint in the model. The fact that no

penalty has been imposed on the extent to which government can issue

bonds makes it easier to resort to borrowing than to increasing the

money base, especially when a penalty is imposed on the use of the

latter. The increase of interest payments on the debt, which comes

about as a result of the increase in the stock of bonds as well as

a higher interest rate,. has to be met by increasing the debt more

and more, and the cycle continues. This is the stability problem

of bond-financing discussed in Chapter 3, which can be avoided oA1y

if taxes rise enough to offset the servicing of the debt. The two

targets of high GNP growth and a low unemployment rate, call for a

larger public debt. This is so because disposable income is positively
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related to the increase in interest payments on the debt, which

then leads to a higher level of consumption spending, and therefore

a higher level of GNP. Furthermore, the increase in GNP calls

indirectly for a rise in the rate of interest, the positive effects of

which on consumption spending -- through the interest payments on

th~ debt -- outweigh the negative effects. Even a higher level of

investment spending is compatible with a high rate of interest, since

it is sensitive to the level of output as well as to the cost of

borrowing. Having established these facts, it becomes easier to

understand why the optimal Sase Program shows high levels of short

and long-term nominal interest rates; The increase in the demand

for money due to the increase in income, accompanied by a restrictive

monetary policy pushes the short-term nominal rate to a staggering

level of 22% at the end of the planning period.

In light of the above results, it is desirable "to remove

the undesirable and unrealistic behaviour of some of the endogenous

variables. Thus, a penalty was imposed on government borrowing in

the objective function' for the purpose of limiting the explosive

behaviour of the public debt and the accompanying high interest rates.

Another term was therefore added to the objective function, and the

experi~ent is repeated. A rate of growth of government bonds of

15% was chosen in such a way that the ratio of government debt to

GNP follows its historical t~me path. The weight for this new variable

was chosen in a manner similar to the other variables, i.e.,

W - 1S - -v-ar....,('"=S.....)



125

In terms of achievement of targets, the optimal solution

to the revised problem was successful overall. The computed optimal

value for GNP overshoots its targets in the first 4 years by a.

relatively small amount but on average it was lower that the target

by about 2 billion dollars. As for the unemployment rate, the

average value generated by the solution was around 5.5%, 1.5% higher

than its desired value and ranging between a minimum value of 4 and

a maximum value of 6.2 percentage points. The same kind of behaviour

applies to the rate of change of prices, which fluctuated between 3.3

and 6.5%, averaging about 5.5% for the whole period. For the balance

of payments equilibrium target, the solution shows that on average

the balance of payments experienced a small deficit of 16 million

dollars.

The question now is: How did these results come about?

How did the endogenous variables of the system behave? More impor

tantly, how did the four instruments react in order to steer the

target variables toward their desired destinations?

Roughly speaking, the time paths of the policy instru

ments are identical to those of the previous run in which no weight

was attached to government borrowing. However, in the present case,

the use of monetary policy was mildly expansionary and the change in

the money base taken as an average exceeded its target by just under

a billion dollars. Government spending, on the other hand, was used

more intensively and on average it was higher than its desired value

by about 3.5 billion dollars. The exchange rate was above its target
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for only the first 4 years and then showed strong appreciation of

the Canadian relative to the U.S. dollar•. The tax surcharge was

cut by about 900 million dollars on average, which is considered

to be expansionary, given that it affects the model in the same way

as government expenditures.

The 4.5% increase in GNP was brought about by an increase

in its individual components moderated.by a current account deficit.

The average rate of growth of imports (6%) was much higher than that

of exports (4%). The improvement in the' terms of trade and the increase

in income encouraged imports and discouraged exports. The rate of

growth of potential GNP was about 4%, thus increasing the ratio of

capacity utilization (~), which exerts a negative effect on the

quantity of exports. A question arises in this case: if the GNP

target called for an improvement in the current account and this

required the. devaluation of Canadian currency, why then does the

exchGlrlge rate appreciate over the planning period? This question has

to be answered by examining the other targets in the objective

function. The rate of change of price target is sensitive to

the price of imports and, therefore, requires the appreciation of

the exchange rate. Although a current account deficit occurred,

capitali:inflow increased due to high domestic interest rates; and,

therefore, the balance of payments target was met. It appears from

the results that the exchange rate instrument is directed mainly

towards steering the inflation rate to its desired value. Thus,

the need for appreciation outweighs the need for depreciation
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required for the growth of GNP, which can be achieved by other means.

This growth target is consistent with the unemployment target which

was close to its desired trajectory. As indicated above, the ratio

of actual GNP to potential GNP was growing over time allowing the

unemployment rate to remain relatively low, offsetting, in part, the

exogenous effect of increases in the Canadian labour force over the

simulation period.

Short-Run and Long-Run Experiments

We have so far described briefly the result of the Base

program and the channels through which the policy instruments were

able to steer the targets toward their desired paths. In what follows,

a description of the short-run and long-run programs that correspond

to A = 0.8541 and A =1.1708 will be provided. These particular values

of A were chosen in such a way that the short-sighted planner attaches

20 times more importance to the first period than the last period,

while the long-run planner gives 20 times more weight to the last

period than the first.

These results, along with those of the Base program are

summarized graphically in Figures 5.1 to 5.8. These plots allow

easy comparison of the three programs.

In the case of GNP (Figure 5.1), the time paths of the

three solutions are very close. However, the short-run program yields

a somewhat higher level of GNP than the long-run program, but almost

coincides with the Base program path. This behaviour may be explained
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by the fact that putting emphasis on the present, relative to the

future, will achieve an overall better performance of GNP. Thus, if

we start with a high level of GNP at· period t, then it is more likely

that a higher level of GNP 'will be attained in the subsequent years,

given the achievable growth rate of GNP.

Since the unemployment rate is negatively correlated with

the level of GNP in the model, then one would expect the kind of behav

iour shown in Figure 5.2. The unemployment rate is consistently higher

in the long-run program than in the base program and consistently is

higher in the latter than in the Short-run program. Another factor which

may have rendered these results even more pronounced than they would other

wise have been, is the positive linkage of unemployment rate in the model

have been, is the positive linkage of unemployment rate in the model

to its lagged value. Therefore, a low rate in the present period

would lead to a lower rate in the future. However, exceptions to

this pattern occurred at both ends of the planning horizon. At the

beginning, we have the additional constraints of the initial Values,

and more time is needed for the optimization to run its course,

because of the lag structure of the model. 0n the other hand, strange

behaviour may occur at the end of the period since we are penalizing

the deviations from the desired targets only for a finite time horizon

and in the last period the planner is not concerned with what happens

in subsequent years2

The optimal time path of the inflation rate (Figure 5.3)

indicates that the lowest rate is associated with the long-run experiment

for most of the planning horizon. This kind of behaviour may be
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explained by referring to the optimal trajectories of the unemploy

ment rate, the balance of payments and the exch~nge rate. As shown

in Figure 5.4,. the balance of payments experienced a surplus at the

beginning and a deficit at the end of the period. However, the low

weights in the early years of the optimization process in the Long-run

program attached to the target variables imply that the need to

control the balance of payments surplus is not pressing and the

exchange rate need not be appreciating as fast as in the other two

programs. That is why the inflation rate is above that in the other

two programs in the first 4 years. But starting from the fifth

year, this rate becomes lower and closer to the target until the

end of the optimization period. This may be explai.ned by the

influence of the unemployment rate and GNP. As we have seen earlier,

the lower GNP in the Long-run program generated a higher unemployment

rate, and therefore a lower inflation rate. The tradeoff between

unemployment and inflation embedded in the model may have helped the

inflation rate to remain close to its target for the rest of the

period in the long-sighted program, thus removing the need to appreciate

the currency.

Another tradeoff between the balance of payments and

inflation 'came out of these experiments. In the first few years,

there was no conflict between achieving a low price level and equili

brium in the balance of payments (which was in surplus), since both

targets require the appreciation of the exchange rate. But once a

deficit in the balance of payments is developed, than a conflict
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arises. To eliminate this deficit, the exchange rate should

depreciate. But to keep the inflation rate close to its target,

it should appreciate. As shown in Figures 5.3 and 5.4, while the

inflation rate is closer to its target in the Long-run program,

the balance of payments is further away from its target, relative

to the other two programs. The opposite is true for the Short-run

program.

The behaviour of the control variables depicted in

Figures 5.5 to 5.8 show that the Short-run program is the most

stimulative. Government expenditures are higher for most of the

period since they are directed primarily to the growth and unemploy

ment targets, which were closer to their values in the Short-run

plan. The same remark can be mad about the surtax instrument,

which was cut more vigorously, and the exchange rate, which depreciated

more, in the Short-run program. As for the change in the money base,

there is little difference between the three cases except toward the

end of the period. It is obvious, however, that monetary policy was

used less intensively in the three programs, simply because it is less

effective in moving the target variables in the model toward their

target values.

5.2.2 SHOHT-RUN/LONG-RUN TRADEOFF

The optimal control solutions for the three programs

discussed above are based on the minimization of the sum of the

squared deviations of the variables in the objective function from
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their desired values, weighted by the weight matrix Qt. While in

the base program case Qt is constant, in the other two cases it is

changing from year· to year by the discount factor. A, i.e., Qt = Q·At •

Thus, each var;-ab1e is weighted differently between one period and

another, but the relative weights among different variables at any

point in time are the same. By varying the weights over time, one

can trace out the tradeoff possibilities in terms of the squared

deviations summed over all variables for each time period, and

adjusting by the original weights Q. That is,

The results of these computations are shown in Figure

5.9 where time runs along the horizontal axis and the welfare cost

Lt along the vertical axis. Observe that the Long-sighted program

has the highest cost in the first 10 years and the lowest cost in

the second 10 years of the planning period. As expected, the Base

program has generated a welfare loss time-path that lies between the

other two, and the crossing point occurs at the middle of the planning

peri od.

In figures 5.10 to 5.11 the welfare cost is shown for only

the target and control variables, respectively. It is interesting

to note that the gain realized in terms of target achievement in the

short-sighted program is obtained by incurring more cost in the use

of instrument variables. On the other hand, the Long-run planner

uses his instruments less intensively but in return he is not as
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suceessfu1 as the Short-run planner in achieving his targets, except

in the last 5 years. Some insight into this result may be gained

by recalling the simulation experiments reported in Chapter 3. Many

of the instrument variatiles have strong impacts in the first period

followed by offsetting reactions in later periods. For the short

run planner these offsetting reactions are of relatively little

importance, but for the long-run planner they may be equally or more

important than the initial effects. Thus, the long-run planner may

not value the active use of instruments as highly as the short-run

planner.

The Short- and tong-run programs described so far

correspond to two particular values of the discount factor A.

These values imply-that the first period (last period) in the planning

horizon is 20 times more important than the last period (first

period). Five more experiments were carried out, each based on a

di fferent degree of emphasi s on the short- or long-run. In a11

these experiments, the time profiles of welfare loss of the three

proqrarrs, Cro'SS at the same point, namely, the lOth period. Thus

the welfare loss before and after this period can be accumulated

for each program, and can be translated into a single point in

a two-dimensional graph, in which the horizontal axis represents

the sum of the losses in the first 10 years, and the vertical axis

the sum of the losses in the second 10-year period. The first sum

represents the short-run cost and the second sum the long-run cost.
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In other words, for each program, we compute two values:

These two values generate a single point on the tradeoff curve.

The results of the eight experiments, expressed in terms of Root

Mean Squared weighted deviations, i.e., CI(Yt - Y~) IQ(Yt - Y;)/T]l/2,
t

are presented in Table 5.1, in which the degree of emphasis refers to the

first period vis a vis the last period, or vice versa.

The eight points corresponding to the eight experiments are

plotted in Figure 5.12 and joined by straight lines to form a tradeoff
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TABLE 5.1

Root Mean Squared Deviations of the Optimal Levels from Their Targets

in the Base, Short- and Long-Run Programs

Discount Factor (A) Degree of Emphasis Shorf-Run (SR) Long-Run (1.R)
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curve between the short run and the long run. The five points that

correspond to the Short-run program experiments are marked by small

squares. The Long-run experiments are marked by crosses, and the

base program result, by circles .. The tradeoff curve appears to

have a smooth and continuous shape and tends to approach the two

axes asymptotically. Note that this curve becomes almost parallel

to the vertical axis. The movement from the second highest to the

highest point on the graph represents a shift of the emphasis on the

short run from 100 to 1000 times for the first period relative to the

last. This big shift, however, generated only a small gain in the
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short run but a large increase in cost in the l~ng run. From

Table 5.1 the gain in terms of the Root Mean Square Deviation is

less than 1 percent (0.93 percent) while the cost is around 6 per

cent. Thus an extremely myopic view in formulating economic policy

may be able to realize a small gain in the present, but only at the

cost of large sacrifice in the future. The same conclusion can be

drawn if the emphasis is shifted to the long run. As shown in Figure

5.12, the shift from the second lowest point to the lowest point

represents doubling the emphasis on the last period, but the gain in

the long run is smaller compared to the gain obtained from moving from

the base to the first point downward. In other words, the slope of the

line becomes smaller as we approach the horizontal axis and larger

as we approach the vertical axis.

The lessons that can be learned from analyzing the above

results are that a tradeoff between the performance of the economy

in the short run and the long run does exist, and that as more and

more emphasis is placed on the short run versus the long run in

policy formulation, the less is the gain in the present compared to

the cost in the future, and vice versa. That is, there are limits

that one cannot surpass, and emphasizing the performance of the

economy in any particular period is going to restrain the economy

in other periods, given the structural constraints of the economy

represented by the macro model.
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5.3 THE TIME HORIZON EFFECTS

In this section a different approach will be taken. In

order to evaluate and compare the performance of the economy, the

same objective function will be used but different time horizons will

be assumed. In this way, an alternative short-run/long-run tradeoff

relationship will be derived.

It is a frequent criticism of economic policy-making that

an insufficiently long view is taken of the consequences of cer~ain

policies that focus attention on the outcome for the economy in the
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near future. In order to investigate this point in the present context

three experiments, each corresponding to a different time horizon,

are carried out. A four-year time horizon that coincides more or less

with the duration of most Canadian governments in office, and a two-year

time horizon, which is even more short-sighted, are the alternatives

for the short-run case. A lO-year time horizon represents the case

of long-run policy. The three optimizations are conducted in the

following way. Fi rst, we start the process in the fi rst year by optimizing

over the specific time horizon -- say a 4-year time horizon -- using

the actual historical values as initial conditions. Second, we assume

that in the second year the policy maker is free to change his strategy

and to choose a new policy, given the optimal solution of the first

period. Thus, the values of the endogenous variable (targets and

instruments) are re-initialized and the optimization is repeated for

a second 4-year time horizon. That is, if the planning period is 1964

1967 in the first case, it becomes 1965-1968 in the second case. This

implies that decisions are revised sequentially year by year, rather

than being made once and for all years of the planning horizon. It

is more realistic to assume that policy makers do not adhere to a

decision they have made, but rather that they revise their decisions

frequently in light of the new information that is available to them

each year. The above process is started in 1964 and ends in 1973,

i.e., the final run was made over the period 1973-1976 for the 4-year

program. The same procedure is followed in the case of the other two

programs. By havi ng 10 runs for each program we can deri ve >the



143

corresponding three sequenc~of optimal solutions for the period

1964-1973.

Assume that a new administration came to power in 1973.

It is believed that this administration does not concern itself only

with the short run but it takes account of the longer-term future as
. 3

well. It sets out a long-run plan for the next 10 years (1973-1982) ,

taking as an initial condition the situation inherited from the previous

administration. Now, the question is what implications the three previous

programs have on the present long-run plan. To answer this question,

three more experiments are carried out, each one taking the values of

all variables in the 1973 optimal solution that corresponds to the 2-,

4- and la-year time horizon, as initial conditions. The differences

in the solution of these three runs are attributable to the difference

in the initial conditions, which are in turn due to the effects of the

planning horizon used by the policy makers in the first ten years of

the optimization process. In other words, these differences measure

the damage done to' the long-run planner by the economic conditions he

inherited from previous administrations. If we compute these differeoces

in terms of weighted squared deviations and plot the results, as we did

in the previous: section, then we can measure the long-run costs of

pursuing more or less myopic economic policies. On the other hand,

the weighted squared deviatiomfrom the first ten periods represent

the short-run costs of pursuing more or less far-sighted policies.

(Because the ten-year planner must take into account events in the

future, the economy is expected to perform more poorly in the short run).
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However, before doi.ng the calculation of this kind, let us look at

the behaviour of the targets and instruments in the three programs.

5.,3. ~. ANALYSIS OF THE RESULTS

The same mechanism explained in connection with the first

approach applies here, the only difference being that the behaviour

of the endogenous variables is affected by the change in the duration

of the period over which the optimization takes place. The results

are shown graphically in Figures 5.13 to 5.20.

The three time paths of the GNP in Figure 5.13 are almost

identical. The 2-year program generates a slightly higher level than the

4-year program, which in turn generates a slightly higher one than the

la-year program. A jump occurs in the 11th year when all three programs

adapt a la-year planning horizon with no further revisions thereafter.

However, the change in direction is only temporary, and GNP in the

2-year plan keeps increasing, and is greater than in the other two

plans over most of the last ten years of the 20-year period. The

behavilour of the GNP in the 2-year plan in this approach is similar

to its behaviour in the previous approach. That is, the short-run

program was able to achieve a hi-gher production level in both the

short· run and the long run. The myopic (sequential two-period)

optimization results in better global ( multi period) performance when

the period-by-period results are positively correlated, as is the

case with the GNP and employment variables. This result is consistent
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with the result obtained, theortica11y, by Tesfatsion [1980].

As in the previous experiment, the unemployment rate is

influenced mainly by its own 1a.gged value and by the level of output.

This is reflected in Figure 5.14 where the unemployment rate jumps to

6.5% in the 11th year, corresponding to the decline of GNP in this year

but then decreases thereafter. The behaviour of the inflation rate,

(Figure 5.15) 1.s more complicated and more difficult to understand

because of its close interdependence with other target and instrument

variables. Up until the 10th year the rate of change of prices seems

to bedetermined exclusively by the behaviour of the exchange rate, Figure

(5.18). In the first 4.years the exchange rate trajectory is identical

in the three programs, and so is that of the inflation rate. A diver

gence starts to develop in the 5th year. For the next four years, the

exchange rate in the 4-year program is lower than in the other two

programs, thus generating a lower inflation rate. In the second half

of the planning period, however, the behaviour of the exchange rate

and inflation rate is not consistent with this explanation in the case

of the 4- and 10-year plans; the 4-year one has the highest

inflation rate but not the lowest exchange rate. The Philips curve

relationship effect may dominate that of the exchange rate and give

rise to a higher inflation rate for the 4-year plan than for the 10-

year plan. This kind of tradeoff has been mentioned earlier in

analyzing the results of the first approach.

With respect to the balance of payments equilibrium target,

there are essenti ally two factors that i nf1 uence tts behavi our: the
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exchange rate and the level of output. It is c1 ear from Fi gure 5.16

that in the first few years, the GNP level achieved is almost the same

in the three plans and the exchange rate determines the balance of

payments. In the second half of the planning horizon, a higher GNP

and a lower exchange rate in the 2-year plan generate a greater deficit

in the balance of payments. However, the performance of the balance

of payments in the other two pll.ans is generally similar.

The optimal trajectories of the control variables are

depicted in Figures 5.17 to 5.20. The level of government expenditures

varies inversely with the length of the time horizon, except in the

first few years. This proves once more that short-sightedness in

policy making requires more extensive use of policy instruments. As

shown in Figure 5.17, government spending is much higher in the 2-year

plan but is brought down in the 11th year when the second phase 10-year

plan is put in place. The exchange rate (Figure 5.18) follows the

same path in the three programs but it .appreciates more in the myopic

program. There is no noticeable difference in the change in the money

base (Figure 5.19), and overall monetary policy is contracttonary in

the first half but. expansionary in the second half of the optimization

process. The surtax (Figure 5.19) associated with the 2-year plan displays

more contractionary behaviour (higher taxes) relative to the other two

programs. The reason that taxes are not used in a stimulative way may

lie in the fact that the increase in government borrowing in the three

program is large, especial'ly in the myopic hori'zon case, there

fore preventing a large decrease in taxes while still satisfying

the government budget constraint.
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5.3.2 SHORT-RUN/LONG-RUN TRADEOFF
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Following the same procedure as in the previous section,

the weighted squared deviations of the three programs are computed

and their time paths are plotted in Figure 5.21. The 2-year

program, denoted by small squares, has the lowest cost in the

first 10 years and the highest cost in the last 10 years. The

opposite is true for the 10-year program, denoted by crosses, while

the cost path of ~he 4-year plan, denoted by circles, lies between

the two.

These results accord with intuition. If the planner did

not take into consideration the future he would be less constrained,

and therefore more successful in achieving his desi red short-run

targets. On the other hand, if the planner had a sufficiently long

view of the future, then he would have to make allowance for some

anticipated shocks which would constrain him in the present, and

therefore make his policies less successful in the short run. In

other words, if the planner suffers from myopia, he will not be

concerned with the consequences of his present actions in the years

beyond his short time horizon, and may thus achieve a good performance

in the near future, but only at the cost of bad performance further

down the road.

As shown in Figure 5.21, the Root Mean Square weighted

deviations are computed for the first 10 years and for the last 10

years for each of the three programs. Thus we have 6 values which
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are represented by 3 points on a two-dimensional graph as in

t-i gure 5.22. By connecting these three points we obtai n a trade

off curve between optimal policies in the short 'run and in the long

run. The highest point on the .. plot represents the 2-year plan,

the middle point the 4-year plan, and the lowest point the .1D-year

plan. The movement from the 2- to the 4-year time horizon engenders

a greater benefit in the long run than the movement from the 4-year

to the· 'IO-year time horizon. If the planning horizon is extended

indefinitely, the cost in the short run will increase considerably

while the benefit in the long run will be lfmited. Put differently,

the tradeoff curve will approach the axes asymptotically, as in the

fi rst approach4•

5.4 SUMMARY

In this chapter, the objective function of Chapter 4 was

minimized subject to the constraints of the macro model of Chapter 2,

in order to derive a tradeoff relationship between short-run and

long-run performance in macroeconomic policy. Two approaches were

used for this purpose. The first consists of changing the value of

the discount factor· in the objective function and tracing the

responses of tne endogenous variables. In the second approach three

experiments were carried out, each corresponding to a different time

horizon: 2-year and 4-year time horizons, representing a short-run

view, and a 1D-year horizon, representing a 10ng-run'view. These

experiments were carried out sequentially, the policy maker being
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allowed to review his decision every year in light of new informa

tion. Ten runs were done for each .program. Then a 10-year time

horizon optimizatlon was carried out for each case, taking the'

results of the previous sequence of runs as initial conditions. This

enabled us to determine the long-run cost of pursuing short-run

policies.

In both approaches the time paths of the welfare costs

associated with each program were derived and p'lotted, and tradeoff

curves between the long-run cost and the short-run cost were calcu

lated. The,shape of the two tradeoff curves suggested that the

heavier the emphasis is on.the present, the greater will be the cost

in the future. However, there is a limit to the improvement one can

make in anyone period, given the structure of the economy represented

by the macro model. Therefore, if the planner keeps emphasizing more

and more the present (future) the benefit will be small compared to

the cost in the future (present). Having identified this inter

temporal tradeoff, it is up to the policy maker to decide at what

point on the tradeoff curve he wants to be.



FOOTNOTES

Chapter 5

1. As noted in footnote 3 in Chapter 4, uNP and u enter as
levels in the objective function, with those levels chosen
to represent a 5% and 4% rate of growth, respectively, per
year.

2. The problem of a finite time horizon was raised by Pindyck
[1973] .. He suggested' either increasing the time horizon .
beyond that of interest to the policy maker or neglecting the
behaviour of the target and instrument variables in the last
few periods. However, .the neglect of the last 2 years in the
present case did not alter the results obtained regarding the
short-run/1ong-run tradeoff.

3. The experiments were carried out over the historical period
only. Any attempt to extend the planning period beyond 1982
would require generating forecasts for the exogenous variables,
and that has not been attempted here.

4. All the results related to the short-run/1ong-run tradeoff
are based. :on. detenni ni sti c welfare cost, as measured by the
squared deviations of the mean path of the endogenous variables
from their desired values weighted by the matrix Q. However,
as explained in Chapter 4, there is also a stochastic welfare
cost representing the weighted deviations of the solution around
its mean path, i.e., (Yt - V), summed oyer time. The stochastic
cost was larger in magnitude than the detenninistic cost in all
experiments, and this seems to be consistent with the results
obtained by many authors [Chow 1975, Mathiew 1976]. Furthermore
the detenninistic and stochastic costs tend to be proportional
in these studies. On this basis, if the deterministic cost in
experiment i is greater than.it is in experiment j, then the
stochastic cost in i will also be greater than it is in j. Hence
the inclusion of the stochastic cost will not alter the main
conclusion of the analysis, although it will shift the tradeoff
curve outward.
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CHAPTER 6

CONCLUSION

This chapter offers a review of the major findings of

the study and discusses some possibilities for further research.

The intertempora1 dimension of macroeconomic policy, which

has been largely neglected, constitutes the main focus of this study.

Two principal questions were posed at the beginning: What are the

long-run implications of pursuing short-run myopic policy, and what

are the short-run consequences of long-sighted policy? Is there a

tradeoff between the performance of the economy in the short run and

in the long run?

To answer ,these questions, an optimal control approach was

used'. This approach lies in the area of quantitative economic policy,

as developed by Tinbergen It enables us to derive the best possible

policies in the short run and the long run in the case of multiperiod

optimization, and is more efficient than a series of repeated simu

lations which would be required to derive and identify policy sets

consistent with some predetermined targets. The two principal

elements of the approach are a macroeconomic model describing the

functioning of the system under control, and an objective function

which specifies explicitly the targets pursued by the policy maker,

and the welfare losses associated with failures to achieve these

targets.

156



157

The fi rst step consi~ted then of fonnu1 ati.ng a macro

economic model tor Canada. The,mode1 described in Chapter 2 is a

small and 'highly aggregated mo~e1 that combines some features

asso'ciated with Keynesian and Classical schools of macroeconomics.

In particular, some long-run characteristics, such as the existence

of a production function detennining the long-run level of potential

output in the absence of short-run fluctuations, and a·capita1

accumulation identity were added to the conventional demand-oriented

Keynesian mQde1. In addition, the present model goes beyond

traditional short-run analysis by allowing for the accumulation of

financial assets via the government budget constraint. The model

was estimated for the period 1962-1982 by a principal components

variant of the two-stage least squares procedure, principal components

being used because the number of predetennined variables 'exceeded the

number of observations. The estimated model was then subjected to

a series of ex-post historical simulations and to simulations involving

various shocks, in order to examine its realism and its stability

properties. On the whole, the model was able to reproduce the time

paths of most of the endogenous v~riab1es, and its stability was

confinned, except when government spending was financed by issuing

bonds.

The second step, as described in Chapter 4, was to specify

an objective function. The function specified was quadratic,

penalizing the weighted squared deviations of its arguments from

their desired values. These arguments included both the target

variables which were the rate of growth of GNP, the rate of change
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of prices, the u~employment ra~e~ and the balance of payments, and

the instrument variables nam~,l~,.government expenditures, taxes,

the change in the money base,aQd th~ exchange rate.

Optimal control ,experiments were carried out, as described

in Chapter 5, in order to investigate the short-run/long-run policy

tradeoffs. Two approaches were used. The first consisted of varying

the relative structure of the, weights over time by means of changing

the rate of time preference in the obJective function. A tradeoff

curve, with points corresponding to different discount factors, was

then derived between the welfare losses in the short run and the long

run. The second approach aimed at measuring and comparing the costs

implied by different time horizons used by policy-makers. Tradeoff

re1at i onshi ps were then deri ved between the ,performance of the economy

in the short run and the long run, expressed in terms of the weighted

deviations in the objective function,., The results of these experiments

can be summarized as follows:

- A short-run/long-run tradeoff does exist within the given

structure of the economy represented by the constraints of the macro

economi c mode1.

- As more and more emphasis is placed on the present

(future), the higher is the cost incurred in the future (present) and

the less is the additional gain in the period being emphasized.

- An lnflation/unemployment and an inflation/balance of

payments tradeoff was identified from the responses of those variables

in the experiments conducted.
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- A myopic approach in policy-making is likely to lead to

better results in the short and long run when a target variable is

positively-correlated over time, such as GNP and employment.

- A short-sighted.policy requires. the extensive and

frequent use of policy instruments. If the change in these instru

ments is subject to social, administrative and political constraints,.

then the cost associated with the use of these instruments is the

price of achieving a short-run objective.

- As far as the present model is concerned, fiscal policy

was directed mainly to the growth and unemployment targets while· the

exchange rate proved to be effective in controlling the rate of

inflation, implying that Canada is vulnerable to inflation rates

prevailing abroad. As for monetary policy, it was found to have only

a limited effect on the targets.

- A byproduct of the optimal control experiments is the'

confirmation that a potential stability problem exists when government

spending is financed by increasing the debt.

Several qualifications should be kept in mind when inter

preting the results. These qualifications relate to the use of

optimal control theory in policy-making in general, and to the·

particular model and objective function, as well as to some of the

assumptions that were made.

First, all the results mentioned above are based on the

implicit assumption of structural stability of the economy through the

period of experimentation. Thus, we are dealing with conjectural
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policy which pursues a more efficient performance conditional on a

given structure [Dagum, 1981]'•. ,.This assumption is questionable,

especially when dealing with t~e distant· future. However, it is

expected that this assumption.would be more likely to prevail with a

shorter time horizon.

Second~ tne symmetry property of a quadratic objective

function is difficult to justify unless the stability of the targets

around their desired values is the only welfare criterion of interest.

The third, and most important general qualification, is the

limitation of the use of optimal control theory in the formulation of

macroeconomic policy. As pointed out in the introduction, this

approach reduces the very difficult problem of decision making to a

simple mechanistic optimization problem. The general reluctance to

endorse this approach in policy making stems from the unreliability

of macroeconomic models and the inadequacy' of the objective function

in reflecting the preferences of the policy ·maker. These difficulties,

however, do not threaten the .viability of our results, since our

objective was neither to evaluate historical. policies nor to prescribe

new policies. Nevertheless, two main arguments against the use of

optimal control theory as a policy tool cast some doubt on any con

clusion drawn from control experiments. One is that the assumption

of a single policy maker who can control the economy is obviously

unrealistic, since in economics there is always a game-theory element

in most decisions [Suiter, 1983]. The government attempts to control

a system, the response of which depends to a great extent on the
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expected payoff of each p1~yer, and this in-turn, depends o~ the

strategy of other players. Thus, modelling economic systems as a

dynamic game leads to decision rules that are different from those

obtained in the special case where the number of players is equal to

one, as in most optimal control studies.

The second argument relates to the-existence and formation

of expectations which differentiate social systems from physical

systems. If changes in public policy alter the expectations of 

economic agents, then-a model that does not specify this link will

lead to misleading conclusions [Buiter, 1983]. The rational expecta

tions hypothesis and the Lucas critique, which say that the private

sector knows the true structure and the parameters of the model, and

that private sector behaviour varies with any perceived change in

policy, is a strong and special case of expectations formation. Some

authors [Kyd1and and Prescott, 1977] have gone so far as to argue that

in the presence of rational expectations, optimal control theory should

not be used in economic planning, since "current decisions of economic

agents depend in part upon their expectations ot future policy actions

.••. On1y if these expectations were invariant to the future policy

plan selected would optimal control theory be appropriate".

These strong criticisms have drawn some sharp responses I~to

dispel the mistaken notion that policy evaluations and optimization

are impossible if economic agents form rational expectations" [Chow,

1980]. Chow proposed a method in which he allowed for the effects
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of future policy on current actions and he then derived a variable

coefficients feedback rule which became time invariant as the time

horizon· increased. Also some work has been done to embody the

game-theory aspect in optima1control studies applied to economic

policy [Buiter 1983, Chow 1981]. This would transform the game of

the policy maker against nature into a game with many players, which

might be viewed as more representative of the nature of real economic

systems.

Future research should be directed at those areas in which

optimal control theory is still controversial. The use of a time

varying macroeconomic model would allow for structural change over the

period in which the policy maker is interested ,[Chow, 1975]. The

problem of symmetry in a quadratic objective function should be avoided

if the welfare costs deviations are not SYmmetric in the view of the'

policy maker, and the use of asymetric objective functions i·s a

research priority in this area.

As for specitic future research relating to the question of

the short-run/long-run policy relationship, the'optimal control approach

can be modified in many respects to serve this purpose. A modified

algorithm that permits the imposition of terminal conditions is very

useful in this context. The use of terminal conditions can be used

as a proxy for the explicit treatment of long-run considerations and

the terminal conditions imposed on a short-run program can be chosen

so as to allow the return of the economy to its long-run time path.
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An approach similar to,the one used in this study would

permit the policy maker to identify the optimal time over wHich a '

given target should be achieved. ,Suppose that a government wishes

to achieve a specific target -- say a balanced budget. Suppose, too,

that the government has the choice between two programs: a short

period (2-year}'program and a long-period (5-year) program. The

question is what are the necessary reductions in government expendi

tures and/or the necessary tax increase (control variables) needed to

achieve this target in the two programs. Which of the two programs

has the least undesirable effects on the other targets, such as output'

and unemployment? Given a "pl aus ible" discount rate, the optimal

control approach would allow us to determine' the optimal time horizon,

that is the program associated with the minimum welfare loss, required

to achieve the target of balancing the budget. This would also

provide an answer to the question of "gradualism" versus "shock

treatment" in the theory of economic policy.
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