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ABSTRACT :

The problem o~ estimating evoked potentials and its' patter~

recogni tion and classification is.. addressed in this thesis.'. After y-
,

,
squares lattice alg9ri thm is deri ved for this ,purposE!.

':,.. . .
weighting fac,tor ca~ be used to' make the algorithm robust. Its,

performance is compared to'that of unnormal:lzed and normalized exact
.~. ,

least squares: lattice all;:ori thms and is shown .to be superior. ~ne,
, .

example of 'using adaptive noise cance.llation "to f estimate evoked
. ..

potential without stimulus repetition is presented•. Pattern re~ognitior.

of evoked' potentials is achieved'by syntactic methods. We derive a',.. -
£1nite-state grammar to represent bhe norma~ syoked·po~ntial. Suitable

preprocessing using a zero-phase b8nQpass filter, parsing and attribute

checking are the steps in this classification'procedure. A database of

to demonstrate the performance of this classifier.,

normal evoked potentials

checking the attributes.

;. .

and op£imized acceptahce criterion are used for'
, I

Detalled training and test runs are performed

~.'"
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C HAP T E R

,I N'T ROD U C T I 0 H

Bioelectric activity ~'1ithin the human body, when properly, '

acquired and interpreted, i;van enormous source of information ab~ut the

dynamic aspects of body functions. Electrical acti vi ty of the, large

body of neu;ons in the brain gives rise to measurable potentials on the

surface' of the scalp. In the abs~nce of any specific, stimulation,. Jlhe

measurable electrical potential on the scalp is called the

'electroencephalogram' or e.e.g.. This can be considered to ~e 'spatial

and temporal sum~ation of the non-specific electrical activity o{

neuromr in the brain.

"

~fuen a discrete amount of energy impinges on sense organs, only a

specific population of neurons respon~ible for tha~ sensory modality is

activated. The electrical activity of the- specific neuronal population

that was activated can be identified, knowing the time relationship

between the stimulus and the electrical r~ponse that it generated.

These responses are called 'l!voked potentials' or EPa.

1.1 Definition of the Proble.

The measurement of EPs is complicated by the fact that they are

of much ~ler magnitude than the on-going e.e.;;: .• Improvement of



.\

,

2

signal~to-noise ratio has conventionally been achieved by collecting a

large ensemble of responses or EPs to repeated identical stimuli and

performing ensemble averaging. Under assumptions that EP is

determi!1istic, background e.e.g. is a zero-mean random process and that

the two are uncorrelated, it can be shown that ensemble averaging will

improve the signal-to-noise ratio by a factor equal to the square root

of the number of stimulus repetitions.

However, there is no a priori reason to assume that responses

evoked by a· series of .identical stimpli will themselves be identical

(implying EP is detetministicl. The effects of habituation, fatigue or

distraction are known to alter the characteristics of some evoked

potentials, partioularly late waves. Averaged EPs may also be

. misleading since they do not reflect the momentary changes in the

. excitability of the central nervous system that are crucial to the

normal response of the organism to environmental change. Only those

components of the inqividual responses that ar~ common to all responses

will be brough~ out by averaging. In the study of physiological

systems, the "complete" response to a stimulus is at least as importaIit

aS,the common elements in all responses to a large sequence of identical

stimuli.

In using ensemble averaging technique, the requirement of

repet7tion imposes a time lag before the EP is available. This time lag

togetljer with the loss of transient respon'ses precludes the effective

use of the EP techniqu,? in monitoring patients in the intensi ve care

'.

.. '
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..
uni t and during neurosurgery. In addi tio,n, the loss of transi0nt:J and

habituation to successive stimuli make th~s technique less appropriate

in the study of cognitive processes usi~g the contingent negative
~ ,

varia tion or P300 (two types of ,EPs):

Adaptive fi,ltering techniques hav~ become very popular in the

past five o~ ten years in the signal'processing field. Adaptive nois~

cancellation, where information froo pre-stimu,lus e.e.g. Can be,

cancel e.e.e. in the post-stimulus data" thereby en."l!lncing the

used to
L

si;:;nal-

•

to-noise ratio, holds promise. The adaptive technique used in the

cancellation scheme is of primary importan~e, in attaining acceptable

signal-to-noise ratios.
o

·,,1:' .
Therefore, having seen that the ,assuop'tlon "that EP is

deterministic is untenable and that ensemble averaging as a" method of

improving signal-to-noise ratio is undesirable, we arrived at our first

research objective.

..

the evoked potential~
"

In present day neurological 'practice, the, clirrician identifies

the peaks of the EP estimated by conventional, averaging or by some ne'.
"

method 'by visual inspection and class~f~es it as noroal or abnor~al

based on its appearance. The quantitative guidelines in this
4 • .~. ~

, . ....
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classification procedure are cainly the Intencies of the pea;{s. ')

Selective attenuation of some peaks are also indicative of abnorcnlity. (

The main motivation for automatic pattern recognition and classif~,c.:l tion

of EPs arises out of a need to supplement the clinician's visual

analysis with a core objective method. In the process of pattern

recognition and classification, it is. also desirable to'build up a
~

description of the pattern under consideration. This allows us to give

reasons in terms of p~ak latencies and amplitudes (the parameters used

by the clinician) for classification as normal or ab~ormal. Tho

objective criteria. used by the autocatic classifier allows the

comparison of peak latencies and amplitudes between SUbjects and
\

centers. The unsupervised nature of the pattern recognition systeo will

make it ideal for screening at remote locations, continuous I:lonitorin~

in intensive care situations and during surgical procedures.

Research Objective (2) :-

A'patte~ recognition method for classification and generation

of description of EP. '

These general research objectives are precisely defined in

section 5.3 and section 6.2 respectively, stating explicitly the
"

assumptions made and other theoret~cal considerations.

...
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1.2 Proposed Solutions

We give an outline of the proposed solutions to the two research

questions raised in the previous section. Thd,detdils of the methods

used are the subject matter of Part - B (Adaptiv~ Fi~tering) and Part 

C (Pattern Recognition).

\
(1) Signal Estimation ' '....,.

.'

The adaptive noise cancellation method was proposed by W,idrow,

et.al. (1975) to extract signal from noise. It is assumed that a

reference source of noise is available which is correlated only to the

noi~e in the signal plus noise source (called primary source). An

adaptive filter modifies the reference noise such that the ex~~cted

value of the squared error between the modified reference noise and the

noise in the primary source is minimized. Be.cause of the eigenvalue,

sensitivity problems of ,the Least-Mean-Square (LM~algorithm th~t

Widrow and others used for the adaptive noise cancellation, we derived a '

Weighted exact Lea;t Squares Lattic~WLSL) in the 'joint esti~;tion form

as a generalization of the exact LSL derived by L",e et.al.(1981) and

Haykin (1986), for adaptive noial! cancellation. P.j)st stimulus EP plus

e.e.g. is the primary source and pre stimulus e.e.g. is the referenc~

source (alternatively, concurrent e.e.g. from a different ~ocation

'uncontaminated' by EP could be the reference sQurce). We show 'by

simulations and tests with real data that EP can be estimated without

having to repeat' the stimulus. To distinguish it from convent'ional

"

"
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averaged EP, we call EP estimated by this method, 'Single Stimulus

",Evoked Potential'. or sst EP•.

(2) Pattern Recognitio~

C'onsidering the structural specificity of the EP waveforms, the

procedure followed by the c:l,inician can be best automated by syntactic

pattern recognition. This method also builds up a description of the

pattern as a natural part of the process. The EP waveform is first pre

proce~sed by,zero~phase bandpass filter (thus avoiding any phase

.distortion)·to'remove artifaots and noise. A finite-state grammar which

can identify a 'hill' is used in. the pattern recognition procedure. The

parse table that is generated is·.a complete description Of, the EP

wayeform. The s~fient features of the EP, such as location of the

peaks, can be identified and used for classification. A data base of

normal EP parameters is generated and referenced for classification and

is' updated suitably: Acceptance critM"ia are optimized for clinical

"applications during the training run of the classifier. The method was

tested in great ~tail using real EPs of unknown diagnosis obtained from

actual patient records.,.
•

The new signal estimation technique and the pattern recognition

technique are quite general in nature in that they can be applied to any

of the well-known EPs, such as visual, auditory" somatosensory or

cognitive, ~ter suitable minor modifications. The weighted exact least
\

square lattice algorithm that is derived here is the first of its ~~nd
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and is the most general form. Weights can be calculated on-line to ~ive

•the algorithm desirable properties such as statistical robustness.

, l·
In this thesis, when application considerations are discussed,

Brain Stem Auditory Evoked Potential (BSAEP) is taken ss the

example.

1.3 Thesis Outline

Background material relevant to this thesis is presented in Part

- A which ,comprises chapters 2 and 3. We begin Ch~pter 2 with the

physiology of BSAEP including a brief introduction to various

electrophysiological theories of origin of EPs. After ~i~ing the

physiological and clinical significance of BSAEP, we arrive at a

simpl~fied engineering model of signal generation, which we will refer

to throughout the rest of the thesis: In Chapter ,3, after a quick

overview of EP acquisition techniques, we present a detailed review of

literature relevant' to signa'l proces~ing and pattern recognition of EPs.

Part - B deals'with the adaptive filtering technique used for

single stimulus EP extraction. In Chapter 4, we discuss adaptive noise

cancellation and derive the weighted exact least squares lattice

structure. In Chapter 5, general simulation studies are considered.

Co~rison of normalized exact least squares, lattice algorithm and ,~SL

'is made and results of reai data test are given.

,
•

•

•




























































































































































































































































































