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ABSTRACT

.
0 . v

Approaches to the investigation\of myogenic and hormonal
contrpls in the mediation of gut.motility are well understood, however
méthodE to:ana1yze neuré]-control remain to be qeveloped. I have
developed a cannula system with nerve cuff electrodes, subserosal
bipo1ar electrodes, and extraluminal strain gauges to simultaneously
monit&; th; vagal nerve, myoelectric' (ECA), and contractile activities
jn chronic dogs.cTﬁé cuff electrodes were used to both stimulate ;hd
record nerve signals. Five hea]thy dogs- were implanted with such cannula
on the gastric area, with the cuff electrodes placed on the branches of
the anter1or nerve of Latarjet. The ccndition of the cuff e]ectrodes
were monitored by impedance measurements, while that of the nerves under
the.cuff electrode{,wére studied by electron microsqggy (EM). Three Timg'
Delay Estimation, (TDE) a]gorithms:_ﬁenera] Cross Correlatiop (&CC),

Smooth Coherence Of Transform (SCOT), and Maximum Uikelihood (ML)

_methods were simulated with three types of signals as 1nputs Band

11m1ted Gaussian White No1se (6WN), Sine wave (SINE), and Impu]ses of

random intervals (INP). Results of the ana1y5)s of the recorded neural

signa]s show that the thréé algorithms can be used to study the.sensory

and motor patterns of the compound nerve signals with the SCOT and ML

methods be1ng superlor "than the GCC method. The resu]ts from the EM

studies suggested that the cuff electrode caused loss of the myelinated
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axons and the larger diameter bnmye]idated axons. Based on the resylts—

of this study, relevant physiological interpretations were also - '
N discussed., . ’
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o~
.8 - -
M f

hd

(Iv)



[

ACKNOWLEDGEMENT
™,

[ am deeply grateful to Prof. N.K. Sinha for his guidance
and sypport during this work. My special appreciation goes to .
Pref. E.E. Daniel for his advice, guidance, encouragement, and
stimulacing discussions, especially concerning gastrointestinal
motility. His extensive khowledge and attitude towards scilentific
investigation has been an inspiration to me. Appreciation is also
due to Dr. S.N. Reddy for suggestions concerning signal processing
and support during the course of preparing this thesis.‘f

»_ﬁy special thanks.to Colin Wu for being always available as
a good friend and for.his ideas ‘and dicussions oq.graphic programming
\

which is an important part of this work. -

Without being exhaustive, I would like to thank the following
for their supporf during this uork:.Dr. S. Sarna for his initiation
of this project, Dr. L. Belbeck for his help in sur;ery,'Dr.‘I. Bérezin *
for her beautiful EM work, Drs. J. Fox and 5. Collins for their aince,
Mr. G. Shine for his ideas in electronic design, Mr. C. Ikeson for his
help'in_vnrious technical problems, and all my frieﬁds ;ﬁ the 4N75‘Lab.
for their support. In addition I would like to thank the Sulli;ans and
McTaggarts for their friendship and prayers. . | . . e
- jFinaiiy; my.wife, Brenda, for her{fndless patient, love, é&d
prayers through out ali these yearé; wiéhout whom I could not have

completed this work , -

(v) -



”,
. . TABLE OF—GONTENTS—
= PAGE
1 3 11 P iit
|
ACKROWLE DGEMENT S L . ottt et e taennreeeerneaaessnenoenenesesennsenenssans v
TABLE OF CONTENTS....oinntniintiniti it § ........ vi
1 ‘
LIST OF ILLUSTRATIONS. . o.venennnnen & e v et rerararareae xi
LIST OF ABBREVIATIONS........... e xviii
CHAPTER T INTRODUCTION. ..t vsnvenenresnnansnnrosnsnneoanannnns e, 1
1.1 Introduction...ceevieeeenanann .;.;.; .................. R |
1.2 Objectives of the research....... et edeeeetessaniseeeninasonuan 5
1.3 Organization of the thesis......... hetaaeeasansnn ........r....S

CHAPTER 1 REVIEN OF THE CONTROL OF THE GASTROINTESTINAL (GI) SYSTEM ..7

2.1 Introduchon ............ H4etetneesatnraanannnnsnsoanen el
2.2 General anatomy and funct1ons of the GI system....... eeaeeaees 7
2.2.1 Houth and esophagus..secuvcnennnenreres®™iiranenrnsnassa?d
2.2.2 Stomach......... Cevecucenesacententsaserztianesarnaernans 9
2.2.3 Small intestine...vecesuvsanaancs cerenes S SRS § |
2.2.4 Large intestine (colon)........... Pesetiasieecisasnasan 12
2.2.5 Rectum and anusS.....vcveeeenvescanancans S ¥4
2.3 General pFinciples of GI motility.......... P N %
2.3.1 mootH MUSCYE. seriennsrastoncossosnssassascsnssnanse cevessld
2.3.2 Control of Bl motility............ ceereaees ¥oveonns ...16
2.3. 2.1 Hyogenic control....oveeeinnecnnnnan eaee R 1
2.3.2.2 Hormonal control....uvvereinnnnennnacenennns veesslB
- 2.3.2.3 Neural control..c ceeineceannecannnan cecnans ceeel19
2.3.2.3.1 Extrinsic neural network.......iee.ee.s....2l
2.3.2.3.2 Intrinsic neural network........co0eveeieal23
2.4 Methods of investigating gastric MOLiTity.uerrunnennnnans -]
o ° - -
v . ’ <
(vi)
=3 . -



T~

‘ " TABLE :0F CONTENTS

k\ | | | | ‘z | PAGE

. . . L]
- 2.4.1 Myagenic activities......... eerem et aeeseeni 25
e 2.4.1.1 Serosé] recordings...ceeeievsiianranasncsancrnans 25
2.4.1.2 Intraluminal recordings...... Ceseresannnnsrnnnans 27
2.4.2 Contractile activities.......cociieiiinennsnsnnnnannans 28
2.4.2.1 Extralumingl Measurements......oeeesesenenes ... 28
2.4.242 Intraluminal pressure measurements............... 29
’ 2.4.3 Neural activities......... Creeiaes PR P 1.

]

' . . ) - ‘u - -
CHAPTER III MATHEMATICAL BACKGROUND FOR THE ANALYng OF THE NEURA}L

SIBNAL. . it iieeircnnecnnensasasesnnnns tetnseaenas taseranses 32
" ’ . o '

3.1 Introduction......ccvvvnnn. Veeeeenes Ceereransenasanas Ceiaeas 32
3.2 Review of the neural system........ eeeen B 32
3.2.1 The neurén tieseasaaes Aeesesensnianiicncnncnnanans cee..33
3.2.2 Generation of nerve impulses..... ceenaens terevesarerens 35
3.2.3 Propagation of acticn potentials.......... sasensaesness3B
3.2.4 Mode of recording nerve impulses.....eeececrecaccnannen 39
3.2.4.1 The monophasic ¢onfiguration......oeceevuiennsss 82
3.2.4.2 The biphasic configuration...... P Y X

3:2.4.3 The triphasic configuration......... Y 1

3.3 étatistiéa]‘properties of neural signaTs...;..;..............46

3.3.1 The action potential as a signal.......... ceevsencensnddb,
3.3.2 Summed impulses as the neural signal............%......45

An approach to the analysis of nerve signé1s..f.......,......51
The properties of crossicocielation.................,........55

www'
« s .
- Y

Cross-correlation algorithmp.......... ceesee R PR TTT TR R }
3.6.1 The General Cross-Corkelation (6CC)........ P . .4
3.6.2 The Smootifed Coherencé”TFBhsform (SCOT)uuneencananannaa2
3.6.3 The Maximum Likelthood (ML)} estimation,..... cenaes .eo...b4

'-‘ (Vii) .



AN
TABLE OF CONTENTS .
a ' . PAGE
v ‘

CHAPTER IV MATERTALS.AND METHODS......vvieviiiionenarnsionnsnsransanss 66
4.1 Introduction. ..o ininiinnsneeneiieenensnsneasnnansnsnasaanns 66
4.2 Materials and methods for making various transducers......... 66

N f
4.2.1 Nerve cuff electrode........iiiiiiiiiniiirenrnannanns 66
4.2.1.1 Materials and procedures for making the cuff

- BleCErO0e. tuvinrievrriirensoncraresarsssraceanans 68
4,2.2 Contractile force transducer (strain gauge)......... v s 70

. 4.2.2.1 Materials and procedures of making the contractile
“force transducer...qg-v-eriiiieciieiiniiiinaaas 70
4.2.3 Bipolar EMG electrode......civiiiiiinnriienisnnsnans P

4.2.3.1 Materials and procedures aking the pin
electrode.............. S 73
4.2.4 The overall cannula SYSteM...cveernieconanraanas eeess v 75
4.3 IMP1antation. ..euesesseeseeseeineenneanns. AT T 7
4.4 Instrumentation and recording..........ceiveuieiiesannense. 80
.4.1 Impedaffce measurement.................. ceresnans e .79
.4.2 Electron microscopic studies........ovvvviiloieeane... .80
4.5 The computer system................. eeeeressesenes FR 3
4.5.1 Data acquisition ....... wesseaasrenas Cerssnesane evees..83
4.6 Considerations for discrete or digital implementation ....... 85
4.6.1 Discrete 5ignals analysiS.c.eveeeeerereeeonssaneannssss85
4.6.2 Periodogram. cciveeresncencsnaesesocsaonansses eeeresss..88
4.6.3 Sampling rate and record 1ength .......... D 1
4.6.4 Truncation of data ......... Cesassasassssnaanaes . .91
4.7 Procedures for analyzing the data..... ........‘..:......m.<§;i2
(vliii)
M

e ey Reimim ey = T



a

t TABLE OF CONTENTS
. - ' ' PAGE
'S .
4.7.1 Preparatio;zbf Bata.eeeieenereneiarenaneennnenannns L...94
4.7.1.1 Simulated data....cvvemeiieniennnnncnns SR 94
4.7.1.2 Recorded rieural 51gna1s .......................... 95
4.7.2 Digital filtering ......c.uu. M it eeiee et es e, 95
4.7.3 Subtract meansS.......ciiiiiiiiniaann Nt esaseetetririann 96
4.7.4 Normalization.......vvivevvvinnnnrnnnns eterreanesaanna 36
) A.7.5 Windowing...eeeieeeeeonneonesananssesasessasonennannnns 97
4.7.6 Zero padding......cciviniiiinriainann M eeiieeseseaanaes 97
4.7.7 FFT computation......... ernevanis fheeeseereareananaa L :.98
4.7.8 PSD computation.....cverenenenianerooennnnsasonssanaens 98
‘ 4.7.9 Computation. of the Generahzed Cross Correlation (GCC).99
4.7.10 Computation of the coherence function................. 99
4.7.11 Computation of the Smoothed Coherence Transformation
., 1] 51 reeneaaaens 99
4.7.12 Computation of the signal-to-noise ratio............. 100
. 4.7.13 Computation -of the Maximum Likelihood (ML)........... 100
. 4.8 Display of results.........ooeenes,s temesaatiaens Ceeeiisraaes 101
v ) ) *
CHAPTER V RESULTS: SIMULATED SIGNALS ........ terrrrrareesen- SR ...102
5.1 Introduc£1on ............... Cersaenns teerseseans ttesedmasiinea 102
, 5.2 SIMUTAation details. .cuueueeneeererenneenncnaonnranaonaananns 102
5.3 Simulation with the' Gaussian Hh1te Notse (GHN).... ...... .s..104
5.4 Simulation with Sine Wave (SINE)...cvviiviiivaninnnss cereenas 115
, 5.5 Simulation with IMPulse (IMP).......... teverereaeas ceeteaans 128
-~5.§ Summary:...... PR B eiasaeessesacssssnerrasacesesnatttonnn 141
__GHAPTER VI RESULTS: NEURAL SIGNALS ............... ceeereses veeenna...142
6.1 INtroduction..eoeuieeeeeeeeaennnnnn e eeieerreeereaaana, 142
6.2 Typical recorded neural signals wtth correspond1ng EMG and
contractile patterns@.......... saetsscasererannsan R G 1 X
. 6.2.1 Synchrpn1zat1on of the neural activities with EMG
- _ . and contractile activities........oigeeeenn. Cesessanen 143
. 6 2.2 Alternating f1r1ng f1r1ng patterns ﬂﬁtween ad jacent
NEYVeS. ciiiieveennaseinenanans tessearaasasas S 147
s 7 (ix)
L]



6.

3

arr

TABLE OF CONTENTS

‘ PAGE
Typical sensory and motor neural patterns......cevievennnnn. 152
_—P——'). ’

6.3.1 Patterns during active contractile periods............ 152
6.3.2 Patterns during quiescent periods............ tereesas w159
6.3.3 Cross-correlation of highly damaged nerve trunk

STONANS e ereeranoorosnssasnnsssesasnsscensaanaees ¢.-w.164
6.3.3 Cross—corre]at1on of corrupted neural SIgnals sevairna 171
Sensory.and molkor patterns with respect to the duration of
e1ectr§ﬁ§‘7mﬁ1§2tat1on ..................................... 177
Results of stimulating the nervb of 1atarjet with cuff
=T o L - X 4
Results of st1mu1at1ng cerv1c vagal nerve with un1tary ’
TMPUTSES. it iiiiarnienramaisnsasascsosnssansanes wesasessssnas 187
Electron Microscopy (EM) stud1es ....... PP 1: - |
Impedance measurement of the cuff electrode...... teeerrenans 197

\

6.8.1 Impedance of average normal cuff electrodes...........197
6.8.2 Impedance of cuff electrodes with highly damaged nerve

trunksS..eieiiniiiieriincnine veseas cessrasrasenaresssal98

. CHAPTER VII DISCUSSIONS. .. iveirteeeensonnocnocnsanee vesaesanas ......;201
7.1 Introduckion. e eeerneennnee seanee 1] |

In
7.2 Simulation of the algorithms........cccvnuvn.. teeeas teetrenna 201
7.2.1 GCC method :........ cenens ..................Z.........202
7.2.2 SCOT method:.....coveuenennn Cerereans D 1 X
7.2.3 M method Py 1 1
7 3 Analys1s of the neural Signals..eeeeeaens certesasesns cesesena 207

5 ,-.r.J ’ :

CHAPTER VIII CONCLUSION AND SUGGESTIONS FOR FURTHER STUDIES.......... 215
8.1 CONCIUSTONS. +ueeneennenegerereanennenes ceraes 4 L
8 2 Suggestions of further studIes..............................217
8.2.1 Improvement in data acqu1s1t1on.....:....?L‘g.........217

8.2.2 Physiological significance.......cceneeinninnnaa... 219

(x)



-

TABLE OF CONTENTS

PAGE
REFERENCES 1+ st e e eevstsnneeentnaeeseseneenssnnnesannnseeennnnnseennnns 221
APPENDIX A Procedure for ‘the preparation of st1mu1at1ng
the cervical nerve..s. ...... EETTEEPETPEPR PPN rererinaens 229
APPENDIX B*Circuit diagram for a low noise pre-amp]ifier ............ 231
. "
APPENDIX C Circuit diagram for a analog mu1t1p1exer and
demuTtipleXer. e ieiiiiieaireenonsosansosscaosnanansanas 232
\\ g i '
\\
AN
N
7 ._._/ ]
(
-
L]
(x1)



FIGURE

2.1
2.28
2.20
2.3

2.4
2.5

2.6

3.2
3.3a-c

3.4a
3.4b
3.5
3.5b
3.6
3.7
4.la-b

- r
LIST OF TLLUSTRATIONS

PAGE
Gastrointestinal tract of a dog...... N ettt eiaetit et 9
Muscle layers of the GI tract...uiieiiiiiiiiiiniiiiiinnien, 15

\
Smooth muscle layers of the stomach...............ccoiiiiins, 15
Typical relationship among ECA, ERA, and
the stomach contractile act1v1t1es of the antrum reg1on ....... 18
Simplified block diagram of the organ1zat1on
of the extrinsic and intrinsic. neural network.............uus. 21
Some interconnections between the B
intrinsic and extrinsic NerveS. ... ..vieiereienaivraasanennenn, 24
Pin and wire electrode for the myogenic activites....... fesaen 26
Basic structure of a myelinated neuron.......ccivevieniinian.. 34
A typical neural:action potential.,................ D R 1
Typical wave shpae from three different.
extracellular recording configurations: ) .
(a) monophasic, (b} bipaftsjc, and (c) triphasic............... 42
X . . ,

The Dirac impulse function......... eeaanan ceenenn Ceeeanaans 47
A train of impulses....... POCEERRTL tersennans ceeeaaees nevranas 47
A simplified nerve cuff electrode........coevuennnn, e eeaeteaeas 52 ©
A equivalent signal flow diagram for Fig. 3. PP TRRE 52
A typ1ca1 cross- corre]at1on functlon of x(t) and Yt eienennns 58
The pre-filtered cross-correlator ........ PPN -.5..L.£ ...... .59

Diagram of the nerve cuff electrode
(a) Sideview of the neural cuff electrode, . -
(b) Cross sectional view of the electrode...................;.64

(xid)



FIGURE

4.2

4.3
4.4

4.5
4.6

4.7"
4.8
5.1
5.2
5.3

5.4a,b

5.53,b

‘5.6a,b

LIST OF TLLUSTRATIONS

PAGE
Structure of the contractile force
transducer (SErain gauge)....eieeeeeieereenaserornnscoann \‘ ..... 71
Diagram of the'pin EMG electrode. i eiiiiiniriiiiiennaannnes 74
Location of the implanting site of
the various electrodes..... RE R N iteeesiiecrearanana 7
The block diagram>of the recording /// :
instrunmentation for this study......... cieiieiiiiiinniennenn 79
The computer system for the acquisition
and analysis of neural signals..........cc..ue.e. Y . ¥4
F]ow dlagram for .the data sampling program.........., ......... 85
Procedures for analyzing the recorded neural signa]s ....... ...93
The average estimated croSs;corre1ation peak
‘values using the three estimation algorithms: -

. GCC, SCOT, and ML with GWN as the inputs...eieeiriiieesnonnes 106

The standard deviation of the estimated
cross-correlation function using the three estimation
algorithms: GCC, SCOT, and ML with GWN as the input..........107

The average deviation of the estimated : :
peak locations from the actual peak 1ocat1on s, .

with GWN as the input data.........eovevniivnnniennnns teenaes 108

The estimated cross-correlation as a
function of number of lags and SNRs obtained -
from the GCC method with GWN as the input data ......... eeaan 109

The estimated cross-correlation as a
function’of number of lags and SNRs obtained )
from thq §COT method with GWN as fhe input data.............. 111

The estimated cross-correlation as a

function of number of lags and SNRs obtained .
from the ML method with GWN as the input data................ 113.

(x1ii)



5.15 .

FIGURE
5.7

5.8

5.9

5.11

8.12a,b
5.13a,b

5.14a,b

5.16

LIST OF ILLUSTRATIONS

PAGE"
Waveshape of the sinewave data sequences
of 1.5K Hz corrupted with GWN data .
sequence with a SNR of 0 db....0evvvvennn.. L Lol 117
The power spectrum density (PSD) of the waveform )
shown in Fig 5.7. The peak in the PSD at 1.5K Hz
corresponds to the sinewave- frequency ........................ 118
The average estimated cross-correlation ia
peak values using the three algorithms -,
with SINE wave as TnpULS....uuueriereerernnesosrassnnnrasnnas ‘119
The standard deviation of the estimated -
cross-correlation function usingsthe three estimation
algorithms: GCC, SCQT, and ML with :
SINE wave as the dnputs... .l . eiieiniidiisnrnnnninrennnnnnns ..120
The average deviation of the estimated
peak locations from the actual peak locqtion ................. 121
The estimated cross-correlation as a
function of number of tags and SHRs obtained " ‘
from the GCC method with SINEwave as the imput data.......... 122
The estimated cross-correlation as a o "
function of number of lags and SNRs obtained -
from the SCOT method with SINE as the input data............. 124
The estimatej cross;correlation as a
function of number of lags .and 'SNRs obtained. . )
from the ML method with GWN as. the input data................ 126

Waveshape of the 1mpulsq‘data sequences

corrupted with GWN data sequence with a SNR of 0 Burrnnae.aa130

The power spectrum density (PSD) of the
impulse' data sequences corrupted with GWN , '
data sequence shown in Fig 5.15...ccicuinecnnnnnns Cerraesaes 131

‘The average estimated cross-correlation

peak values using the three algorithms: ' '
GCC, SCOT, and ML with IMPulse as inputs..... sesssanaa veeeesal32

 (xiv)



FIGURE
5.18

5.21a,b
5.22a,b

6.1
6.2

6.3

6.4

6.5

3

LIST OF JELUSTRATIONS
: PAGE

.

The standard deviation of the estimated :
cross-correlation function using the three est1mat1on

algorithms: GCC, SCOT, and ML with IMPulse ag the inputs..... 133

The average deviation of the estimated
peak locations from the actual peak location, N
with [MPulse as the inputs.....cvvninienennnnnns P ve..134

The estimated cross-correlation as a
function of number of lags and SNRs obtained from

the GCC method with IMPulse as the input data................135

The ‘estimated cross-correlation as a SN
function of number of lags and SNRs obtained from

the SCOT method with GWN as the input data...... P K ¥

et

The estimated crdss¥corre1ation as a
fun¢tion of number of lags and SKRs obtained from

the ML method with GWN as the dnput data.............. vee&..139

An example of scychronization of neural r

activities with the corresponding EMG - :

and contragtile activities of the corpus (E4,54}, "

the antrum {E3,E2,52) and the duodenum {E1,S1).cciiuucnns “oeso145

An example of a 16ng duration alternating
firing patterns between N1 and N2 shown

"with the.EMG and the contractile patterns of ' .
~ the corpus {E4,54) and the antrum (£2,S2) areas........ eree.a148,

An example- of the short durat1on-type

of alternating neural firing pattern.....;;...... ....... ceeas 150,

Crosé;correlation between two channe (N21,N22) .
of the recérded neural signals.during“the.

contractile period. The cross-correlations ' <

using GCC, SCOT and ML methods are shawn

in Fig 6.4a, 6.4b,"and 6.4c respectively. .h....;' ..... iee...154

The peak values of. the sensory and the

motor cross-correlation by SCOT technigue
with respect to time from Fig 6.4b. Downward .
arrows indicate peak of contractions..... eeesrdeennnes ‘ee..158

.

(:;v)



LIST OF ILLUSTRATIONS

PAGE
FIGURE
6.6 Cross-correlation between N21 and N22.
When there are no measurable contractile activities.......... 160
6.7 ° An example of the neural-signa1s'N21 and N22
‘ from a damaged nerve trunk and its corresponding
contractile and EMG activities..........ciiiiininnnnns feseeae 165
6.8 The cross-correlation of the neural signals (N21,N22)
from a highly damaged nerve trunk (Fig 6.7, Box A).......... 167
6.9 Example of the' neural signals corrupted .
with movemert artifacts and the corrgsponding
EMG and cofitractile activities.......ooiiiniiiiiiiiiiiiinen, 172
6.10 The cross-correlation of the neural signals )
corruptéd with movement artifacts....... treesiaas secenennene 174,
6.11 Series of sensory and motor patterns
= with respect to the duration of the
© cuff electrode implantation,........ et esateeiatreraaaisnanans 178
6.12 Average sensory peék locat@en vs. the
implanted duration of the nBrve cuff.....ccoiiiiiinnnsn erreen 181
6.13 Results of stimulating the nerve of —
Latarjet using cuff N2 with stimulus
parameters of 10V, 6 pps, and 1 msec in duration.......... ...183
6.14 Results of stimulating the Nerve-of
Latarjet using cuff N1 with a . .
parameter of 5 V, 3 pps, and 1 .msec in duration.............. 185
6.15 *  Averaged impulse obtained from 64 . .

stimulation impulses from the Cervical vagal nerve........... 188

6.16 Low magnification micrograph of a cross¥section
of the vagal nerve (nerve of Lartarjet) o
from a control dog.....c..... cieessesescrennaas seesseasseasaaldl

.6.37  Low magnification micrograph of a cross section
taken from nerve which had been enclsed '
in‘a nerve cuff over a period of 3 months.......... ceeaeeasal 191

-

(xvi)



FIGURE
6.18

6.19
6.20
6.21

6.22

6.23

LIST OF ILLUSTRATIGNS\

PAGE

High magnification micrograph of a

cross-section of a control vagus.....oveviincuiicniinnnnanans 193

High magnification of a cross-section

taken from nerve which has been enclosed

in nerve cuff over a period of 3 months.......cocenuvnn.. .. ..193

Cross section og a nerve which had

been enclosed in the nerve cuff

aver a period of 3 months. ...iiiiiiinnenninnscnsrcnnnnnasoas 195

Cross section through‘severe1y damaged

vagus, which had been enclosed in a nerve cuff

over a period of 3 months. .. virenieerenreinacinncsnnanes we..195

The average impedance of 6 cuff electrode

as function of frequency and days...... cvssrentersraresressans 199
"The average impedanbe of three cuff electrodes

with highly damaged nerve trunks.....ceceavesneaceonnss veseen 200

"y



LIST OF ABBkEVIATIous,
BER - Basic Electric Rhythm
DET -'Discr‘ete Fourier Transform
@8 - deciel
ECA - Electrical Control Activity
" ERA -‘E1ectr1chl Response Activity -
EMG - Electromyogram, '
FFT - Fast Fourier Transform
FT - Fourier Transform
6CC - Geneiai Cross;Cbrre1atjdﬁ
GI - Gastrointestinal
‘GKN -IGaussian White Noise
W - impulses
ML - Maximum Likelihood ,
PSO. - Powér Spectral Density "r | b
SCOT - Smoothed Coherence Transforym
" SINE - Sine wave '

SNR - Sign51;to;Noise ratio

" (xviil)

-



CHAPTER I

INTRODUCTION

-

1.1 INTRODUCTION

Gastrointestinal (GI) motility invo]v;s'the study of the
function of the gut as the ingested material is mixed, triturqted,
digested, absorbethand propelled. The various organs of the GI tract
inc1ude the esophagus, 1iver,.pancreas, stomach, small intestine, and
large intestine. ﬁSpecific mdti]ity patterns'in response to the ingested
materiai are brought about by the integratibn, in time and spé;e, of
thfee.control system: myogenic, neural, and hormonal. These functions
' almdst always operéte inter}dependent]y. However, it is thought that

the-myogenfc control system %s'thg one ihmediately‘responsibjg fo; the
. control of &1 motility [Daﬁ}el et a1'1960]; The myogenic control system
"Ys in turn mbdulated by the hbrmoﬁa1 and néﬂral contfol systems. '
Cdmponehts of the hormonal control system are activated gn response to

the various types of ingested matEria1 and may modulate myogenic control

dfredt]y or indirectly by affecting neural controls.. The neural control |

system is browght about by the activation and integration of both -

intrinsic (within the gut ﬁa]]) and extrinsic nervous §ystems, fnitiated ‘

by stimuli external and internal to the gut and §§fected by horﬁona]\
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controls [Debas et al 1975, 1977, Fox et al 1980].

Consequently a study of GI motility necessitates the hbnitoring
of the .three control activities. In this PMegard much attention has been
devoted toward understanding myogenic activity énd its Ebdu1ation as per
input from other systems by monitoring the electrical and contractjle
signalé with electred€s and strain gauges respectively, both in ;Lmans
and animals [Bortoff, }975; Daniel and Chapman, 1963; Daniel and Erwin,
1968]. The role of various hormones in gut motility are usually
analyzed by monitoring blood samples and ﬁyogenic activities [Debas et
a1, 1975; Fox et al, 1977]. N o
. " On the other haﬁg, not much has been Sccomp]ished'in monitoring
thé neural activities in relation to myqgenic activities. The 6l t?acf
is richly innervated with an ihtrinsic’“éura] network embedded‘in the
intestinal wall [Furness and Costa, 1980]. The intrinsic nervous system,
appears to be capable of modulating_the myogen%c activitie; without

-extrinsic inputs [Kelly and Code, 1969; Papazova and Atanassora.1972].
Ihis'is pogsible, because the intrinsi;-né?ves have:both sensory and
motor components. The extrinsic nervous system appears ﬁo influénce GI

. motility mainly via the iAtrinsic nervous sttem.'but the nature of the -

interactions between the extrinsic nerves, intrinsic héives. Snd the .
smooth musc]e.céf]s rgmainsjﬂﬁéfear.

Our presen;_knowledge'of'thé neural control,of GI motility is

main}y basédaon acute ig;¥j!g'experiments in anesthgtized animals or on
in-vitro studies of isolated éut tissues. These haaever pose

significant disadvantages (discussed in the next chapter). Milan and.

2+
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Roman [1978] have studied unanesthetjzed.aniﬁals by suturing the qual
motor fibers, some of which are involved in central nervous system.
conf;ol of gastric {stomach) motility, to the peripheral end gf the ieft
phrenic nerve (nerve that innervates the diaphragm). The'aéfivity
hatterns of‘the motor unifs of the innervated diaphragmlétudied in
parailel withthysiologica1 variables affecting gut motiiity provided an
indication of the nature of the vagal motor fibre activity. Hall and
Diament [1982] studied the problem in unanesthetized animals in-vivo by
block ing the cerv;cal vagatl nerves by cooling and examined the resultant
changes in motility paéterds. The findings of both theseiinveét{gators

\'suggest that the vagal nerve plays an important role in the control and
coordinatﬁon-of gastric motility. However, neﬁra] activities and theijr
corresponding'motility patterns have not been reported in conscious
animals. '

Iﬁ the.ahsence of sufficient data, it is not possible to
undBrstand the integration of the heura]-contro]s with the Tyogenic )
controls., This lack of information is mainly due to the difficulties
encountered in developing techniques for implanting electrodes on the
gut nerve trunk and for recording andhanalyZing low amplitude nerve
signals. - S L )

Within a;nerve'bundle;‘whichjéan consibt of thousands of nerve
fibres, each fibre cad génerate'characterigtic tion potentials {next

chaptef). Recdrding'separately‘from the;e individual f%bre yields an

impulse 1ike waveform [Davison and Grundy, 1978; Grundy et al, 1981;

Hi]an and ‘Roman, 1978]. These individual fibﬁes,'houevér, can fire

LI
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synchronously or asynchronously, independent of each bther. Let M be”
the summation of all the individual fibre potentials at any instant time

then,

-

N .
H(t)='2 Nt} 1.1
i=1 :

Where n. js the instantaneous potential produced by the ith nerve fibre.
As pe; the Central Limit Theorem [Papoulis, 1965], M(t), approaches ‘a
Gaussian probability distribution as the number of samg]es (N) increases
without bohnd,an& so long as the n. (t) are independent. Hence
recording from a large nerve trunk tends to yield a random waveform.
Thus these nerve fibres may, at a given inséént, carry sensor} or motor
impulses by virtue of the nerve consisting of both sensory and motor
fibres. In order to understand the mechanism of the extrinsic neural
control of the GI system, it is necessary to be able to separate the
distribution of motor ;ﬁdrsensory signals from Epe measured compound
s%gnsls; and correlate them to the underlying GI motility patterns.

| More than any other organ system of the body, the GI tract

consists of an heterogeneous collection of dissimilar organs, i.e. the

structure and functions -of, for example, the esophagus and the stomach

are as dissimilar as are those of the small-and the large “intestine.

This gissimilafity among the functions of the componenté of the systems
adds complgmity to the study of the GI'physio1ogy. This thesis deals
with the stomach (gastric) and duodenum (proximal part of the small

iﬁtgst}ne] portion of the Gl system. The techniques developed in this

1
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study, however, can easily be adapted to any other portion of the GI

system. ",

1.2

1.3

OBJECTIVES OF THE RESEARCH

-

The objectives of this research include:

(i) the development of aﬁ instrumentation system to record
neural signals inne;vating the stomach in conscious anjma]

. chronically (in?vivo) jnc]uding a cannula system consistiﬁg
of electrodes and strain gaﬁges for imp]antation;-

(ii) the development of compJ%er algorithms to explore the:
sensory and motor neyral patterns from'the recorded compound
neural signals; '\_; < |

(it1) the study of the recorded neural signals: "

(a) for the distriputions of the motor and sensory
activities from the measured eompound neurél signal
using a laboratory oriented personal computer system;

(b) the carre1ation of the motor and sensory activities to
the correspondinb contractile activities; and

(iv) the evaluation of the effects of this'ihstrumentation-on
nerves. |

: R
ORGANIZATION OF THE THESIS

-3 . o i

The organization of this thesis is as. follows: -

y



Chapter Il deals with a review of the general anatomy and
functions of the GI tract, the control of GI motility, and methods for
investigqting gastric motility. Chapter III deals with a basic review
of the generation of the néura] signals, their statistical
characteristics, and algorithms for estimating the sensory and motor
patterns from the recorded compound neural signa]s.\ The procedures for
fabricating the various electrodes, instrumentation requirements,
computer facilities, and implementation of the various algorithms iq:
analyzing the neural signals are given in Chapter IV. In éhapter v, the
performance of the various a]gorithWS'ape evaluated using three
different simulated signals. In Chapter VI, using the various
algorithms, the sensory and motor patterns o} the recorded compound
neural signals are analyzed under various conditions such as: during
ﬁériods of pontraftions; during quiescence; in the case of highly
damaged nerve trunk; and, signals contaminated with artifacts. The
conditions of the nerve trunk and of the cuff electrode studied by the

electron m1crosc0py and impedance measurements are given, The

discussions of the simulation results and analysis of the neural s1gnals

_ are given in Chapter VII. Finally conclusions and suggestions for

" further studies are given in Chapter VIIIL.
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L7 INTROQUCTION

review,of the physiology of the GI system is given. A detail

CHAPTER Tl

\
'

REVIEW OF THE CONTROL OF THE GASTROINTESTINAL (GI} SYSTEM

. \
In order to comprehend how the neural system influences GI

motility, it is essential to have a basic understanding of the

-

physiology- and functions of the GI:§y§tem. In this.chapter a brjef

/

description can be found in various physiology textbooks*and reviews
; N .

[Daniel and Irwin, 1968, Davisen J.5. 1983, Bortoff A. 1976]. Since

this thgsis deals with the neural activitfes of .the étomach (gastric

.

- system), the main-emphasis will be on the neural control system. The

i

organization of this chapter is as follows: (i) general anatomy and

functions of the 6I tfact;-(ii) review of the control . of Gx'motility;

M
. .
LY

ands ,(ii1) methods for investigating gastric (stomach) motility. <:;.

2.2 GENERAL ANATOMY AND_FUNCfIONS OF THE GI SYSTEM

LAFY
.
.

The primary function of the GI tract is to provide the body with
a continﬁous supply of water, nutrients, and éTectro]&tes and to remove
certain waste products. This is achieved by (i) facilitating the

4
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mixing, tritUration;.and movement of food through the 61 tract at an
appropriate rate; (ii) secreting gastric ju{ces and various enzymes for
the digestion of food; (i11) absorb1ng the digested food water, and
various electro1ytes and, (iv} secret1on of certain suhstances fpr

"purposes of excretion. The general structure of the G! tract of dog is

show in Figure (2.1}.
" ) .
2.2.1 MOUTH AND ESOPHAGUS .
As food enters the nouth, it is chewed into small pieces before

it is swallowed. Th1s chew1ng mechanism he]ps to increase the surface

area of the food exposed for 1ntest1na1 secretion which helps: d1gest10n

[

As the chewed food is swallowed and enters the pharynx (F1gure 2. 1), the :
upper esophageal sphlncter is opened a]low1ng the bolus to enter the
' upper esophagus by a natura]ly controlled mechanism, the per1sta1t1c -

wave. This transit requires 1ntegrated act1v1t1es of voluntary and

[T

involuntary muscles with the ass1stance of voluntary activities from the o

pharynx and is accomp]tshed in approx1mate1y l to 2 seconds The

L]

primary function of the esophagus is, to transfer food from the pharynx

|

.. to the §tomach. An esophagea] pe 1sta1t1c wave propels the: food
gpens the lower esophagus sph1ncter and

aboral1y to the 1ower esophagus
val]ows the bolus' to enter the stomach. NN o .

I .
v
. .

2.2.2 STOMACH

The main functions of the stomach‘are: (i) storing'the'largel.

N
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quantity of food until it can be transported and accommodated in the

" Jower portion of the GI tract (the fundus, which undergoes receptive
relaxation); (ii) mixing the food with gastric secretions, and
triturating it until large partic]es are broken down to an appropriate
size; and (iii) emptying the food into the duodenum at an Sppropriate
rate correeponding to the type of food. Anatomically, the stomach can
be'dfvided into three parts (Figure 2.1): fundue; corpus, and antrum.
As the food enters the stomach, it is stored in the fundus and the
corpue region. These two regions, mainlu the fundus, relax and increase
in volume Progressive]y with 1ittle increase in pressure (receptive
relaxation) to aecommodate more food. The gaStric juices‘are secreted
~Erom the secretory glands of the §tomach which cover almost the entire
wall of these two regions. .The food stored c]osest to the stomach wa]]
directly contacts the oastric juices. Within a short perwod after the
food enters the stomach regu]ar rhythmic contractions occur in the
gastr1c corpus and antrum In general these rhythmic contract1ons
or1g1nate around the corpus reg1on and propagate with 1ncreas1ng
.intensity and ve1oc1ty towards the py]or1c reg1on "This peristaltic
‘type of contract1on is also cal]ed the mixing wave As thE'perista1tic l
wave squeezes the stomach contents towards the pylorus ring, the pylorus
contracts and closes. Prior to its closure liquid and some gastr1c
particles of diameter less than the resting diameter of the pylorus. are
eipe]]ed The maJor1ty of the chyme is retrope]led from the py]or1c
ring towards the corpus, thus resu1t1ng 1n a mixing and tr1turat1ng

' action This actlon helps to prevent (1) the undigested large food

part1c1es from entering the duodenum, and (11) the reflux . of duodenal
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contents back ‘into the stomach and reduces dqmage to the stomach. fhe

antral peristaltic wave, when active, occurs at a a max1ma1 rate of
approx1mate1y 3 times per minute in humans and $§ per minute in dogs as
per the rate ECA. After the food has been ,thoroughly m1xed with the
gastrig secretions and triturated, it is passed down to ‘the small
intestine. . The food at this stage 1s milky, semifluid, and is called
chyme, which has already undergone- some digestion bylgestric secretion

enzymes.

2.2.3  SMALL INTESTINE

y ,
The sma]l intestine which is the longest portion of the GI tract

cons1sts of duodenum Jjejunum, and 11eum (Fig. 2.1). The major

functions of the sma]T.lntestlne are: (i) secret1on of digestive

[y

enzymes, and mixing of these and b11e with chymez i.e., digestion of

chyme (i1) absorpt1on of nutr1ents, and (iii) propulsion of the chyme

'toward the Iarge 1ntest1ne The chyme is propelied through the small

_intestine by per1sta1t1c and non-peristaltic waves whlch a]so help to

spread the chyme along the smal] 1ntest1na1 wall for opt1ma1 surface

contacts This contract1le act1v1ty usualTy great]y 1ncreases

- immediately after a meal. The chyme- may be he]d up at the 11eoceca1

" valve for a few hours until mqre food 1s eaten Another functﬂon of the

.-’.

" ileocecal valve is to prevent the backflow of feca] content from the

: colon into the small 1ntest1ne

if
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2.2.4 LARGE INTESTINE (COLON}.

1

The basic functions of the colon are: (i) the absorption of

water and electrolytes, (ii) sforage of fecal matters until absorption

is completed or until defecaticn is possible, (iif) defecation at an
” T

appropriate time. The colon basically consists of three parts:

~

ascending, transverse, and descending colon. A short sac-like area

e

where the ileum joins the colon is calted cecum:f”fﬁ'humans, though not

in dogs, an appendix is present on the cecum; both cecum and appendix

appear to have no significaﬁt functions in these sbecies. Most of the

water and electrolytes are absorbed in the ascending colon, and some in

‘the transverse colon. One of the important functions of the descending
1Y

colon is the storage of the fecal matters. The movyments of the colon

“contents are mostly sluggish, and bring about ﬁixing but not propulsive
type of contractions. In the mixing movement (also c¥led haustration)

-the fecal material is gradually exposed to large jnteétina] surface for

the absorptipn'of water and electrolytes. The propulsive movement (aTso
called "mass movement") occurs infrequent‘:'ly around the transverse and

the descending colon fércdng the fecal material to;%rds the rectum.

. ’
-~ . ’

2.2.5 © RECTUM AND ANUS - , - :

The excretion of the waste material, known as defecation, is
controlled by the anus and voluntary abdominaT_contractidn.l The anus

dohsists of an internal anal sphincter, and an external anal sphincter.
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As the propulsive movement pushes the feces towards the aéus, the
jnternal sphincter is relaxed. If the external sphincter g]su relaxes
defecation will occurs. The external sphincter, like the abdominal
muscle, can be controlled voluntarily, to enable defecation to occur at

a suitable time.

2.3 GENERAL PRINCIPLES OF GI MOTILITY

One of the most important features of the GI tract is the
invo]untary‘se]f-regulatign process that keeps the food meving at an
éppropriafe pace ;lsiow enough for trituration, digestion, and '
absorption but fést enough to provide the nutrients needed by the body.
On]y swallowing and defecation are subjected to VOluntary control. The
pagz of mzyement varies according to the spec1f1c funct1ons of the
correspondlng port1ons of the GI tract and their contro]s. The. {

movements take many forms and are termed " motility ". "The basic unit

that supplies the power for motility is the smooth.muscle cells. -

2.3.1  SHMOOTH MUSCLE
' \

e

‘Smooth muscle is one of the three types of muscles that make up
the .musculature of the body. The other two types of muscle. are striafe&
(skeletal) muscle for body movement, and striated cardiac muscle fof '
heart functio; \Smooth muscle is found in the 6I tract and other
hollowed structura organs such as the bladder, uterus, and bleod

vessels. These muscles are controlled or regulated by the autonomic

. o b
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nervous system., For the GI system, especially the small intestine—and
séomach;‘the'smooth muscle cells are mainly arranged in two layers with
the outer layer long}tudina1 to the gut axis oriented at 90" to the )
inner 1a9er which is the circd]ar layer (ngure 2.2 a,b). When one or
more of the circular smooth muscle cells are stimulated and depolarized
. prior to contractdon, the electrical changes can.be transmitted to the
'adjacent smooth muscle cells through cell contacts, known as gap
Junction [Larsen, 1983]. Longitudinal muscle contains fewsor no gap
“junctions [Daniel, 1977] and membrane potential chdﬁges are transmitted
to other ee11s in this layer by .other junctions. In tHe esophagus,
stomach and small intestine, only the circTe musc]e layer have gap
Junct1ons and there may be none in the muscles of the colon [Daniel,
unpub11shed] Smooth muscle cells innervated by 1ntr1nsjc gutlnerves do
not have the c]assjca] post;synaptic structure (end;plate) as de'the .
‘ske]eta1 muscle cells [Katz,. 1966; Burnstock, 1979], The response of
the smooth muscle to neural.stimulation_is much slower because of the
. greater space betwéen nerve reled;e site and emooth muscle response
site. - ) |

The GI tract smooth mhsc]e, like most of the other types of
smooth muscles, exh1b1t both tOHTC contract1ons and rhythmic or phas1c
contractions.. Ton1c contract1ons usua1ly are cont1nunus or long lasting
up to minutes or even hours.hjhe degree of the tonic contraction of the
specific segment pf the 61 tract dnd'the resistance of adjecent segments
'to.volume_decrease in that segment determine the intensity of steady

rpressure at the corresponding site. At the lower esophageal sphincter, -

pyloric, ileocecal, and anal regions, there are often muscles uhdergoing
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Figure 2.2a Muscle Layers of the Gastrointestinal Tract
¢

longttudinal muscle A crculaf muscle
n;cr:_o_n\génen‘t <.+ - arrangement -

4

Figure 2.2b Smooth muscle Layers of ;the stomach
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2.3.2.1 HYOGENIC CONTROL -~ .
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continuous tonic contractions which p?event transit of food in either
direction except wheeref]ex relaxation occurs, thus regulating the
mixing, onward propagation, and ref]ux. '

‘\ The rhythmicity of contractions varies in different regions of
the GI tract. For example, in humans, the rhythmic contraction of the
stomach is approximately 3 per minute (5 per minute in dogs), 12 per
minute ih the duodenum (18 per minute in dogs). This ‘rhythm is ' '
détefmined by the myogenic electric control system (siow waves, pace-
setter activity, electrical control activity) -of ‘each reg}gn discussed
below. . '

2.3.2  CONTROL,OF THE GI MOTILITY

There are baéité]]y three factors that control the 6I motility

-

. » .
viz., myogenic, hormonal, and neural as discussed below.

- . ! [ Wi

-

. The smooth muscle of many parts of the qut exhibits rhythmic '
e]ectr1ca1 activity wtthout the 1ntervent10n of extr1n51c neura1 and
h6’hona1 act1v1ty It has been c1a1med tﬁﬁl ‘these rhythm1c oscwllatlons

or1g1nate from the 10ng1tud1na1 muscle layer (F1guF§b2 .2 a,b) [Bortoff

+.1975], but this is st1ll uncerta1n _.The rhythmic phenomena 15 caused by

the osc111atory ionic f]ow across the membrane, of the Smooth muscle

cell. Detailed descriptlon of the osc1]1a§2ry 1on1c flow can be found

. ~ . Y . i . .
in [Daniel and Sarna, 1978]. This rhythmiélbscillation is variously

< - -

n
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known'as slow wave, pacesetter pgg;;~1a]. electr1ca1 control activity
(ECA), or basic electric rhythm (BER) [Danlel and Chapman 1963, Sarna
et al, 1971, and Bortoff, 19757. Muscular contractmn takes place in
response to a second rapid potential associated with increase in
cytoplasmic Ca**; the potentials can be initiated during the'depoTar‘%zed~
phase-of }he slow wave and therefore occur superimposed-on the slow
wave. These-rapid potentials are usually called fast action potentia]s;
spike activity, electrical response'activity (ERA}, or simply spike
burstg. For ihe remainder of the thesis, the slow wave will be refgrred'ﬂ'
as ECA and the‘fast waves as ERA. Since spikes occur only once ber
given cycle, the frequency of the ECA appears to control the occurrence
qf the E é;;illatory response [Daniel, 1977; Bortbff, 1975]. A
typicalgiélationship ameng ECA, ERA, and the stomach contractile

activities of the antrum region is shown in Figure 2.3.
2.3.2.2 HORMONAL CONTROL - TN

7 Recént studies 'Danie]‘et al, }983] sﬁow'that many GI horménes'
may exeft their control of GI motility fhéoﬁgh‘effecfs on intrinsic or'7
extrinsic nerves and SO t1mes d1rect1y on smooth muscle of the gastr1c A
system. However it is 1ff1cult to quant1fy the 1mportance of their
role because of dlff1cu]ty in separat1ng out neural, myogen1c, chemical
gnd other influences on the motility. A detailed review of the éctién

_of GI hormones is given in [Glass, -1980].
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2.3.2.3 NEURAL CONTROL

" The basic function of_the central_nervous system nhich includes
. . . <

.-the brain and the spinal cord is to transmit information from one place

to another and to process and integrate the information according to the
stimu1us received. The information is transmitted in the form of
1mpulses via the nerve fibres. The nerves are a]most a]ways arranged in

a group of parallel f1bres ca]led nerve pundles. The overall pattern of ’

‘these impulses from a single nerve fibre or a nerve bundle is called

1.

nerve signal.
l

The pathway whereby'.the centra1 nervous system transm1ts neura1

: s1gnals to.and from the gastr1c system is known as the autonom1c nervous

system ~ This system cons1sts of two’ maJor systems: sympathetlc and °
parasympathet1c fvagal or sacra]) ‘systems, e cen oversimp1iﬁy py :

stat1ng that these two systems have opposite functions: one stimulates’

. and the other inh1bits the motor'act1v1t1es,.1 e. st1mu1ation of the

’ '

fvagal nerves general]y exc1tes the stomach wa]l whereas st1mulat1on of

the sympathet1c nerve 1nh1b1ts the. act1v1ttes of the stomach wal]

[Daniel .and Sarna, 1975 1976]. Sensory s1gnals from the varxous parts '

. of the Gk tract are transmrtted via these systems to the bra1n stem and

sp1na1 cord, which then in turn relay the appropr1ate reflex response as

motor signals back.'to the correspond1ng location.. There are a]so

“QQngléa outside the CNS that perform integration of gut neural control.

Those nerves, that are located ocutside the GI trect wall are called

extrinsic nerves. In addition therg is dnother important set of nerves

.
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embedded in the tract wall called intrinsic nerves. The simplified
organization of these two neural networks is shown in Figure 2.4.
o ) b

1

2.3.2.3.1 ETTRINSpF NEURAL NETWORKS P
R :

The extr1ns1c neural network ConSTStS of parasympathet1c ;nd
sympathetlc nerves 1nnervat1ng the ent1re GI tract. Thg vagus nervesbof
the parasympathetic system mainly innervate the upper port1ohs of the GI
tract from the bra1n stEF~4whereas the sympathetic system nerves aré
mostly from the spInal cord (Figure 2.4). The branches of the“vagus
‘nerves that innervate the stomach are caTTed the nerves of Latarjet.

The d1str1but1on of exc1tatory vagal fibres of the nerves of Latarjet on

~ a.dog stomach wall is given in {Daniel et aT, 1976]. It is thought that

less than 20% of these nerves are efferent (motor} fibres while more'

" than B0% are afferent (sensory).fibres [Agostini, 1957; Abrahamsson,

1973]. However the degree and .the nature the extrinsic nerve control
varies along the-different pérts of-the.Gl tract. §x£;Tnsie nerves play
mare importanf roTe in’ the esophagus and stomach thdn “in the small

intestine.’ Due to the independent functional capability of the

_intrinsic nervous system, most parts of the GI can function almost

normally even without the extrinsic neural supply and most parts can

" adapt their functions to the absence of extrinsic neural inputs. The

role of the extrinsic nerves thus .appears to be to modulate the
intrinsic coptrol. The exact mechanism of the neural control of GI
motility remains unclear.

¢

Our knowledge of the extrinsic neural control on GI motility is

. 4

-
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mainly based on stddﬁes involting the removal of the extrinsic-neural
supply to the various eortion of the GI tract and observtng changes in
the corresponding motility patterhs. In the stomach region,_attef
severing the vagal nerves (vagotomy}, the fundus no 1onger_shows
relaxation after swallowing, resulting~in a decrease in the storage
capacit% of the stomach [Cannon 1911]. The intragastric pressure is
higher than normal and the peristaltic force.a1so weakens at ieast at
the initial few months [Jansson 1969, Wilbar and Kelly 19($]. Also -
- after vagotomy, emptying rate of solid food is decreased, Qhereas
emptying rate of iiqaidslis.increased. _This suggests that centractions

in the upper portion.of the stomach increase the emptying of 1iquids,
! - .

whereas weakened peristaltic force at the lower portion of the stomach

delays solid food emptying. _Immediate1y after vagotomy, the electrical
‘ activities, ECA and ERA, temporarily show total disorganizations-and
hence the contracti1e actiyities are not synchroeized‘[Ke11ey and Code,
1969; Papasova and Atanassovay 197%]; Usually after about a week, the
EMG retarns to near1y normal patterns. This sudgested-that the
1ntr1ns1c neural’ system is probably adapts and compensates for the
decreased extrans1c vagal input [Roman 1982] '

There is less information regard1ng the effects of severing the
sympathetic nerves 1nnervat1ng the stomach (sp!anchn1c nerves). It is

general]y stated that cutt1ng of splanchpic nerves 1ncreases tone and'

he force of perista]sis [Kosterlltz, 1968], and hence increase gastr1c

empty1ng Th1s operation has less d1sturb1ng effects on the stomach

than vagotomy . .- . ‘.

’
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2.3.2.3.2 . INTR{NSIC NEURAL NETWORK
. )
These-nerve cells are embedded in the GI tract wall in the form
of a tightly interconnected - ‘network known as intramural p]exuses or
enter?c nervous system [Langley, 1921] (Frgure 2.5). There are two
_major plexuses; submucosa? {or Meissner's) plexus Tocated in the
submucosa, and myenteric {or Averbach’ s) plexus Tocated in between the
main muscle Tayers of the tract wall. These plexuses cover the entire
Tengte-of the GI tract except forvthe strieted muscle pdrtion of the
eSOphagus. They can communicate among themsefves,'between-smooth muscle
cells, or with the-extrinsic merves- They also receive sehséry input .
' feOm the gut sensory nerves. The intrinsic neural- p]exuses appear to be
capab]e of more than just relaying 1nformat1on they also process
information and cairry out’ complex integrative functions independent of
the central nervous system [Gershon, 1981;-wood 1981]. In the stomacﬁ
and. duoeenal junctfoﬁ'region ‘the intrinsic” neural network appears ‘to
p]ay a bas1c role in the correlation between the spike activities (ERA)

of the stomach and the duodenum [Atanassova 1976] \

-

2.4 UHETHODS OF INVESTIGATING GASTRIC MSTILITY

from the above dlscu5510ns, it is clear that the study of
gastric motﬁ]1ty necessitates the s1mu1taneous monitofing of  the

myogenxc act1v1tles mechan1ca1 movements, and neura]\actimities.

-
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2.4.1  MYOGENIC AtTIVIrIES

The bioelectric events of the smooth muscles can be measured by
a palr of electrodes. Hence, implantation of these electrodes an the
stomach muscles permits the measurement of the electrical activitiesfof
the gastric smooth muscle. " The typical wa‘fshape of the signals is
shown 'in Figure 2.3. There are baskca11y~two recording techniqueé to

" measure the muscular electrical activities: serosa) and intraluminal.
2.4.1.1 SEROSAL RECORDINGS'

In this technique, the electrodes'ére éewn onto the stomach

. wall, directly under the serosa or deeper into the muscularis There are”

two kinds of electrodes used for.this recording: pin and wire (Figure

-2.6), each with its own édVantages and disad#antages. The metallic pins -

of the pin electrode are he]d firmly in place in the mold. Hence‘the
e]ectrodg would rémain jn reasonably the same configuration throughout
ihe-implantation the electrodes are sewn with

‘the mo]d firmly onto the stomach wall. and 'later connective tissue
overgrows the 1mp1ant and tnsu]ates it. Thus the chance of the electrode
p1ck1ng up art1facts, such as resp1rat1ons and movement of other parts
of the GI tract is small.

The maJor d1sadvantages of the pln electrodes are the pin 1ength
and the size of the eIectrode Long pins can puncture through the

-stomach wall, so as to measure the e]ectrica]'actigitieé of both the

P
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longitudinal and circular muscles together. If'the electrode mold that
holds the pins in place is too big or rough in surface, excess fibrous
tissue may grdw around the electrpde. After a long period of time, this
might change the muscle characteristics. '

Wire electrodes, oﬁ the other hand, are light-weight and less
detrimental to the system. They can be implanted by 'tunneling® just
underneath the longitudinal musqie layer. These electrode , however,
cannot be 1mp1anted as secure]y as the pin e]ectrodes There is also
h\gher probability of the wire coming loose from the 1mp1anted s1te,
especially during long term chronic recording. After a period of time
and. numerous contractions, part of the the bare wire portioﬁ (Figure
2.6) of the electrode may'protrude through the muscle and when so ’
'éxposed causes a 'noisy' environment. . |

Both types of electrodes are currently used in various
laboratories, with pin e1ectrode electrodes implanted in cﬁronic animals
and wire electrodes used in humans or in acute animal mode]s More.
studies are needed to make quant1tat1ve compar1sons between the two

e]ectrodes 2 b

In this regearch the pin electrode was employed The method and
materials of making the electrodes are given in Chapter IV.

.

2;4.1.2 INTRALUMINAL RECORDINGS

This technique measures the bioelectric event fﬁqm_inside the
\ . [N

stomach. The electrode similar tq.the,pin;fype one.descriped above is

inserted into a suction cup and mounted on a tube. - Once the tube has
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been inserted, into the colon for examp]e,'via the anus, suction is
applied to maintain the close contact between the electrode and the gut
wall. There are technical problems in obtaining these records and major
problems in thein interpretation. This technique, therefore, is not

practical for animal experiment especially for the nature of this study.

2.4,2 CUNTRACTILE ACTIVITIES
| ;

Thé early studies (Cannon, 1911) of the gastric movement were
performéd by\\qﬁualization of animals during lapar;%qmzl Rad1ography has
also been used tn observe the movements of stomachs in patients. These
techniques howeigr fail to provide quantitative, ijecfive measurements.
There are two techninnés commonly used on animals to study the gastric
contractions: entraluminal mgnsurements and intra]ﬁmina1 pressure

measurement.
"2.4.2.1 EXTRALUMINAL MEASUREMENTS

In this technique, the gastric contraction is measured by
suturing either force transducers or Qigplaéement transdncers onto Fhe
stomach surfacev[Bass and Ni1ey.‘1972;lﬂende1 et a1,'1979]. Jne
11m1tat1ons of this technique are the breakage of the straIn gauge

(especia11y at the so]der1ng Jo1nts) and the development 'of f1brous
| tissue growing around the transducers and affectlng their record1ng
For this study, the strain gauge mount1ng was made much- thinner and more

flexible. This decreases the 1oad on the stomach surface and allows

.\'
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strain gauge to readily follow the contractile activities. The theory ,
method, and materials of making the transducer are described in detail

in the next two chapters.

7.4.2.2 INTRALUMINAL PRESSURE MEASUREMENTS
‘

There are various methods for measdring the intraluminal
pressure, such as: open tipped tubes, continuous-perfused catheters,
tube# (Tigon or silastic) mounted with strain gauges, and tubes
attached with balloon distendéd with air or wéier; These transducers
are often sepsiiive‘around the sphincteric area, but variably sénsitive

or insensitive inside the stomach cavity.

2.4.3 NEURAL ACTIVITIES. | A ' i
. . v
As mentioned earlier, our present knowledge of the extrinsic
neural control of the gastric system is mainly based on severing or o {
desfructionwof the whole or part of the extrinsic nerve supply and.
obsetving'the gut system responses. - Another method is to dissect the
nerve trunk tarefully and record from a single nerve fibre[Davison and
Grundy, 1978]. All.these‘studjes :Sé\qgsformed in the anesthetize&
state. Study of the nervous systgh in acute experiments under
anesthesia have several significant di;advantéggs that affect the
interpretation of the results: ﬁi) depending on the type and depth of
'anesthesia, in the anesthetized ftate;‘the central nervous system -

activities .can be partia11§ or totally disorganized; (ii) recording from

v
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a single nerve fibre (efferent or afferent) by dissecting a nerve trunk
can be very tedious and create complications and often the site of
innervation cannot be located for comparison; (iii) placing the nerve
fibre on é pair of (hook or similar) electrodes’and wetting with saline
for a‘iong period of time can cause swelling and affect the neural
transmission; and, (iv) in acute experiments there is limited
opportunity for repetitive testing and for study of long term effects.

Roman and ®ilon {1976) have emp]oyed.an indirect method to study
the extrinsic neura1 activities- in fully conscious animals. They
carefully cut a vagal motor branch that was thought to carry nerve axons
1nv01ved in central nervous system control of gastric’ motility and
sutured it to the peripheral cut énd of the phrenic nerve (rerve that
innervates the diaphragm}. Then, a portion of the diaphragm becomes
innervated by the’regenerated vagal nerve.  The electrical act1v1t1es of
the reinnervated muscle (easily recorded) reflect the vaga] neural
activities. They then exfieriorized the reinnervated portion of the‘
diaphragm muscle to the bzdx'surface‘to study‘the vagal neural
actiVities; In another case, Hall and Diament (1982) investigated the
prob]em in-vivo by blocking the cerv1ca1 (neck) vagal nerves biiaterally .
(on both sides of the neck} by cooiing and observed gastric motility.
Their findings suogested that ‘the vagal nerves are important factors in ‘
the contro]nof-gastric moti]ity. There do not appear to be any other '
publications showing the neural activities from the nerve trunks
innervating the stomach and its corresponding gastric motility.

In this study a nerve cuff electrode was developed to record the
neural signals. The rationale and design of the cuff electrodes are

3
N »
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given in the next chapter. The mathematical theory‘for the analysis of

the measured neural signals is also given in the next chapter.

‘\‘.

vt



CHAPTER 111

MATHEMATICAL BACKGROUND FOR THE ANALYSIS OF THE NEURAL SIGNAL

3.1 INTRODUCTION

In the prévious éhapfer, the basic physiology of the GI system
has been reviewed. » The necessity of mohitoring the'ﬂeural activities in
order to gain a befter undegstanding of the control of the GI system was
also mentioned. In this chapfer a basic review of the generation of
neural signals, together'with tﬁéir statistical charéctenistics, and
algorithms to estimate the sensory and motor patterns from the measured

compound neural sign§1s are qjven.
_~

—~
A

3.2 REVIEW OF THE NEURAL SYSTEM

In order‘to analyze the diétribution 6f sensory ‘and motor
signéls.from the measured compound neural ;igna1s. it is essential to;
have a basic understanding of the physiology of the nervous system and
Qpe generation of neural sigﬁa]s.ag discussed below. A'detailéd
descriptfon of the subject ‘can be found in many texts [Hodgkin and

Huxley, 1952; Katz, 1966].
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3.2.1  THE NEURON

The basic unit of the nervous system is a neuron which occurs in
a wide variety of sizes and shapes. Generally a neurdn consists of: tﬁe
dendrites with cell bddy {or soma), the axon, and the axon terminals

(Fig.(;.l). _ 7 ‘ '

| The dendrites form a series of highly branchéd connections to
the celi body. .The cell body and the dendrites are the sﬁtelof most of
thé specialized junctions where signals are received_frbm ofher neurons.
The cell body contains the nucleus and such organelles as endbplasmig
reticulum, aﬁd'mitochondria to:haintain the neuron.metabolism, growtﬁ,
and synthesis of secretofy”proteiné, etc.

‘ The axoh, or nerve fiber, is a single nerve process that extends
from the cell body througﬁ the axon hillock (Fib. 3.1)." This long
portidn of the neuron is usually connected to the neurons, muscles, or
' glands; An:axon is either myelinated or nonmyelinated. Hyeiih is a
tightly 1ayereq plasma memQraﬁe which is formed from a special cell,
known as a Schwann cell. The locations where the:Schwann cells meet and
free of myelin {Fig. 3.1f are called fhe node of Ranvier. The myeliﬁ
insulate the flow of lecal current§ between the ﬁodesof'Ranvier and.
.- forcing these currgnts to flow between pdaes along the axbn. This |
'arranéement causes more rapid‘propag$£ion of‘neuraI impulses by
myelinated nerves as cumpared_to,unmfelinéted nervés.'.Génerally
myelinated axons of Iarger'diamgter have longer intgrnodes_aqd faster

propagatjun,ve]ocity_[Ruhh and Patton, 1965; Furness and Costa 1980].

R
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The end of an axon branches into Many‘sﬁhﬂl terminéls which are
responsible ¥ér t?énsmitting signals'frdm the neuron to the other cells
by releasing transmitter.. In the‘periphéral autonomic and enteric -
nervous system, there are myelinated and unmye]inatea extrinsic nerves

but intrigxﬁc nerves are nearly all unmyelinated. In end orgéns there

-

are many varicose sites of mediator release along the axon and/oT'axon

terminal.
Thelneurons that cﬁrry signals, hence, information:, from the

. peripheral organs to the brain’or the spinal cqrd are called afferent-or
. 4

sensory neurons. The neurons that originate from the central nervous

-system (brain and spinal cord) and affect such organs as muscles or

" glands are called efferent or motor neurons. They too may be myplinated

4

or unmyelinated. N

-

3.2.2  GENERATION OF NERVE IMPULSES .
A ! - A

.

.4 . : - w
.. In the resting state, the potential inside the neuron cell . ‘i
RPN L ' ‘

Membrane is approximately -90mv with respect to that of the outside.
- . ‘
“'This potential difference is caused by the differences in concentration

of various jons across the mdmbrane. The major ions that contribute to € -

this membrane pofential are potassium (K*), sodium (N5+i, and chloride
. ; . .

€17y, The Na* and C1- concentratibns external to the cell are about 10

" times as high'qalthose inside, whereas the K* concentration inside the -

cell is about 30 times” that' of outside. lons of higher concentration

. » . : \
tend to migrate across the membrane to the lower concentration. v~
e . .
. : S~
. However, the permeability of these ionsiﬁpross the cell memQrane in the
.
. J”’f ,
4 )
'S ’ 4 1
. ¢
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resting state varies : K* and C1- can diffuse across the membrane much
more readily than the Na* jons. Hence the resting membrane currents are
carried mainly by K* and C17 and the resting membrane potential iérclose
.to the equilibrium potential (potential at which no net ion flux occursj
of‘these ions. However the.membrane potential is far from the Na*
equilibrium potential and Na* ions continually leak 1nto the cell. This
continuous passive d1ffus1on of these ions across the membrane requ;res
that Na* be pumped out of the cell by a "Na- pump". This pump
counteracts the inward “leakage" of Na’ and maintains the Na® grédiéht

. and thereby the membrane potentia]

. Changes in the membrane potent1a1 from its rest'pg Tevel’
(restlng potential)} are the basis for information to be transmitted by
the neuron. Nerve and muscle cell use such change of potential as
signa]$ in receiving and transmittigé information. When the resting
potential is raised by a sfimulatiﬁA to a threshold Tevel, the
perméabi]itj for'theuions , usually ha+ followed by K* changes
drastically for a short period ‘of time_(a few msgg). This rapid and
§eQuentia] alteration,of ionic qpncentratioﬁ acno;s.the memﬁrane cau;:s‘
a sharp change in méﬁbrane potent%a]s regulting in an action potential.‘
Dur1ng the initial stage (r151ng phase} of the action potential, the '
permeability of the Na* increases sharpiy allowing the electrochem1ca1
gradient ‘to drive more posxt1vely charged Na* ions into the cell. This
forces the membrane potgn;?a1-to approach the Na;'equilibrium potential
(about #60 mv). This process of causing the membrane potential'f

(measured as inside minus‘bﬂtside) to become more positive than the .

resting potentiai is called depolarization. After the short period of

- 0w
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“influx of Na* fons, its permeability. is rapidly turned off, while the
pérmeability of the k* ionlincreases. Since the depolarized membrane

_potentigl is less negative iﬁside than the potassium equilibrium
potential, K* ions exil acéoss the membrane and drive-the potential
towards the potassidm equilibrium pdteﬁtipl (about -95 mv). This
process is known as repo]ar%za;ion: Jhich returns the membfane Botentia]
béck to and beyond the resting potential, leading to a }eriod of
hyperpo]arjzation_before the k' perméability dec]ines: A typical ngural
action potential is shown in Fig. 3.2, After the threshold level,
regarp]éss of the stéengﬁh of the stimulus, the amplitude of an action
potential is always the same. 'This feature is the basis for ‘the s0-
'called “a1]¥or;none" action potential. Because of thi§ 511?or—none
response to the stimulus, the strength of‘thé stimu]ué is coded as .
number of impulses firing within a given period of timgl

“

3.2.3 PROPAGATION OF ACTIQN POTENTIALS

- Unce‘:; action potential is gehergfed. the .ocal CU(réntg'fiow
caused by the ions flow also causes depolarization at tﬂe adjacent site.
When the depoiarization increases the membrane'pqtentiaf of the adjaceﬁt
site to the threshold level, it undergoeé‘the same permeability b
increases described above and the aétion potential i§ propagated.
Meanwhile, the membrane potential is repolariiing back fo the,resting
Tevel ag the previous site..This‘prpcess of depolarization and

repolarization repeats to the end of the neuron membrane unless it is

damaged, thus giving the appearance of the impulse travelling through

-~

\
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the length of the neuran. The velocity of propagation an action
potentia] depends upon the diameter and the myelination of the nerve
fibre [Hodgkin and Huxley, 1952; Cragg and Thomas, 1957; Hursh, 1939,
Waxman and Bennett, 1973)].

3.2.4 MODE OF RECORDING NERVE IMPULSES

The impulses considered above are measured across the nerve cell
‘membrane betwegn the extracellular and intracellular membrane. This is
refgrred'to as the intracellular recording."Baséd oﬁlthe underitanding
obtained‘frbm intracellular recording;'the propagation and
characteristics: of ﬁhe neural signal can‘also be-studied by means of
extracellular recording. The basis of extracellular recordin§ metﬁods '
is given in detail in Rodenfalck (1969), Chung (197%), and Stein (1977).
. As shown in Fig. 3. 3 there are three different extracellular recerdlng
conf1gurat1ons monophasic, biphasic, and tr1phas1c These
configurations will be discussed in the next subsect1ons )

- Stein (1980), and Le1bav1c (1972) show that in extracellular

'neural record1ng, the re]at1on of the neura1 signal level with respect

to the propagated distance can be expressed as:

Sy, .. év T

L -ir . e=ilr‘ 3.1
g * - A

6X . aa 8x .ae ’

and



Sv &(vs
_m_ v e’ | ia(ra + re) 3.2
ox 6x :
where ia = current flowing down the axon
'r, = resistance / length of the axon
ra = resistance / length of the extracellular space —_—
o vi = intracellular potential
Vo = extracellular-potential
Vo © membrane potential
: {partial differentiation is used because the measured voltage is a

function of both time and distance)
Substituting Eq. 3.2 into Eq. 3.1 , the change of extracellular

pdtential-wjxg respect to the distance is

—L&.-_& _®m 3.3

which shows that the extracellular resistance, Fes acts as a voltage

- divider; the extracellular voltage, Ve, is a fraction of the membrane
\potentia1 V- Since the nerve fibre is surrounded with Eody fluid which
has low resistance, the extracel]u]ar potential changes are small
compared to the‘intrace]]u{ar potential [Kirchhoff's Law]. However, if
the extracellular resistance is made to be great@r than the
intraée]lular resistance (re » r,) (by placing the nérve in a
nonconducting media, §ych as paraffin ¢il}, thé extﬂqée11u1dr voltage is
~approximately equal to the membrane potential [Leibéfic.'1972].'This

: i

space that has restricted tng/extrqce11u1ar.resistance is defined as the

- -
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extracéllular resisted space.

Tﬁe wave shape of the extracellular fééarding depends'on both
the configurations of the electrodes and the_intrace]lu]ar membrane
potential (Fig. 3.3a-c). The three recgrding configurations aée given

‘be]ow.
3.2.4.1 THE MONOEHASIC CONFIGURATION

For the monophasic configuration (Fig. 3.3a), the wave shape is

identical to the membrane potential Vm witi a reduction of amplitude by

‘ ro/ (rg#ry} (Hodgkin and Rushton, 1946} i.e.

) ’ .
If the conductivity of the a;ob]asm (intracellular media) and the

extraceliular fluid are %, and o

e respectively, th?n r, = ll(na’oa) qnd

e = 1/(n(9’-a')oe), substituting into Eq. 3.4 , the monophasic

potential, V = ,can be expressed as:

(Y .. .azu v
V . - - am . - 3 5
monoe ' - ’ "

b“oe+af(q€;géJ L

If the extrace]]u]ar'space radius is large compared to the axon, i.e., b

> = :
aaoro, 0 then

.
.
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,Fggure 3.3 Typical wave shape from three different extracellular
‘ recording configurations: (a) Monophasic, (b) Biphasic,
and (c) Triphasic; a - radius of th flbre b - distance

_between the center. of the fibre and the extrace]]u]ar '
electrode.’
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The monophasic potential Vmono is proportional to the square of the

radius of the axon a, but inversely proportional to the square of the
radius of the restricted space b (Fig. 3.3).

-

3.2.4.2 THE BIPHASIC CONFIGURATION

In the biphasic situation (Fig. 3.3b), both electrodes are
placed on the outside of the nerve Ox distance apart. The potentiaT
difference is equal to the difference between the monophasic action.

, boténtiqls at the two sites, that is,

Ybi = Vmono (X) = Vmgno {X*0%) . 3.7

\

If the separatidn‘between the electrodes 0Ox is greater than the
: “waveiength" {propagation velocity multiplied by the pulse width) of the
-"pulse,.;ﬁén the. peak-to-peak amplitude of the biphasic potential is

apprqximately vaono‘ By following similar reasoning as for the
L]

monophasic recording'with,respect to the 1ntral and extracellular
conductivities, the biphasic potential can be expressed as '

E]

1
a 0Vm>

V. .5 . .
bi bt ' ) | 3.8
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where OVm is the first difference of the membrane potential, i.e.
OVm = Vm(x)-Vm(x-Ox) : 1.9
3.2.4.3 THE TRIPHASIC CONFIGURATION

For the triphasic recording (Fig. 3.3c), the pofentia] at ‘the
CEntfe electrode hirécorded with re§pect to the other two electrodes
which are connected together. The potential of the triphasic regording
is thén

0 ’ V.
Viri= Ve (x)=1(V (x40x) +V, (x-0x)) ' 3.10

- ¢
[f the velocity of the conduction of the aé%iun‘gotential is a and the
distance between the two electrodes is L, from Eq. 3.3 the above

expression can be re-arranged to

r s . . )
Vipi= — o (Vo (t+L/2a) -V (E)+}V, (t-L/20))  3.1la
g rate
. r oty .
or V, .= —°% Ly v 3.11b
, Lo tri . 2 ]
e 'a

~where 0'V_ is the second difference of ‘membrane potential.
Thus the triphasic-wave shape. depends on'the 1ength of the restricted '

s

.L\
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Epace and the conduétfon velocity. By manipu]atjng the equdfiﬁns from
the b%phasic and monophasic configurations the amp]itudé of the ‘
triphasic potential/is expréssed as .

a f
vtrj: (;)‘O’Vm ' 3.1'2’\ .

Hence the triphasic potential is proportional to the square of the fibre

radius and inversely proportional to the square of the restricted space

radius. Tao the extent that the conduction velocity is approximately
proportional to the nerve fiﬁre diémeter fHodgkin and Huxley, 1952,
Pearson et al., 19701, the triphasic amplitude is proportional to the
square.of the length df the restricted épace. However as the length of
the restricted space increases, the triphasic waveform also broadens,
and‘eventually tﬁe peak-to-peak ampiitudq‘apbroaches 1.5 time§ that of

3

the monophasic potential [Stein & Pearson, 1971]. ' ‘ .

The triphasic recording configuration has been used widely by a

* number of researchers in investigating various neural activities in

chronic conditions [DeLuca 1976, Hoffer 1975, Stein 1975, Davis 1978,.
Gordon 1980]. One of the important features of the tniphasic'

' configuration is the reduction of environmental noises such as derive

from the EMG, and ECG, This is, achieved by connecting the two_énds of

the electrode system together; this procedure provides no potential

‘differences across the electrode. The measured signal is thén generated

by the neural currents flowing through the eiectrode.. In this study,
all the neural signals were recorded with triphasic configurations as

discussed in the next chapter.

\
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3.3 - STATISTICAL PROPERTIES OF NEURAL SIGNALS

1

Neural information is transmitted in the form of impulses, and’

depends upon the rate of the impulses. It is known that neurons show

‘some vériability in the interval between successive impulses [Wilbur and

Rinie], 1983; Takeuchi A, 1978]. In this section the statistica1
propertie§ of impulses from a sing]e‘nérve fibre, from wh1ch the

propert1es of lmpulse from a nerve trunk can be derived, are d1scussed

©3.3.1 THE ACTION POTENTIAL AS A SIGNAL

From the all-or-noné nature of an action potential (section
3.2.2), an action potential may be considered as a brief pulse, and can,

be denoted as a Dirac impulse function ,8(t), [French and Holden 1971]

(Fig. 3.4a); N : | -1
5(t) = lim | f(t) | 313
H- ye . : -t : )
ot->0 :
and . "\\“\\\_7,
\ J F(t)dt = im Hot = 1 3.13b
H->w .
= . 0tep o

;

where H is the hEIth of the pulse and ot is the pu]se Hldth

“ A tra1n of impulses can then be expressed as (Fig 3 4b):

e o
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x(t} = £

6 (t-t;) 3.14
1 .

l .
where ti is theg time of the occurrence of an impulse.

A review pfﬂmethods of characterizing impuise trains may-be
found in Perkel and Seyundo (1966). One of the methods jé the {pte:va]'
hisiog%am. Assuming the spike train to be weakly stationafy, the ‘
propérties of the spike_@rain can be characterized as the ordered-
sequence of intervals 0t=ti+14ti. The brobapi1ity density function f(t)“ :

Y

of the inter;spike.interva1 distribution is defined as [Stein,'1965]:

-
(prob. of interval between t & tiot)
£(t). = lim 3.15 . /
ot->0 - ot . \ .
* -
The mean inter4spike interval may be determined from
1 N . . .
f-_\"-—/" == L (t -i..,l = t-i) . 3.16&'
- N i=1
,Or from the probability density function F(t) i.e. o
' T2 S
w = | tf(t)dt | 3.16b
- .

LI
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— h
The variance of the interval is -
B = »
S 1 N :
Tt =—— ¢ (L, - u)? 317

Even though the probability density function f(t}, in principle,
can be a Gaussian, Gamma, or a Poisson distribution fbapdh]is 19651, in
the case of neural impulses, they are mostly characterized b“a Poisson

4 d1str1but1on [Tuckwe]] 1979; Stein , 19657. For 2 Poissén process,.the
occuyrence of one 1mpulse is 1ndependent of another 1mpu]se and the
probab111ty of an impulse occurring in a very shart time is constant |
The probability dens1ty funct1on'6f the 1mpu15eh:}h1n can be described

s : [Stein, 1965]

f(t) = u e wt . 3.18
. . B
where p is the mean firing rate. Eq. 3.18 shows that the spike interval

- of a Poisson process is exponentially distributed. !

3.3.2‘ SUMMED IMPULSES AS THE NEURAL SIGNAL 5 -

a -

L

When impulse trains from n separate nerve fibres are summed-

together, then the signal can be expressed as:




-

50

S{t) = xli(t,) . 3.19

'|
- My

IIHZ
[

Where X;(t), i=1,2,,,N , is the amplitude of the impulse train of the

ith neuron. Furthfr X;(t) is independent of x. (t) where ifj. -

The s1gna15 recorded from the nerve trunk in triphasic

configuration will be composed of triphasic wave shapes (Fig. 3.3c) from

numerous fibres firing asyﬁchronously and/or s§nchronous1y. The

' A :
individual impdfges add and subtrdct from one another, depending on
. n

their phase relationship. Instead of a e]f defined action potential,
the resu]t will be a complex;wave'shap ccord1ng te the Central L1m1t
Theorem [Papoulis, 1965] as long as the splkes trains. are stat10nary,

regard]ess of the the distribution of the individual .spike train, the

probab111ty d1str1but10n becomes Gaus§1an as the number of spike tra1ns

incgease. The d1str1but1on function may then be expressed as:

-

1y -(tep) .
f'(t} = = “exp 3 2&
or2n 20!
<y
N . N . )
where -0?= L 0.2 & =7 vy A '

Dick & Meyer (1974), by simulation of the neural output.of a "

chemoreceptor® showed that the_variénce of the signal alone from a nerve

o

trunk may be used as an index of the ferve traffic. In summarj; the
. . . 1



51

; -

neural Qigna1s from the nerve truﬁk.have the fﬁl]owipg chara;teristics:

1} the cverall neurai signal i? the sum of the individua1 nerve firing

fibres within the nerve truﬁk; 2) the firing of nerve fibres within the
trunk are independent‘of-each other;/ﬁgg;-3) due fo the'geometricaT

relationship of the nerVeffibre; and their distance from the’electrude,

each fibre. activity adds. with a weighting factor.

3. AN APPROACH TO THE ANALYSIS OF NERVE SIGNALS

-One of the objectives in the-aﬁalysis of the compqund neural
signals f; to study sﬁch signals for their sensory and motor patterns.

. In'this regard, the cross-corre]at{on techniqhe has been Qidely employed
not only in physiology but also in communication-problem%, such.as time
?eﬁaf e;tjmations‘[Hozencréft'and &acobs,>1965; Van Tfees. 19687. In
1this study, quideg-the general ®oss-correlation techﬁiqqel other
.methads that tak; into -account the coherence function and signat-to-

noise ratio have been employed to study sensory and motor patterns of

]

4

compouhd neural signalé‘regqrded from two adjacent sites, as discussed

below.
,As shown in.Chapter 11 (SFction 2.4}3),-compound signLls
.reﬁorded from a nerve trunk aré contributed by.poth sensory and motor
fibres. For the remainder of this thesis nerve signals are referred‘to
as the compound neural ‘signals.
A simp]ified diagfam\of the nerve.cuff electrode and its signals
cﬁmpoaénts,is shown in Fig;.3.§a and the eqdivalent_signa] flow diagram

is shawn 1in ?igﬂ 3.5b. Let x(t) be tpe neural signal recorded from the
_ . , .
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. Figure 3.5 -(a) A s1mp]1f1ed nerve cuff electrode, (b) An equivalent -
signal flow disgram .
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proximal electrode at site A and y(t) be the neural signal recorded from
( ~ the distal at site 8. The signals recorded from the two sites can then

be expressed as :

x(t)
y(t)

m(t)+s(t-1s)+nl(t) ‘ 1.21

s(t)em(t-t Yo, () 322

where m(t) is the signal contrfbutedrbytmotor fibres,
S{t) is the §igna1 contributed by sensory fibres,
T ??\ﬁhe time required for gﬁe seﬁsory fibres to travel from

point B to point A,

" . ‘ ~ . N
tn . 1s the time réquired for the motdr fibres to travel from
point A to point B.
n(t) & nz(;)_gre the'rqcording‘noise at location A and B
respectively.
The functional coupling between the two 'signal sources x(t) and,_
y(t) and the transit time T and L as the signals travel from one
o receiver to another can be estimated by taking the cross-correlation
between x{t) and y(t). i.e. .
. —— .
‘ : ny(rl =E [x{t)y(t+1)] . B . 3.23
- ’ RYX(T) = E [y(t)x(t+r)] 3.24

where E [ ] s the expectation operator

.



N

Expanding the above expression with equations 3.21 and 3,22,

Ry (x) = E [m(t)s(tee)em(t)m(tex o3 )en(t)n
y s(tot)s(ter)es(toc Jm(ter +1)?
s(t-1 )nz(t+'t]+n (tys(t+1)+

?1(t)%(t-1m+1)+p1(t)n2(t+11] 3.5 N

(t-1)+

~ . .
.&. ' ’ ' . . . e
If " and n, are uncorrelated measurement noises and s(t) and m(t) are

uncorrelated events, then Eq. 3.25 simplifies to )
ny(r) = E [m(t)m(t'Tm+T)+S{t-TS)S(t+T)] ©3.26

If 1=t which is the time.required for the motor signals to travel from
Ato B (F1g. 3.5) and the occurrence of one 1mpulse is independent of

another 1mpu]se then

ny(rm) =E [m(t)m(t)] ;.27
which is the expectation ﬁf‘the'power of the motor signal.

Similarly by expanding Eq. 3.24 with Eq. 3.2]1 and 3.22

Ryx(t) = E [s(t]s(t-15+r)+m0t-1m)m(t¢1)] ‘3.28

~ i
Again if =1 and the occurrence of 1mpuIses in m(t) is independent of

each other then
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R?i«’s) = E [s(t)s(t)] - 3.29
which is the expectation of the power of the sénsory signals.

Hence, the cross correlation function may be-used to indicate
the ‘average amounts of sensor} and motor sidﬁa]s embedded in the
measured neural signals. The proper@ies and various techniques of
estimating the cross correlation function are given in the fo]]gwihg two

sections. <
3.5 THE PROPERTIES OF CROSS-CORRELATION

Consider two recorded nerve signals x(t) and y(t),'poth assumed

‘to be continuous énq stationary, then the means of x(t) and y(y) are

T | T
1, 1
u, = Vim=| x(t) dt 5wy = Jim— | y(&) dt 3.30
S Y 1oset
| 0 . 0

El

The covariance function between x(t) and y(t) is

o
. 1 ..
LOR }i’f?f () ) (y(te)my) 08 330

0

If My and My are zero (by subtracting the means from the correspondﬁng '

-

Iy ¥
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original waveforms), the cross-correlation function of x({t) and y(t) is

obtained from the covariance function as

T

{ x(t)y(ter)dt ) 3.32

< 0 . /

//// , or in practical form

T .
- 1
R (1} = —{ x(t)y(tsr)dt 3.33
) . ¥ T-t. .
. 0

- . - L

where'ﬁxy(f) is an unbiased estimation of Rx;tT), since the expected

~value for the estimate ny(r) is given by

L

‘e ' , T

i ‘o LI U \
.o LR, (1)1 = — | E[x(t)y(t+«)] dt
+ . T-1
. . 0 . >
) T 3.34
1
| Ryln) g Ry (o)
- 0
. ] ' :
f L . 7

ny(t) is always a rea)-valued function which may be either positive or
negative. The absolute vglue of the cross correlation is bounded by its

correspond ing au;o-torre1ation functions [Jenkins and Watts, 1968], that

r
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is N
IReg(t}1d ¢ Ry (0)R,(0) 3.352
. and o '
IRey (1] § 3Ry (0) 4Ry (0)) _ 3.3
where ; '
T
o 1 o . T
R, () =—| x(t)x(ter)dt 3.36a
" T-1 '
0
T
1 D :
Ryy(t) = - y(t)y(t+r)dt | ;3.369
0

The auto-correlation function is an even function and symmetrical about
R - L] .

the ordinate at't = 0 ,i.e.
‘.\ .

/

CRyl(e) =Ry (1) SR (3) =R (-1) 3.3
/ : . .

1

In the case of cross-correlation function, symmetry about the ordinate

is displayed when x and y are interchanged. That is, '

Ryylt) = Ryx(-1} . S ; _3.38
A :
A i
However R y(t) is not in'genera1 the same as Ryi(t]. A typical cross-

corrqlation ctiop of x(t) and y(t) is shown in figure 3.6.

. . . .
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where * i§ the complex conjugate: -
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In order to improve the estimation.of ihe cross-correlation and
'Lhe time delay estimation, esﬁeciaT]y under ldw signa]:to—noise ratio
environment, it is desirable to filter x(t) and y(t) prior to the
implementation of Eq. 3.j3. As shown in Fig., 3.7, x(t) and y(t) may be
prefiltered through let) and Hz(t) to yield a(t) and b{t) respectively,
According to the Weiner-KhintchineMtheorem [Jenkins and Watts, 1968},
the (cross) power spectral density and {cross-) autofc?rrelation

* -

function form the Fourier transform pair-i.e. = +

()

2 ,ny(t)exp(-jZﬁft)dt 3.39

R (1)

xy [nxy(f)engjzuft)df _ 3.40

where G*y(f) is the cross spectrum of i(t) and y(t)

‘'When x(t) and y(t) are filtered (Fig.)3.7), the crosé spectrum
of therfiltered outputs is

Gyp(f) = Hy (P (F)B, (f) 3.41

—

The cross-correlation function can then be obtained by tating

the inverse Fourier transform of equation 3.41, i.e.

. ' - LA
v RV A '
. > o 77
. L BRI
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Rey() = ’ng(t)ciy(f)exp(jzgft)df 3.42

. .
s * L//J
where ng(f)=H1(f)H2 (f)
In pragtice. hecause of the limitation of data for_analysis, °

.only an estimate ny(f) of Gx;(f) can be obtained. Henﬁe,

Rey(1) = {ag(f)6, (Flexpljantt)df 3.43

»

Eq. 3.42 is the generalized correlation function between x(t) and y(t).
The estimatiqn of the cross-correlation can be optimized by the proper

selection of the weighting factor na(f)., The various algorithms of

estimating the cross-correlation function are discussed below.

3.6: - CﬁOSSfCORRELATIDN ALGORITHMS
e . | \\
The prefilters, 2.(f), of Eq. 3.43 can be Yiewed as a win;ow or |
weighting functidn applied to the croﬁs-powef'spectrum before.ihe
‘inverse Fourier transform. The role of ng(f) i; to enhance the
detection of the cross-correlation of x(t) and y(t) at the delay time
T andfrs,‘ﬁy actually accentuating the signal passed to the correlator

at those frequencies at which the signalzto-noise is the highest. The

- . d
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selection of ﬂg(f) to optimize the eftimation of the cross-correlation
and the time delay has been studied by several investigators [Hannan and
Thomson, 1973; Carter et al, 1973; Roth, 1971}, In this thesis, three
type of algorithms are considered: the general cross-éorrelation (GEC),
the smoothed coherency transform (éCﬂT), and the maximum likelihood (ML)
estimation. Details of derivation of these algorithms are given in

[Xnapp and Carter, 1976; Jenkins and Watts 1968; Hannon and Thomson,

- 19731,

3.6.1 THE GENERAL CROSS-CORRELATION (6CC) - l/-r

——

‘:_ . BN

The general cross-ci:t;]ation technique” is the same as the basic.

cross-correlation function (Eq. 3.43) with the weight function equal to
unity, that is . -
W ®
ny(T) = ny(f) exe‘ijft)df : ' 3.44
-\ = ' A v

-

3.6.2 The Smoothed Coherence Transform {SCOT) oo
In SCOT technique the weighting function is the reciprocal of
+—‘ - . -

the square root of the auto-spectra of x(t), and y(t), that is

1
~
T (16, (T

PrA PO
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where Gx#(f) anq ny(f) are the aui%gpbhgr'§géctra ;f-ﬁ(t) and y(t)
respectively. . " L -

4 d . * -~ I
| ’ ol
Then the cross-correlation with the SCOT weighting function is
. 6,,{f) - : -
ny(5°°t)(:) = [[ f———*il————-]exp(jant)df 3.46
' e XX ny \

-

_ The square of the term in the bracket of the above expression is

knbwn aé the coherence finction of x(t) and y(t) which is defined as

| |6, (1]
Xy 6x(F16,, ()

¢ P 0sC,(h sl 34
D

Some authors [Jenkins a@nd Watts, 1968; Carter et al, 1973] called the

above expression (Eq. 3.47) squared coherence function and the square
root of Eq 3.47 as tbe;coheredcy. In this thesis Eq. 3.47 is referred
to as the coherence function. When x(t) and y(t) are linearly related

at all frequencies, then C*, (f) = 1. If x{t) and y(t) are completely
. r - - 3

unre]atgq-at all fréqqencies, then C‘x;(%) = 0. Because of the B e

coherence term in the Eq. 3.46, it haiﬂiome to be Known as the Smoothed

Coherence Transform, In genéra1'the coherence values lie HMetween 0 and

| . v 4 . H
.1 depending on the amount of linearity and naise in the system between
~ . . " v 1 - R '. '» . -

x(t) and y(t).

If B, (f) = G, () then the SCOT s equivalent to the Roth
. - ’ . . .‘o/__ |
: o ' =

+
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processor which estimates the impulse response of the optimum~linear*“/
(Wiener-Hopf) filter [Roth, 1971].

3.6.3 The Maximum Likelihood (ML) estimation

.
P " Unlike the SCOT method whfcﬁ normalizes ny(fl by the squ;;;7
root‘of Gxx(f) and G y(f)' the ML method assigngThe weighting function
| ng(f) according to the signalito—noise pefween/ x(t) and y(t) and
normalizes ny(f) with its magnitude [Hannan and Thomson 1971]. The
signal-to-noise ratio, a(f), between'x(t) and y(t) can be derived from
the coherence function‘C?xy(f) ﬁs éiven by [Bendat, 1978] '

.- alf) = Gyl LA 3.48

L= (G ()]

+

and is azfunttion of frequency. . . , e’
Epe weighting function for the ML is then [Hannan and Thomson,

19711 . . . : s

- . ' ) i > . -

A

(CWGTE 1
(1€, g (FH]F) 18,0

ag(f) = 3.49

7

v ]

By substituting Eq. 3.49 into Eq. 3.43 the cross;correlation

.
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. ' ]C)‘(y(f)j’ o _ :
ny(T) = | —Z——— exp(jo(f)) exp(j2nfr)df 3.50
i (1-|ny(f)|') - . K
‘ G f)k
where exp{je(f)) = ——Eli——— , ' . 3.51
S0yt \

which is the phase spectrum of x(t) and y(t). From Eq. 3. 51, it is
eas11y seen that the ML cross-correlation funct1on reaches its maximum
‘value when the delay time 1 reaches the sensory propagation time Tg and

motor propagat1on time Ty 1.0, exp(3¢(f))~exp(32uf1) = 1. In other

wdrds,‘the ML method weights the‘phase of x{t) and y(t) according to‘the

.

signal-to-noise ratio between them.

The procedures for 1mp1ementat1on of the three algorithms are

shown in the next chapter. The applications ‘to various types of

-

simulated and real signa?s ﬁnser different signal-to-noise ratios are .

given in Chapter V. ' - ' =
.j ,
, \
1
- ]
)
[ ' 7

% e

" e o o
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X s
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. CHAPTER IV .,
\.

MATERIALS AND METHODS

4.1 INTRODUCTION

The characteristics of the neural signals and various algorithms
for analyziog themrhere discussed -in the previous chapter. In this
chapter, Ehe following subjgcts are described : (1) the materials and
procedures for making various electrodes; (2) the imp]antaiion
procedures; '(3) instrumentation;requirements; (4) the computer interface .
and progrémming; {4) 99nside5ation of the signal in the discrete form;

and, (Sf procedures for data analysis.

4.2 MATERIALS AND METHODS FOR‘HAKING VARIOUS TRANSODUCERS
Three types of transducers have been designed: (a) the cuff
) : .
electrode, (b) the strain gauge, and (c) the bipolar electrode for ‘:
neural activities, contractile activities and EMG respectively.

4.2.1 NERVE CUFF ELECTRODE ' .

* ' The first reported methods of implanting electrodes in autonomic
. ' ) v .
. .
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nerves chronicatly were from Cannon,1933 and Vorobyov 1935. -However
their'e1e§trodes were designed for stimu1ation burpoqe only. ‘Not until
recently.here methods of stable recording of neural activities in an_

awake animal reported [Stein, Pearson, 1978]. Their studies, however,

were mainly based on nerves innervating skeletal muscles. With regard

to the study of the autonomic nervous system in the control of the GI

system in an awake animals there are‘very few publishéd reports [Miolan

and Roman, 1978]. In this study, the shape and dimension of the nerve .
cuff electrode were made to f1t the nerve trunk {Nerve of Latarjet)

1nnervat1ng the gastric system. The rationale for the design of the

cuff electrode is given below : ” ‘ .

As shown in Section 3.2.4.3 the dimensions of the cuff electrode
are important as they affect the wave shape of the neur51'signd1. In
gengga] the'amp1itudé of the neural signal ij:gadés as the Tength of
the restrictedaspace (distance between the extreme leads} increases.
However the amplitude saturates as the restricted gpace length reaches
approximately 1 CT [Stein et al, 1975]. The diaﬁeter of the cuff
eleé{;ode is also important with respect to the amplitude of the neural
signal as well as the surJiva] of the nerve fibres. If the cuff
diameter is'too 1drge, the_strength of the neural signals decrease

"drastically (inversely proportional to the square of the radius-of the
nerve cuff restripted.space [Stein, 1975]), and allows connéctive tissue
to grow betﬁeen_thg electrége and the nerve tr;nk. In an ideal

“situation, the cuff should be in touch with the nerve trunk with minimal

" possible p}essure. A tightly fitted nepue\cuff may compress the nerve
L)
trunk, H’J;king the propagation of the neura1 signa] End damaging some

. \_(‘

L d .
S _...‘.u'.—Af:-/
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nerve fibres. As discussed in the previcus chapter {Section 3.2.5). a
triphasic recording configuration between the centre lead and the two
ends leads, which ;re connected together, permits a good rejection of
environmental noises., For the gastric system, the diameter of the nerve
of Latarjet ranges from 0.5 to 1.5 mm, the cuff diameter ;hould be .
approximately 1.5 to 2.0 times the nerve trﬁnk diameter [Hoffer et al,
1979]. ‘

4

4.2.1.1 MATERIALS AND PROCEDURES FOR MAKING THE CUFF ELECTRODE

The nerve cuff is made of a medical grade silastic tube (Dow
Corning types 601 and 602). Each cuff consists of two sets of
electrodes (Fig. 4.1a), The overall cuff length ranges from 1.3 to 1,5
cm with the inside diameter approximately 1.5 to 2.0 times the diameter
of the nerve.. For the cuff electrode, a teflon coated wire of 90%
platinum and 10% Iridium (101rdbtl49t Med. Wire Corp.) has been chosen )
for its flexibie, strong, and corrosion-resistant properties, .
Apprdximate]y 3.5 ¢m of the teflon coat has been stripped off from the
end of the wire and fhe exposed wire sewn inside the cuff in the form of
three rings; this affords maximuq surface contact w1§h the nerve (Fig.
4.1b). The distances between the outside rihgé and theccentre ring (2
mm) have been kept equal. The neural signals are recorded between the’
center and the outside rings wﬁich are connected together, The
procedures for imp1antfng the cuff e1ectr9de are given later in Section

- 4.3.

4. . , \\\\§§\
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4.2.2 CONTRACTILE FORCE TRANSDUCER (STRAIN GAUGE)

Strain gauges (SG) have been uséd‘bytmany researchers to menitor
the GI system contractile activities. Even though the techniques for
making the transducer vary [Bass qnd Wiley, 1972], the fo110w1ng rules
are essential in making the transducer which will endure and accurately
monitor the GI system contract11alact1v1t1es chronically : (1) the
transducer must be compact and mast have negligible mass to_exert
minimum influence on the tissug site being studipd, (2) the backing
materials for the SG must be biocumpatib1e; and, the surface and the
edges of the transducer must be smooth to decrease the "growth of
connective tissue, (3) the soldered joints between the S6 and the wires
must be well insu]atéﬁ'to prevent seepage of fluids to the contacts,
which can cause corrosion and breakage, (Z} the transducer must b .

;  mounted securely on. the gut surface such that the gut motility™Can be
transmitted from the gut surface direct1y to the SG with minimal
511ppage between the gut 'surface and the gauge.

* ¥
. 4

4%.1 MATERIALS AND PROCEDURES OF MAKING THE CONTRACTIL® FORCE

shes

! JRANSDUCER
\/
A complete contractile force transducer-is shown in Figure 4.2.
: The strain gauge (Showa, model Y11 =-FA-5120) is a foi1 type and 5mm in
. length. After coating the S6 with various backing materials (described

later), the length increases to approximately lem, Each transducer

‘_’,J.
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consists)of two gauges which form the half bridge of the Wheatstone

The wires that are soldered to the electrode are teflon coated:

biocompatibilty. The procedure for making the SG is given below:

(1) Adhere two gauges together "back- to-back" to form a half bridge
conf1gurat1on with adhesives, such as epoxy phenolic (M= ond 610
Intertechnology), or a thin layer of ‘'crazy glue'; thd alignment
of the gauge is important for ensur1ng that both gauges measure .

‘- * ‘contractions from a given direction (e.g. longitudinal or
circelar). '

(1) So1der the leads of the géugeg to tHe teflon coeted wires (Fig.
4,2); and ensure that the Beat from seldering will not damage the
-gaubes by iemporari1y c1aﬁping the gauges together with two thin
metal plates as heat sinks dur\ng soldering, The teflon coat
close to the so]der Joints must be pre-treated with tetra-edge,
This allows the moisture proofing chemicals (to be applied later)‘
to bond to the teflon surface. ) '

(i) Apply a coal of acyrlic coating (M-coat T, Iﬁlertechno]ogy) around
fhe soldered joint area for insulation and mofsture proofing,
Ailow the coating to cure for about-24 hours at room temperature.®

(iv) Apply a thin even coating of po1yueethane coating (M-coat A,
Intertechno\ogy), around the whole SG "to provide a fu@ther
moisture proof layer for the strajn gagiges; this coating normal]y

‘ requires 6-7 days to fully cure at rozgtemperature but curing

time can be shortened to 2-3 days by heating the S6 with a heat

A +

lamp. : ’ . : 2

(v) .After M-coat A is comp1ete1y cured, apply a coat of n1tri1e rubber

LN
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(M-coat B, Intertechnology) whi&h provides bondability between the
M-coat A and the outer coat.
(vi) The most outer coats are implantable medical grade silastic sheets
‘(Dow Corning Type 501-5) and cured silastic glue (Dow Corning Type
891) for suturing the unit on the stomach surface.
'
The above procedure provides a durable and chem1ca11y res1stant
contractile force transducer that readily responds to a var1ety of .

bending forces in a biological environment.

4,2.3 BIPOLAR EMG ELECTRODE

As discussed in Section Eld.l.l there are basically two types of
EMG electrodes for recording GI EMG signals: tﬁe pin and wire
electrodes. The advantages and disadvantages of both type of electrodes
were also g1ven in the same section, In this study, tpe p1n electrode
was used to measure EMG activities. The materials and procedure of
making the pin electrode are given below< '

4.2.3.1 MATERIALS AND PROCEDURES OF MAKING THE PIN ELECTRODE

. The pin e]ectrode 1s’§hown in“Figure 4.3, It is made of
p1§tinum, Pt (0i508mm diameéer) ﬁhifh‘}s non-corrosive. The pins are
4mm in length, placed 4mm apart, and bonded in dental. acrylics (Nu-
Weld). The procedure for mak%ng the electrode is Q%ven below:

(1)  Cut two pieces of Pt wire to about Bmm and solder the ends with
. N

.
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. the tetra-edged teflon coated wires.

(ii) Apply a coat of M-coat D around the solder joints for the same
reasons as in preparing the force transducer.

(111} After the M-coat D is completely cured, fit the two pins into the
two small holes of a teflon mode. The istance between the two
holes is 4mm, Prepare some dental acrylics and paste them around

* the p1ns in the mode This step must be performed promptly
/ because the. acyr11cs solidify within 60 “seconds,

(iv) After the dental acrylics are comp]ete1y so11d1f1ed smoothen the

p1n e1ectrode surfaces and edges of the p1n electrode with a small

Jf11e. " A

'(vj Drill four holes Th the corners of the electrode mount1ng for

suturing the electrode on the stomagh surface. 3?*\j;y < :
-' . - - . . . ‘ ’ -, ' s L)

r

14.2.4 THE OVERALL CANNULA SYSTEM

- . _
Al the wires from the various electrodes have been soldered.to

‘?'

- .« the p1ns { pheno1 Relia-Tac 220502) ‘which are assembled into a 31 pin,~

connector phenol, 22211N31) .The connector 1is firmly pﬁcked with '

dental acr lics and securely centered in the stain\ess steel cannu1a .
tube Three layers of materia1s v1z 3 cuned” med1ca1 grade siggstic
g]ue bees wax, and/si1ast1c glue are packed 1nside the cannu1a tube to

prevent corros1on of the soldered joints and to keep the wires secure

- - within the tube.

\~. . . -m
. : o ﬁ l



. 4.3 IMPLANTATION
: -

The cannula systems were implanted in five dogs to monitﬁf tﬁe"
gastric and duodenal neuraL*‘e1ectr1c and contractile signals. The
implanted locatjons of the various electrodes arg. shown in Figure.4.4,

| After a 24-hour fast the five healthy male dogs (approximately
35kg) were each anesthetized with 3 m]/kd solution of cﬁlora]ose (2%),
urethane (10%), and subsequently with 70 mg of.sodium pént;barbital ‘
given iptravenously. The operation Las ng?Erqu in aniaseptic
environment."The abdominal cavity was opened-at the midline from the
sternum to about 4 cm below the umbilicus. The connective tig ues

. L] -
around the nerves were carefully removed with minimal damage to their

. e - 1V
b‘bod supplies. « The cuff e1ectrogeg were slit longitudinally and the ™%

corresponding nerves we;é placed carefully into'them. The g&ffs were
then closed with sutures. The leads supplying {hé cuff electrodes were.,
-sewn on thH® surrounding tissue, This provided supports for the nerve
cuff and'prevented any pulls to the nerve tfuﬁk.nThe contractile forcé
transduﬁg}s were sutured to the gut wal]vso.as to récorq cirtular
contractile activities i.e. phasic or rhythmic con;ractions. The pin
electrodes were implanted besides the strain gauges to monitor the

corresponding. local EME.

p o o N

i

O



77 .

S3p0.4323|3
snoLaeaibyl jo ajLs uorjejueduy ayj 4o ‘uetzedb

- Yoowols ay]

#p04L23 YHI O

’ #0nvg wourg E
aPOJIMT JINT ey _“_

snduod

WNJuo

snpung 33l dog 07
39

/ snBoydosao

" $°p aunbi4

.
-



stimulator) to study the effect of nerve stimulation on EMG and

78

i1

4.4 INSTRUMENTATION AND RECORDING »
ar . L

A block diagram of the instrumentation is shown in Fig. 4.5.

The neural signals were'stepped up approximately 25 times via

" transformers (Hammond 585#) which provided optimal input impedance

, '] . .
matching and an increase in the signa]-to-néise ratio [Stein et al,

1975]. The signals from the transformers were then amplified through an

.AC pre-amplifier (P15 Grass Inst.Co) with a gain of 1000 and a frequency

range of 100-5k Hz. The neural signals were then recorded onto an 8 l
channel FM ‘tape recorder (HP 3968A) at the maximum speed (15 :,
inches/second)'to_realize‘a bandwidth of § kHz. The strain gauges and
the pin EMG g]ectrodes were connected to their corresponding coup]ers;
(coup1er models 9853A and 9806A respectively) of an 8 channel dynogragh

recorder‘(Beckman R611). These various signals are thus available for

-amplification and filtering as desired later for analysis,

Besides recording neural signals, the nerve cuffs were also used

to stimulate the ner#e_trunks at 10v, 6 pulsefsecond (using Grass S88

contractile activities.

4.4.1 IMPEDANCE MEASUREMENT

- >
-

The recérdings were performed over a period of 10 to 15 weeks.,
! 2 e

Meanwhile the physical condition of the cuff e]eCtrqde was followed by

B
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measur1ng the 1mpedance of the electrodes by means of a HP 4800A vector
impedance meter. After 12 - 15 weeks the cannu]a system was retr1eved
from the sacrificed animal and electron m1croscop1c study of the nerve
inside the cuff was derformed td gauge the amodnt of damage to the nerve

as described below.

-

4.4.2 ELECTRON MICROSCOPIC STUDIES

Four dogs w1th 1mp1anted cuffs and two contro1 dogs_ w1thout any
cuff 1md1antat1on were used for the electron m1croscop1c study. The
procedures of preparat1on of the nerve trunk for the EN stud1es are
shown . as fo11ow Dogs were anesthet1zed with sodium pentobarb1ta1 {30mg -~
‘/ko iV, ). Port1ons of the nerves enc1osed 1n the cuff and the _
cor#espond1ng segments of vagus from the contro] dogs were d1ssected and
| f1xed by immersion w1th 2% glutaraldehyde /in 2 0. 075 M Cacodylate
buffer, pH 7.4, containing 4. 5% sucrose and 1mM Cacl for. 2 hours at
room temperature. Following fixation the p1eces of nerve t155ue were
washed overnight at 4° C id Cacody1a\e buffer, conta1n1ng 6% sucrose and
1.25 mM CaCl,, pH 7. 4 postf1xed w{}h 2% 0*Q£ (1n 0.05M Cacodylate ’
puffer, pH. 7.4} at room temperature for 90 minutes, stramned en btoc
nith saturated uranyl dcetqte for. 60 hindtes,lpehydratid_dn graded
‘ethanol and propylene oxide and embedded in Epon 812. Sections were cut

an a Sorvale (MT2 -B) ultram1crotome stained for 3 minutes with a lead

c1trate and examined with a Ph111ps 301 microscope at 60KV

-——

T
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4.5 THE COMPUTER SYSTEM o
, > ‘ <
' ¥
- \
The complete computer system for the acquisition and analysis of

L]
neural signals is ‘shown in Fig. 4.6. The personal computer (PC) is an

1BM PCJXT with a_teh Mbyte hard disk, and a 360k floppy disk drive for
the storage of data and programs; This microcomputer is 8088

microprocessor bag&f with a math co-processor, 8087, installed to
increase the calculation speed and precision. The text and graphics are .

displayed on a graphics monitor (Amdek 300A) with a higH feeolugion |

' graphic display card (Tecmar Graphics Master). A mu1tifunctionvcard

- (AST 6-PackPlus) is installed -in the system with its para11f1 port

: connected to the printér (Epson FX80) and the RS-232 ser1a1 port
connected to the plotter (HP 7470A). This multifunctions card also
allows the RAM size to be increased from 256K (maximum RAH sijze on the'

~IBM systéem board) "to 640K which is the maximum memary allowable for
conventional usage. The extra serial port on the system allow the PC to
have an option of communicating with a main frame computer (or other
pcs) via a modem. The data acquisition is aecomp11shed by a data

- acquisit{en board {Techmar Labmaster}. The*deéériptionlof the data

acquisition card and the corresponding ‘software driver are given in the

' 4
following section.

£
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" 4.5,1 DATA ACQUISITION

—— -

- ~
e

Data recorded on the t&pe recorder are p1ayed_back and digitized
throughgfhe data acquisitien boaﬁdd&Fig. 4.6). This board allows 16
sing]e-éﬁﬁed or 8 differential 1neuts with 12 bits resolution at a
maximum of 40 K Hz sampling rate (with proper software). The features
of external trigger of A/D under the computer control, repet1t1ve
channel 1ncrement1ng samp11ng, and the 5 #ndependent 16 b1ts counters

{AM 9513) are utilized for data acquisition. " The detailed features of

inadequate for this study; the maximum samplin iggte using the
manufacturer's support software is approxmatf‘;

length of the data array is only 64k. The limitation of 64K data array
1endth is due to the segmentational addressing architecture of the 8088
microprocessor which is the Central Processing Unit (CPU) of the
computer. The deta11eq descr1pt1on of. the mechan1sm of segment
addressing is given inh 8086/688 m1gF3processor literatures, such as The
8086 Book (Rector and Alexy, 198Q) and The 8086 Famﬁ1y User's Mgnual .
(Intel, 1979). In order td overcome the problems, an assembly language
program was written to drive the data acquisit{on board. “This program
Ean have a sampiing rate of up to 40K Hz'by using the overlap mode‘
feature on the qumaster, such that the A/D eOnversion process and the
selection of next channel are performed siﬁultaneouslyf As far as the

64K data array boundary problem is concernedl the extra-segment (ES)

1 3

1

10K HZ, and the maximum

this acquisition board are g1ven in the manufacturer's manual. Th:‘///’,,q?
sof;ware‘and technical supports from the manufacturer however, ar '

v‘, .



register is used to index the data array instead. As soon as the
aineoming dafa reaches the 64K boundary, the ES register is incremented

by 1000H (in HEX) for another 64K block. In this manner, the data array .
size is on]y limited by the amount of RAH size ava11ab1e on the system,
which is 640k minus the system and program requirements, The flow
diagram of fhe program i; shown jn Fig. 4.7.

After the digitization process, the data is converted into
discrete numeric forma£ Various considerations in analyz1ng'the
dlscrete s1gna] are discussed in the following sections

e . . e N
4.6 CONSIDERATIONS .FOR DISCRETE OR DIGITAL IMPLEMENTATION

' The theoret1ca1 background for the analysis of the neural )
's1qnals has been given in the previous Section 3.4. A1l the mathematics
‘cons1dered are in continuous form and the integrals afe performed aver
an infinite period of time. In practice, however only a finite number
- of data points are available. The cons1derat1ons of the neural s1gna]s

in the d1screte form are as fol1ows
4.6.1 DISCRETE SIGNALS ANALYSIS ; ‘ ) »

By digitization, a given.signal x(t) é%n be converted into

discrete samples, that is : A »

\ , .
X; = x(iot) i=1,2,...N number gf samples _ 4.1
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“«

Fig'ure 4.7 The flow diagram of the -data acquisition program

-
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clear the system interrupt
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. / -
where 0t is the sampling inﬁgpya+~%ime -

The . autocorrelation of x(t) and y{t) (Eq. 3.36a,b) and their cross-

correlation {Eq. 3.33) in the discrete form can be expfessed as:

1 N

Rxxak)'z om ZRoTgann T . A )

YN
Ryy (KD = R0 et s i | &3

. and , 3 i
;1 N
ny(k).= ;jT\E;:E 12_;xiyi+k 4.4 .
with k =-n,=n+1,...-1,0,1,7.,n-1,n- _' Ve I .
where N = number-of data-samples S -
' .k = number of lags with n as the max imum .

It was mentioned in Section 3.51tha£ since the {cross-) power spectral
den§ity'(PSD) and fhe (cross-) Eor;e1aiion function form the Fourier
Transform pair (Ne1ner—Kh1nch1ne theorem), the correlation functions can
be obta1ned 1nd1rect1y through the Four1er transform of the power 2
(cross) spectra, - The discrgtg Fourier Eransform (DFT) of a discrete

- ’

time signal X4 can be defiﬁéﬁjas:

K@) = £ xgexp(-jkadt) i .7 A8

where @ is a finite set of_frequqncigs “1'92'“3""nm’ and Q4

LI

2ni/NOt

The cross-;orre]étion dfstreté-form of the Wiener-Khinchine theorem (Eq.

-



—

-. 8

A

3.39, and Eq. 3.dﬁj”with a finite. number of data samples, N can then be

expressed as: ‘ - g

1 N \
6. (a) = — I R {k)exp{-jkaat) 4.5
Xy N k=1 MY - ‘
and ) _—

-1 N .

R..(k) = — £ G (0)exp(jkaot) ' R
Xy Ni=l XY o,

v

{

From Equation 4.4,-with a finite data samples, N, and with N much larger

than the number qf lag k , the cross-ﬁorrelatinn function is

o0

N-k o -’

T XiY; 4.8
i=1 ili+k . .

by substituting the above expression intﬁ’gaﬁ:::;;\4.6, the cross-

spectrum of X5 and y; ¢an be expressed as ‘ ~

‘ 1
AT

e

*
1 N N-k _ X
6, . (A)= — E T X:¥4 exp(-jkaot) 4.9
Xy N k=1 §=1 K ' :

By using the factor,exp(jkuﬂt)exp(;jknat)=1 and the definition of DFT

L4

(Eq 4.5) the above expéession can be simplified to

LT,
Gyl = — X (a)Y(R) _ 4.10

[
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where : ¥s the complex conjugate operator
L

A

Similarly the power spectrum den§1ty of X; and y; can be expressed as:

x

TN
, 1, 1
Gxx(n) = —X (n)‘X(Q)= - lX(n)It 1,11 !
N N ° “ .
dnd » . 2
T, 1 , '
ny(ﬁ) = o Y (R)Y{R)= ' [Y(a)]| 4.12‘

L t"

The spectral-density estimation using Eq. 4.10 ,Eq. 4.11, and Eq. 4.12
arq‘igawn as the periodogram spectral est1mat1ons. Fné Factors .
affecting the estimation of the per10dogram are d1scussed below.

4.6.2 ~PERIODOGRAM

by

L]
_The detailed properties of the periodogram can be found in the

Jiterature [Jenkins and Watts, 1968; Otnes and Enochsen, 1972] For an
ideal spectral dens1ty estimation, the RQias and the variance of the

estimated spectravax(f), G y(f), and ny(f) approach zero as the data
) !

length N, approaches 1nf1nity However for the periodogram, the
\

spectra1 dens1ty est1mation does not possess such converging §tatist1ca1

,_propert1es. For f1n1te observat1ons the periodogram spectral

estimation is b1ased. The amount of bias depends on the lquth of the
o ' SN
data i .., as the number of observations, N, increases the estimation

bias decreasas. Unfortunater, the variance of the estimated speptrum

density does not decrease with the data length 1né‘Lase bat rema1ns

«

-
-

e

RO
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constant” (Jenkins and watts p.211, 1958; Fishgr, 1929; Hannon, p.53,
1960). In other words, as the record len becomes longer, the
frequency resolution jncreases, but the tatistical reliability of the
result is not 1ncreased (Bartlett, 1948,  Jenkins and Watts, 1968). This
inherent,difficulty in the\estimat1on of the periodogram can be. overcome
by subdividing the data into a number of segments, calculating the
periodogram of eéEﬁ';egment and then averaging the periodogram from the
k individual segments [Carter et al, 1973]. Bendat- and Piersol (1973)
have showed that theoretically this method can reduce the variance by k

times, where-k is the number of segments. parlett, (1948) and Carter,

(1973) have shown that the estimation variance can be reduced further by

overlapping the data segments. Details of overlapping segmeits are
given in [Carter et al. 1973]. 'In ihis study, the periodogram spectral
estimation was performed with 50% overlapped segmented data, Other
factors such as ‘sampling rate, record length, and truncation of data,

also affect the estimation of the periodogram as discussed in the

following seCtszi:\{

4.6.3 SAMPLING RATE AND RECORp‘LENETH
Through the process of digitization the recorded neural signal

is converted into discrete time sequencil(Sec;1on 4.6. 1) it is known

that in ordes to retain all the signal jnformation and avoid aliasing

is necessary to sample the recorded. signal at at least twice
equency component of the signal'[Shanhon 1948]. The

frequency compone ts of the neural signals depend on the gth of the
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cuff electrode and the propagation velocity of the neural signals along
the nerve trunk [Stein et al, 1975]. Hoffer (1979) showed that neural

signals with a propagation velocity of 60 meters per second (mps) with a
cuff length of approximately 1 cm could have frequency components éf up

to 10K Hz. For the nerve of Latarjet, which consists of both myelinated

" and non-myelinated nerves [shown in next chapter], the conduction

velocity rangeé from 1 to 10 meters per second. With a cu%f size of 0.4
cm, the maximuﬁ frequency qomponént of the recorded néural signals could
be up ﬁo approximately 2.5K HI (as given later in Chapter VI).
Theoretically, sampling the signal at 5K HI.would be high enough te
eliminate 'the aljasing problem for the signals which aré band Timited to
2.5k Hz. However, but it is advantageﬁﬁ?{to sampie the signals at about
four times the maximum frequency compbne tg of fhe‘signa1 for more
accurate estimation of the cross-dﬁF;;T;zion function [Bendat 1978]. 1In
this study, the sampljng rate for the neural signal is 12,5k Hz.yith the
signal band 1imited to‘;hO-SK Hz. The cost of higher sampling rhte is-
more computer storage and Erocessing time. However, with the

availability and low cost of RAM, and the fast pracess time using the

8087 math coprocessor, it is advantageous to sample at a higher rate in

order Bo achieve more accurate results.

Bendat et al [1971] showed that the sampled length of data -~ .

W

':.shou]d bb'1ong compared to-the fluctuation of the data time history,

-such that the short time averages will truly reflect average properties

of the data and not just the random fluctuation of the time.history.
Rowever as showh in Section 4.6.2 if the data Tength is too short, the

estimated PSD will beAbiqsed and the spectrum will show loss of detail
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j.e., will have board frequency resolution. Detail of the bias and
random errorsdinherent in the computation of correlation and spectral
density functions are given in various references [Jenkins and Watts,
1968, Bendat and Pierso] 1§71].' In this study, the data length of each °
segment is 256 points which with a samp]wng interval of 80 microseconds
"(1/sampling frequency = 1/12. 5k) is 20.48 m1111seconds This duration
- is adequate for the study of conduction of the neura] 1mpu1ses between

two nerve cuffs located 10mm apart.
f
"' 4.6,4 TRUNCATION OF DATA

Each segment of data from a long record may be viewed as a
gu1tip1icati6n of an dnfinite]y Tong record by a rectangular or box.car
time window. This ie a1sogknown as the truncation of data. This
truncation in the frequency domain “t§ equivalent to the convolution of
'the Four1er transform (FT) of the data x(t) and that of the rectangulaﬁ
w1ndow. Hence the power spectrum den§1ty obtained from a truncated
finite 1ength ot‘data is d1storted This undesirable distortion, Known -
as the s1de-1obe effects or leakage, may be reduced by mod1fy1ng the box |
car function in the t1me domain known as w1ndow1ng The design and

e1ect1on thes window function depends an the pr1mary obgect1ves of the

" windowing, such as the width of the ma1n 1obe and the 1eve1 of the side

lobes of the w1ndow spectrum des1red Deta1ls of the des1gn of var1ous
w1ndows are g1ven in numerous textbuoks [0ppenhe1m and Schafer 1975
'Jenk1ns and Hatts 1968, Otnes and Enochson, 1972] In th1s study, the

Hamm1ng w1ndow funct1on is employed to reduce the side Tobe effects, the

w0



window is given by

i

Wi = 0.54 + 0.46 cos(
Not

) i < Not 4.13

where NOt is the Tength of the window which is equal to the length of

the data sequence, i.e. NOt = 256,

The implementation of the above in analyzing the neural signals
is discussed in the next section.

3

4.7 PROCEDURES FOR ANALYZING THE DATA . "‘

-

!

The. procedures for analyzing the recorded neural signals are

given in block diagram Figure 4.8 and described below:

4.7.1  PREPARATION OF DATA

:Twp types of data i;e.,vsimu1atéd data and recorded neural

~ signals, are prepared for the simulation studies and the neuréj s}gha1
analysis respectively, as described .below. .

4.7.1.1 SIMULATED DATA - -

In order to investigate the charqcteristicé of the three cro§sf X
correlation a1gorithms‘discussed in Chapter III, three kinds of data are

. simulated for the model given in Figuré 3.5b. They are Gaussian white

.
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The block diagram of the’procedures of the anlaWsis' of

Figure 4.8 the neural signals
-
() yd
Digital Digital
" Filtering Filtering
300-5K 300-5K
HZ HZ .
subtract] = |subtract :

+ mean meon | A
shift normal—= | . ° | normal- shift
data izatlon 1 ization data

: Hamplt)g' - | Hamming
‘window window
+ _ zero zero . *
padding podding
FFT - FFT
1 1 i 1 -
GolF)= [ Ggf= | Gyl FI="
XN XAV YY)
| ] ‘ |
' next™ C
—& segment? >

4
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v compute the square
root of the

compute the GCC
x—corr. function

coherency function
@ ny : c(n)
e 5
compute the SCOT compute the ML ’ L
x-corr, function x—corr. function
Y ¥
~1 compute ‘the ~
FFT " (C xs{:{;:- cherency FFT °¢G xy(n)'
' fupction GCC
Ryy cu,%m Ryy o )
=~ ’
4
save FFT-1< Cyy Gy F savel
results 1 - cx;' ) IGXY‘F)I resg ts

get more dota

plot RxyBCGR
o n'3

xySCOTRxyML vs time l

~dimensions

L %4
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noise (GWN}, sinusoidual signal, and simulated neural impulses. All the
GWN sequences generated for the inputs (sensory, and motor), and the
additive noises {n'(t), n"(t)).are checked to ensure that they are
mﬁtua]ly independent, The frequency of the sinusoidual signal is 1.5k
Hz. The:duration of th? neural impulses is 1 msec Qith random duration

between the impu]ées. The time delay parameters, kS and km- are both 15

(1.2 msecs) for the sinusoidual inputs, and 20 (1.6 msec) and 15 (1.2
msec) respectively for the *GWN and simulated impulses. -

g
!

L -

4.7.1.2 RECORDED NEGRAL SIGNALS
. bl

After digitization (Section 4.6), the two channels of digital

data are stored in binary format of two bytes in-two's complement. The

.data are arranged in alternative mode, ’be. each 2 bytes of the first

channel is followed by 2 bytes of the second channel.” Each data file is

524,288 bytes in length which is approximately 20.97 seconds of neural

sgats. - %

e tm— .

4.7.2  DEGITAL FILTERING

-

The digital signals are filtered with a second order bandpass
filter with the cut-off frequencies of 100 - 5K Hz. This steb ensures

that the aliasing probiem will not oécur.‘



4.7.3  SUBTRACT MEANS ' =

The means of each segment of data are computed and subtracted

from the original data, that is

N . .
T X 4.15

where y_ =
X 1

1
LoN

© ' := ) is used to 1mp19 an update of the value on
‘ the right hand side of the symbol.

IT the hean values of the sequences before the PSD estimation
are not zero, then the1$SD function will exhibit a large peak

(theoretically infinite) at the zero frequency which will then distort

96

the estimation at other frequencies near the zero freguency, often known

as aliasing at dc. .
4.7.4 NORMALIZATION

After subtracting the means from the data segment

e

are then normalized with resbéct to their corresponding standard

deviation, that is

X; = : . 4,16

L 1 N - :
where o, =ve— L X%, ’ 4.17
N i=1 -

s the: sequences

S
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which %is the sténdard_deviation of the mean-removed sequence X5

4.7.5  WINDOWING
The normalized data sequences are then multiplied with a Hamming
window to reduce the leakage of the PSD estimation. .This'is expressed
as o b

L)

e

where Wy is the window function given b} Eq. 4.13

4.7.6  1ERD PADOING

This step serves to eliminate-the circular effect error in
calculating correlation functions at &he expenses of the extra storage
in the FFT computation,[ﬁﬁndf!’and.Pierso]}'1980]. This is achieved by
padding zero data va]ues'to the end of the'data sequences. In other

. ! . -
words, a new data sequence of length EN is created such that

~

Xi = XL

15
0 N <

<N
S 2N 4.19

" e e

where N is the data length which is 256."

" This paddﬁng with zero has no deleterious effects on the spectral

kaveshape other than requiring more data storage location during the FFT

computation,

[
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4.7.7  FFT COMPUTATION

b
The FFT X(n) and Y(a) of both channel one x; and channe1 two

¥; respectively are_computed.
4.7.8 PSD COMPUTATION .

The PSD‘Q? x(q), y(n}, and-the cross-spectrum of x(g) and y{n)

are computed, that is

2a nd
Gxx(“) = — (n)x (n) 4.20
nde=1 ’ ’ 1
o) - e 1y @) ’ 4.21'
{a)y = — T ys(a)y; (0 .
) Zy ngT =1 J J
and
Zan .
6, (a) = — (n)y (%) 4.22
WD ngT 3 o SR :

where ng. js the number of data segments = :
a 1s the scaling factdr for using Hamm1ng w1ndow
3 = /18/3)
Tl is the data length = 256

\ ‘.

The 1oop formed by Sections 4.7.3 and 4.7.8 is repéated until
the number of data segments reaches 391\ Each time the loop starts at
_Section 4.7.3, the data pointer shifts to half of the data Jength i.e.,

O :
128 points. This provides a 50% 'segment overlapping.

o |

0 - -

e e
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4,7.9 COMPUTATION OF THE GENERALIZED CROSS CORRELATION (GCC})

: 4
The cross-correlation using the genera1zm€thod, GCC is obtained

by taking the inverse FFT of the cross-spectrum ny(k) as Equation 4.22.

The results obtained are & bias estimation of the cross-correlation )

+

function. An unbiased estimate of the cross-correlation over the range

-

0 < k < Nis given by

R, SCC(ky 1= —— R, 8CC(K) _ 4.23 - | '
Xy RS R
- o i
4.7.10 COMPUTATION OF THE COMERENCE FUNCTION -
/-
From the results obtained in 4.7.8, the coherence function is ' :
computed as. ;
|6, (&)]* ° ' . .
Cy(9) = — - 424 o S
. Gxx(n)ny(n) ) . . . : -A‘ -

™~

4.7.11. COMPUTATION OF THE SMODTHED COHERENCE TRANSFORMATION (SCOT)

’
L

. \
The cross-cofrg}ation function using,the SCOT method is obtained

by‘tdking an inverse FFT of the square root of the coherence f%pction

(Eq. 4.24), that is : o /

Wi e et e 0 2 s
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R SCOT,,

1 N
Xy (k)= ik CrylTexp(kaot) : 4.25

i=}
where f1 = 2ui/Not

An unbiased estimate of nySCOT(k} over the range of

[}

0$kgNis

v

N

L ) P — Ryy O (k) 4.26
N-k

1

. A
4.7.12° COMPUTATION OF THE SIGNAL-TO-NOISE RATIO

i

. From the coherence function obtained in Eq. 4.24, the S/N ratio

between xi4qnd-yi wa(f), can be obtained by
. . " )

L _
v Gyyt@) ' .
afa) = — 2 - 4.27
. 1 -‘Qxy'(nl

4.7.13 COMPUTATION OF THE MAXIMUM LIKELIHOOD (ML)

Using the results’obtained from Eq. 4.22 and Eq. 4 i7, the ML
est1mat1on of the cross-corre]at1on is computed by tak1ng the inverse
FFT: uf “the S/N rat1o function divided by the magn ude of thé cross-

spectrum and mu1t1p11ed by the-cross-spectrum » Ehat.is

N
‘ o a(i) & DU '
R, L(k)s — z ——-"(—) exp( jkaot) 4.28
y N A=l |6, (4)] -

where Q = 2wi/Not
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Again an unbiased est1mate of R m1(k) over the range 0Of

0 $k $N is
ML N ML
Ryy (k) =—N— ny {(k} , 4,29

L
This whole procedure is repeated up to five data files which is
approximate1y 52 seconds of continuous neural signals.

[ ¢

48" DISPLAY OF RESULTS

In order to illustrate the relationship of the sensory and.motor
activities with respect to the corresponding contractile and EMG
activities, it is important to be able to display a series of cross-
- correlation functiens from a 1ohg ﬁequence of neural signals An
1nteract1ve 3-D graphic was wr1tten in Pascal 1anguage to display the

cross-correlation funct1ons of the neura1 51gna1 This program takes
\

".1nto account rotat1ons, projections, perspectives, h1dden-11ne-remova1

. magn1f1cat1ons distortions, and 1abe111ng The orientation and other
.parameters for the 3D d1sp1ay can be adjusted interactively by us1ng the
cursor keys and other keys of the keyboard A p1otter driver routine is
aiso written: to plot' the graphs on the;plotter {model HP 7470A) .
' The results of the simulation stud1es and the analysis of the

recorded neural signa]s are discussed 1n the next chapter.

v o ’ ' l .



CHAPTER V

.; ~  RESULTS: SIMULATED SIGNALS

5.1. INTRODUCTION
The theoretical backgrounds and the implementation of tﬁe three
algorithms i.e., GCC, SCOT, and ML have blden discussed in Chapters I1I
= . _ ‘
and IV respective]y. In this chapter, the performance of the,ihree
a]gor1thms are evaluated using three.different s*mu]ated signals, The
L)

model for the simulation of the compound neural s1gna1 compqnents Was

given in Chapter III section 3.4, (F1g 3.5b). The s1mu1at1on details

and the results are given in the f0110w1ng sect1ons.

. o _
5.2 » SIMULATION DETAILS

"

- The three different types'of §1ghals used in simulation are
Gauss1an white noise (GWN), s1ne wave (SINE), and simulated triphas1c

neural impulses (IMP}. The GHN has been band11m1ted to 100 Hz - 5K Hz.

r'_.’

_ Ny
Four such datafsequences have been generated by means of random. number

generator. All the éequences are checked £0‘ensure that they are
.5 .
mutually ipdependent. Two of the GWN sequences have been used to
\

simulate Yhe e]ectrodes recording n015e "lft) and “2(t) whereas the --

LY

A
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other two GWN data sequences simulate the sensory signal, s(t), and
motor signal, m(t}), respectively. The SINE data séquences for the
sensory, and mator signals are both 1.5 KHz sinusoidual, The simulated
neural impulse sequences are triphasic and the period between impuises
has been randomized.

The signal séquences are then scaled to obtain the desired
signal-to-noise (SNR) between the signals (s(t), and m(t}), and the
noise sequences ((n (t), and nz(t)), respectively (Fig. 3.5). In this
study, SNRs of approximately 10, 7.5, 5.0, 2.5, 1.0, 0.5, 0.33, 0.25,
0.2, 0.17, 0.14, 0.13, 0.11, and 0.1 are considered. The corresponding
yalues in dB sca{es are 20.0, 17.5, 13.98, 7.96, 0.0, -6.02, -9.54, -
12.04, -13.98, -15.56, -16.90, -18.06, -19.09, and -20.0.

. A total of 20 trials have been performed for each SNR. Each
trial processes 20 segments of 256 points per segment data sequénce.
The time delay at which the cross-correlation is at maximum is taken as
the estimated peak location, :The peak value is at least two times the
standard deviation® of the estimated cross-correlation function [Bandet.\
1978]. In order to avoid bias in estimating the standard deviation of - .*,
theicfoss-éorrelation and the peak iocation, the estimated cross-
corre1étion fgnctions within £10 from theypeak locations are not
‘ consideréd in the calculation of thé standard deviation, and the'peak
locations that fall outside the range *15 are omifiéd in calculating the
-éverage estimateg peak locations. Since there are two :;timated;peak
locations, k. and kn pdrresponding to the sensory and motor’ sequence

respectiée}y. tﬁe average deviations of the two peak locations are™

calculated. In this fashion, 20 estimates of the cross-correlation are
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_both set at 15. For the 51mu1atzon with SINE and I

104

obtained for each of the §NR5; The estimated cross-correlation
functions from the three algorithms are‘p1otted as a function the
number of lags and the;various SNRs. The left of the zero lags
correspond to the sensory components and-to the right of the zero lags
correspond to the motor components For the simulation with the GNN as
the 1nputs for the. sensory.,s(t), and motor m(t) s1gna1s the de]ay
t1mes for the sensory components s' and the motor co onents km are
Mﬁ/:z sensory and
motor inputs, the delay timee for the sensory components, kS and the

N w
.

motor components km, are set at 20, and 15 respectively. The resul

of the s1mu1at1on are d1scussed in the f0110w1ng sections.

-~

. ) [ ’ A
5.3 7 SIMULA%ION WITH THE GAUSSIAN WHITE NOISE (GWN) .

- Tty . N P}
" N
The average of, the est1mated peak va]ues of the cross-

corre]at1on funct10n by the three methods {GCC, SCOT and HL) are. shown

in F1g 5.1. The est1mated peak va]ues by the SCOT method. aré '

fa11s below -12d8B. The est1mated peak values by the ML method are
however lower than those obtained- from GCC and SCOT.
" The standard deviation of the estima£Ed'cféss—correlation

funct1on (F1g 5.2) in GCC decreases only sllghtly, whereas in SCOT the

-standard dev1at1on 1ncreases by about the same amount as the decrease in

v

SNR. “In ML method the standard deviation. decreases with greater amount

as the decrease in SNR .

The'average deviation of thg estihated'peak locations from the

]

L

' approx1mate1y the same as ‘those by the: GCC method except when the SNR<::; ,
4



- comp11cated w1th the pres
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~» - . ~' .’
actual peak locations (Fig. 5.3) show that when the SNR is greater than

-2.5dB, all three algorithms provide accurate locations of the cross-

correlation peak. However as the SNR decreases, the average deviqtibn

of estimating the peak location obtained from all three algorithm
1ncreases The deviations obtained using the GCC and ML method are less
than those obta1ned frem the SCOT method. As the SNR falls below -15 -dB
ﬁowever, the deviation of the SCOT method adpfoaches that of the GCC
method. T | | |

K

The cross-corﬁelatjon functions vs. SNRs of the three algorithms

of one of the trials are shown in Figs. 5.4 to 5. 6. Note that; for the

GCC method, the peaks are w1der, and the var1ances are higher than by

the other two methods (Fig. 5 5). For the SCOT and ML methods, the

peaks are narrower. The var1ance of the stoT cross- corre]at1on funct1on

is Tower than .that by the GCC method nut not -as low as the ML method

(Fig 5.5). For the ML method, when the SNR is greater than 0 dB, “there

are four peaks (Fig. 5.6 a,b). The:two'extra‘peaks‘are“]ocated'at

2 +k, (2¥15+15 = 45) and 2% o (= - 45 )on the +1ag (motor) and -lag

(sensory) sides respectively. This" ;uggests that for thegHL method

the estimation of the ;?;‘17 1at1on of the sensory coqponents is
nce df

e motor components and v1ce versa,

. S1m11ar results have been-obta1ned with the SINE and IHP data sequence

as. wiﬂ] be shown later in section 5.4 and 5.5. S1nce the two extra
peaks occurs only in the HL method, the prob1em is cTear1y due to the HL
we1ght1ng function @ nle Hore discussion on this subject will be

provided later in the discussion Chapter (Chapter VII).

~
-~

P



106

THE ESTIMATED X-CORR. PEAK VALUES (GWN)
0. 55 - g

0. 50r

.33
g. 27
C.21
0. 16

L. 10

The x-corralotion omplitude

h 1 Limi 1 i I 1

r

' -16.00-12.00 -8.00 -4.00 ~0.00 3.99 7.99 11.99 15.99 19, 99

- . 'S/N ratie (DB

A

Fig 5.1 The average éétimated_croﬁs-torre]ation peak values usihg the

“\ . three estimation algorithms: GCC (@), SCOT (A}, and ML (X)
with GWN as thé inputs. When the SNR -is greater than -12 HB:
the est1mated cross correlat1on peak va]ues obta1ned from the
SCOT methqg are approximately equa] to those obtained by the
QCC_method. When the SNR 1is less than -12dB, the est1mated peak _ '
values in the SCDT method are somewhat less than those obta1ned

.by the GCC method The est1mated peak va]ues by the ML method

are, less thqn those’ by both the GCC and SCOT‘methods.

At - -
¥
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St. Dev. OF THE ESTIMATED X-CORR. (GWN2

Tha stendard daviaticn (1/100)

i i 1 1 i 1 1 1 1 i

-16.00-12. 00 ~8.DC -4.00 -D.00 3.89 7.99 11.99 15.99 19.99

. ' S/N rotio (DB)

D)

Fig 5.2 Thé standard deviatiﬁn of the estimated cross-correlation
function uﬁing the three estimation algorithms:'GCC (D), SCOT
: (ts), and ML (X ) with GWN as the' input. As the SNR decreases,
the standard deviation of the est1mated Cross- correlat1on
function in the GCC method decreases s]1ght1y, whereas in the
scar, the standard dev1at1on increased slightly. For the ML

method, the standard deviation decreased with greater amount as

the SNR increases. K o »
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" Deviation of the paak loc. vs S/N r‘oti-o"

g, 40 T

Daviation from the ectual peck loc.

-u&m@&&wagmjaﬁj7qj74A84j51J43Js

)
S(N ratio (dbl (GWN>

Fig 5.3 The average deviation of the:estimated péak_locationS»from the:

actual peak. location. gCC (n), SEOT (A), ML (X). 'Nheq‘thg«‘
SNR is gredter than 42{5 dg, all three algor1thms can o
accurately locate the cross-corre1at1on peaks. However as the
SNR decreases, the average dev1ation of est1mat1ng the peak
1ocat1on by a11 three a1g0r1thms 1ncreases The average
dev1at1on obta1ned by. the GCC and ML methods are 1ess than.
those obta1ned by the SCUT method



Fig 5.4a,b

/' : . 109

. - . . .
The estimated cross-correlation as a function of number of

lags and SNRs cbtained from the GC@ method with GWN as the
ﬁnput data. Fig 5.4b is the reverse view of Fig 5.4a. The
SNRs for Fig 5.4a'fn,the db scale are 20.00, 17;50, 13.98,
7.96, 0.00, -6.02, -9.54, -12.04, -13.98, -15.56, -16.90, -
18.06, -19.09, -20.00 db. The peak locations for both

sensory and motor sequences are at lag 15.
. 3 ] , . ! S

]

—
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Simulatian withrnoise+noise (GCD
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Fig 5.5a,b The estimated croséécorfe1ation as 'a function of number of

lags and SNRs obtained from the SCOT method with GWN as the

input data. Fig 5.5b is the reverse view of Fig 5.5a. The °°

- SNRs scales are the same as that of Fig 5.4a,b. '
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Simulation with noise+noise (SCOT)
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Fig 5.6a,b The estimated cross- -correlation as a function of number of

1ags and SNRs~ obta1ned from the ML method w1th GWN as the
1nput data. Fig 5.6b 1s the reverse view of F1g 5.6a, The’

SNRs scales are the same as that of Fig 5,4a, b
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9.4 SIMULATION WITH SINE WAVE (SINE)

Two sine‘eave data sequences of 1.5 KHz are used as the sensory,',
s(t) and motor, m{t) inputs fortthe simulation nodel (Fig 3.5b). The
waveshape and the PSD of the data sequences x(1) after- corrupting the )
sinewave with GWN data sequence, are shonn.1n Fig. 5.7 and Fig. 5.8
nespect1ve1y. |

The peak values of the estimated cross- corre]at1on funct1on from
the three methods are shown in Fig. 5.9, The peak va\ue is h1gher by
the GCC method than either by the SCOT or by the ML method, .- However as
the SNR decreases” to Tess than. -12 4B, the peak values from the scoT
method approaches the same Tével as by the GCC method and the peak .
values from the ML method rema1ns Tower than those by the 6CC and SCOT
methods . Also, when the SNR is greater than -12 dB, the standard
dev1at1on of the estimated cross-corre]atlon funct1on in GCC 1s f
s1gn1f1cant1y greater thah those of the SCOT and the ML methods (F1g
5.10). R S
’ The deviation of the peak 1ocations Vs, SNR nesu]ts (F1g 5. 11)

i show that when the SNR is: greater than -0, 9 dB a]] three methods can be :
used to accurate]y,gst1mate the peak ]ocat1ons._ When the SNRs are
',‘between the range of - lau\dB to -15.0 dB both the SCO0T.and ML methods
can be used to 1ocate the peak with Tess dev1at1on than the GCC method,
As the SNR decreases be1ow -13. 0 dB the performances of both .the SCOT
k.and ML methods approaches that of the GCC in locating the peak.
The cross- correlat1on funct1ons vs. SNRs of the three a]gor1thms

of one of the tr1a1s are shown from Fig. 5.12 to F1g 5 14, Both the

R |
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SCOT and ML methods show'a sherp_and narrow peak at the delay timesfkm ot
-and ks' while the GCC method shows a sineeaee shape of cross-corre1ation
function with broader ﬁeaks at.the:de1ay times. As in the GWN case
(section §. 2) w1th SNﬂ‘greater than 0dB, the cross- corre]at1on from the

- ML method shows two add1t10na1 peahs of smaller amplitude at 2km+ks
(2*15+20=50) and 2k +k (2*20+15=55) on the'¥1ag‘[motor) and -lag
4(sensory) sides respect1ve]y of the cross-corre]atlbn funct1ons.

Similar resu]ts are obtained when the ML method is st1mu1ated w1th the
¢1mpu1se input data sequence as w111 be discussed in Sect1on 5.5,

i The results of th1s SINE s1mzlat1on suggest that when the 1nput ‘
data is periodic, the SCOT and ML method are better than the GCC method
in reducing the ambiQdity of estimatihg the”peek 1eeation of the cross- |
correJatlon funct10n As compared with the SCOT and ML methods, the

‘standard dev1at1on of the ML method decreases whi]e that of the SCOT - _

eethod 1ncreases with® a decrease -in’:SNR (F1g 5 10). However because of
_ the SNR we1ght1ng funct1on of the ML method (Eq. 3.50, and Eq. 4. 28 and
 see Sect1on 5 5), as. the SNR decreases the amp11tude bf the cross- -'

,j correlation in the ML method also decreases (F1g 5 14 and 5, 9) \ Be10w
.‘-15 dB SNR (Fig. 5 1), the SCOT ‘and HL methods no 1onger have an

‘ :advantage over. the GCC_method in 1ocat1ng the cross-correiat1on peaksﬁ -

-
A
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Fig 5.7
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Waveshape of the sinewave data séﬁUences of 1.5K Hz

corrupted with GWN data sequence with a SNR of 0 db.
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THE ESTIMATED X-CORR. PEAK VALUES (SINE),

4

The x-correlation amplitude

~16,.00-12.00 -5. 00 -4.00 -0,00 ,3.89 7.99 11.99 15.69 19.89

. .S/N ratio <OB2

-~
) Fig 5.9 -The average gstimaied cross-correlation peak v?lues using .
s the.tﬁree a]gohithﬁs: 6CC (O}, scoT (AS); and ML (5() with
-.d v L SINE wave as inputs. TheLpeak crosshgorreTStion function in
' 6CC s higher than the peaks from the SCOT and ML rethods.
o . However as the SNR falls below -12.0 dB, the peak'values

from the GCC method approach those of the. SCOT method, The

+

peak .values from the ML method are lower than those from the

8CC and SCOT methods * Lo
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~

" St.Dev. OF THE ESTIMATED X-CORR. (SINE)

. Tha stondard. doviation 1/100)

. ! .
1 1 i i i 1 1 i 1 i 1 Il

-16.00-12. 00 -9.00 -4,00 -0.00 3.98 7.8911.88 i5.99 18, 99

Ve

S/M retio (D8

\
- Fig 5 .10_ . The standafd- deviation of the estimated cross-correlation
. .“ ' functioﬁ' using the fh.ree estimation a]gom‘thms: GCC‘(E\)
| SCOT (A),- and ML. (X) w1th SINE wave as the 1nputs When -
the SNR is greater than -12 0 db, the standard dev1at10n of
the est1mated cross- -correlation fhnct'nons 1n the GCC method '
is s1gn1f1cant1y greater ;hqn‘that from the SCOT and the ML .
C - methods. When the SNR is less than 412'0 db, the standard.
- dexnatmn of the estimation 1n the GCC appro,aches that of.
‘the SCQT. The standard dev1at1on -obtained from the ML method
'.decreases somewhat w_ﬂ_:h the decrease in SNR, wher{eas the

7 standard deviation increasés in thg-SCOT method.
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Deviatioh of the peak loc. vs S/N ratio

Deviation from tha octual pock loc.

=14, 90-12. 90-10.90 ~-B. 89 ~-6.B89 -4.89 -2.88 -0.88 .11 3.12

S : S/t ratio (db) - (SINE)

"

Fig 5.11 The'la;_verage d»eviatit.)n of the'eﬁ_t"imated peak locations from |

‘ rthé actual .peak ]oca;cioniu- GCC , A- S(‘ZOT' , X~ ML. When '
the SN‘R is greater than -1..00 db, all three a1gor"ithms tan.

- be used, to accu-ratelly_ locate the peak, -‘However, b.etwee‘n'thé‘
range‘_of -1.0 db to -15.0 db, both the SCOT and ML methods
can be used to ‘1o‘cate‘the.pea_ks bet’éer than the GCC method, -
When the SNR is less than -13.0 db, the deviation of bath
the SCOT.and-fML me’thods.approach't'hat' of the GCC method in
'1ocat1'n‘g the‘--peaks.‘ | ' h o .
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-

Fig 5.12a,b The.estimated cross—corﬁe]dtién as a function aof numbér of
lags and SNRs obpained from the GCﬁ method with SfNEwave as

" the input data. Fig 5.12b is the reverse view of F%g 5.12a.
The SNRs scale for Figl5.12a,b are the same as shown in Fig.

5.4a,b. The peaks locatiens for,the'sensory and motor

AN

sequences are at 20 and 15 respectively.
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™
Fig 5.13a,b The estimated croé;-corre1apion as a_function of number of
_Tags and SNRs obtained from the SCOT method with SINE as the
input data. Fig 5.13b- is the reverse view of Fig 5.13a. The

SNRs scales are the same as those of Fig 5.4a,b.-




cross—correlotion ¢/10. M

croes-:or‘r'ei ation ¢/10.0)

. , 125

Simulation with sine+noise (SCOT)
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Fig 5.14a,b The estimated cross-correlation as a function of number of
lags and SNRs. obtained from the ML method with SINE as the
input data. Fig 5.14b is the reverse view of Fig 5.14a. The

SNRs scales are the same as those of Fig 5.4a,b.
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5.5 SIMULATION WITH IMPULSE
Two sequences of s1mu1ated impulse data’ (Section 5.1) are_usedd

as the sensory and motor input of the simylation model (F1g. 3.5b). The

waveshape and the PSD of one of the channels after corrupting with the

GWN are shown in Fig. 5.15 and F1g 5.16 respectively. The periadic

nature of the. impulses can be easily discovered from the power spectrdm.

as. regu1ar1y placed peaks. Although the waveshapes of all impulses are

18Ent1ca1 the peried between each impulse has been made random (seotdon‘
1

5.1); hence the distortion in estimating the power spectrum in GCC is
not as high'as‘that of simulated pure periodic signals.

The resolts of the estimated cross-torrelation peak values (Fig.

5.17) show that the Peaks from the ¢CC method are higher than those from .

the SCOT and ML methods. The differences, however are not as great as

'those in the s1newave case (F1g 5.11). The d1fferences 1n the peak

values between the SCOT and the ML methods are approximate1y the 'same as

that of simulation w1th the s1newave. . (::::s ' s
\ The standard dev1at1on of the est1mated Cros —correlat1on

- function (Fig. 5.18) in GCC remains s1gn1f1cant1y higher than the SCOT

and ML until the SNR decreases to below -s ds where the standard
dev1at1on from the GCC method approaches that of the SCOT method.

'Between the range of 12 dB to -16 dB, the standard deviation of the s

estimated cross-correIation funct1ons in the ML method decreases wh11e
that in the scoT method 1ncreases as the SNR decreases {Fig.- 5.18).
The results from the dev1at1on of the estimated peak locations

(Fig, 5.19) show that when the SNR is between the range of -5.0 to -13.0

.\"

L7 o0 S
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d8, the performance of the SCOT or* the ML method is sTightly better than
hat of the GCC. As the SNR decreases to less than -13 dB, the

‘ berformances'of_the SCOT and ML approach that of the GCC method.

. Thé estimated cross-correlation function vs. SNRs of the three
algorithms of one of the lrials aée shown in Figs. 5,20 to 5.22. The
peaks in the GCC hethﬁd are wider‘and as the §ﬁR decreéses, it is more
ambigﬁpus to de;erminé the cross-correlation peaks.* The SCOT énd the ML

" methods provide sharper and nar%ohqr peaks at éhe.lo;aéions km and ks on
the +lag énd -lag sides‘respec?ively. Sim%1$r to the other .two
simulations i.e., GWN and SINE cases, the cross-caorrelation in the ML
method shows two sma]].peaks_ét the 2km+ks (= 55'}and Zk +kp (=50 )

on thg respective +lag and -lag sides.

-

o
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r ‘ . .
THE ESTIMATED X-CORR. PEAK VALUES (IMP)
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~16. 00-12. 00 -8. 00 -4,00 -0.00 3.98 7.99 11.89 AS5. 99

$/N ratio (08)
. .
The average estimated cross-correlation peak values using
tﬁg three algorithms: GCC (Q), SCOT (A), and ML (X) with
IMPulse as inputs. The peak crgss¥COrre1ation funcEjgn in'
GCC is higher than the peaks from the SCOT and ML methods .
Howgggr, as the SNR falls below -12.0 d8, the peak vaﬂue;
o f;omJthe GCC method approaches that of the $COT method. The
o peak y§1ues from the ML ‘method are lower than that from tﬁe

GCC and SCOT methods
{
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Fig 5.18

-16, 00-12, 0C -8. Dq -4.00 -0.00 3.99 7.5911.98 1?9 19, 89

S/N rarie (DB)

Tﬁe standard deviation of the estimated cross-correlation
functidr‘{_' using the thneg-'esti'mation 51gor1thfns: 6CC (n),
SCOT (&), and ML (X) with IMPulse as the inputs. The
standard deviation of the estimated cross-correlation
functions in GCC is signjficant1y'higher'thaﬁ Epe SCOT and
ML until the SNR fa115>be1ow appr&kimateiy‘;s db where the
standard deviation.from the GCC method approach that of the
SCOT method, Between the range of 12 db to -16 db, -the - )
standard deviatién of the estimated.cross:corré1ation
functions 1nlthg.HL method decreases while that-in the SCOT

method increases as the SNR decreases. . L
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Dev1ctv.ipn of the peak loé. vs S/N'ratio

9. 17

Deviatton from tha ectual pech loc.

.

~14,-80-12, 50-10. 80 ~8.89 -5.89 -4.89 -2,68 -0.88 1,11 3.12

S/N ratio (db) {IMP)

Fig 5.19 The average deviation of the eetimateqlpeak Tocations froh
the actual peak location, [3;; GCC, A- SCOT , X - ML with

* @iPuise’as the inputs. when the SNR is between the range of
-5.0 to -13.0 db, the performances of ‘the SCOT and ML '
methods are sTightly better than that of the GCC method. As
the SNR falls below -13 db the performance of the ;EOT and

-

ML approaches that of the GCC method
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L4

Fig 5 20a,b The est1mated cross- corre]at10n as a function of number of
1ags and SNRs obtained from the GCC method with IMPu1se as
| the 1nput data Fig 5. 20b is the reverse view of F1g 5.20a,
The SNRs scale for Fig 5. ZOZa b are the same as shown 1in
Fig. 5 4a b The peak Tocatiqns for the sensory and motor

sequences are at 20 and 15 respect1ve1y.
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' Fig.SJZIa;b The estimateﬂ cross-correlation as a function a% number of
lags and SNRs obtained from the SCOT method with IMPulse as
the input data. Fig §.21b is the reverse view of Fig 5.21a.

‘The §NRs scales are the same as those of Fig 5.4a,b.
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Fig 5.22a,b The estimated cfoss¥corre1ation as a function 9 numier of
lags and SNRs obtained from the ML method with G8Pulses the
input data. Fig 5.22b is the reverse view of Fig 3.72a. The

SNRs scales are the same as tbose of Fig 5.4a,k.
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5.6 Summary:

' For the case of GWN inputs, the GCC methods can estimate the
) delay time location as we]] as the SCOT and ML methods with the
exception that the Cross- corre]at1on peaks are broader than by the SCOT
and ML methods. For the case of per1od1c s1gna1s (SINE, and IMP)
inputs,-fhe SCOT.and ML methods exhibit higher accuracy in estimating
the delay time 1ocat’ion than the GCC method. whe‘n the SNR is high, the
HL method is super1or to the SCOT method because of 1ower standard
deviation in the ‘cross-correlation function, When the SNR is low, the
ML method has no advantage over SCOT method because EJL performance*of
: _the ML methpd'approaches that of the SCOT weighted w1th SNR (see section
7.6). For all cases of'inputs; when the SNR g greater than 0 dB and
analyzed with the ML method,\there }re two extra peaks 1ocafed at
2km+k and 2k +k .on the +lag and -1lag- -sides respect1ve1y. »

The app11cat1on of these three algorithms in analyz1ng the
cgmpqund neura] signals that consist of both sensory and motor
components if discu§£;d in the next Ch?pter. The discussion of the

simu!afed résults is given in Chapter VII,

>

L




// ~ CHAPTER VI

RESULTS: NEURAL SIGNALS ] T
. *\ ~
6.1  _ INTRODUCTION
The performances of the three cross-correlation algorithms (GCC,
SCOT,and ML)'have been described‘(éhapter V). In this chapter examples
h of neural signai waveforms together with their corresponding EMGs and
the contractile activities are given Using the three algorithms, the
sensory and motor neural patterns are ana]yzed under the cond1t1ons of:
during per1ods of contract1ons dur1ng qu1escence “(no contract11e )
'activities); in the case of highly damaged nerve trunk; and, neural
" ~signals contaminated w1th artifacts - As mentioned in Chapter II and
111, the cuff electrode can be used to record neural signa]s as we]] as
to stimulate the enclosed nerve trunk. In this chapter, the results of -
st1mu1at1ng the nerve of Ldﬁa{jet with one of the cuff e1ectrodes and
observing the contractile actﬂv1t1es, as well as stimuJat1ng the
. cervical vagal nerve at the neck and recording the synchronized firing
impulses with the cuff electrode are a]so,given. The sensory and motor'
neural pacterns'with respect to the duration of the nerve cuff |
implantation are also diocussed-to studx the durdbi]ity of the cuff

electrode and possible damage to the nerve trunk. = The condition of the
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nerve trunk enctosed in the cuff ‘as compared to thgt without a cuff
electrode studied hy meens of e1ectron microscopy is discussed,
Finelly, the condition of the nerve cuff and the enclosed nerve trunk
are also illustrated by measuring the nerve cuff impedance during the

implantation period.

6.2 . TYPICAL RECORDED NEURAL SIGNALS WITH CORRESPONDING EMG AND
 CONTRACTILE PATTERNS . '

As mentioned in Chapter II (Section 2.3.2), the hajor functions
of the stomach and the duodenum are storage, mixing and propu1s1on of
the ingested materials. Depend1ng on the nature of gastr1c contents
the horﬁonel"neurogeh%c (both intrinsic and extr1ns1c) and myogen1c
-contro]s generate a variety of coord1nated motility patterns in the
stomach and the duodenum, S1nce the extr1ns1c neura] contro] is one of
the 1mportant factors in 1nf1uenc1ng gastric mot111ty (Sect1on 2.3.2), -
most changes in the motility patterns shou]d also reflect extr1ns1q:
neural act1v1t1es. Thtree examp1es of the recorded neural signals . -

' together with ‘their correspondlng EMG and contract11e’ect1v1ties are
g1ven in the fo11ow1ng sect1ons. The 1ocat1ons “of ‘the 1mp1anted
e1ectrodes_was given‘1n Fig; 4.5,

-ff\eéﬂﬁ\ ‘;5

e

© 6.2.1 - SYNCHRONIZATION OF THE NEURAL ACTIVITIES' WITH EMG -
AND' CONTRACTILE ACTIVITIES

~ .

An .example of syhthronization of neural activities with the

.
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correspdnding EMG and contractile activities of the corpus (E4,54), the
antrum (E3,E2,52), anq\the:proxima1 duodgnum (E1;51) are shown in Fig,
6.1. The dual neural signals recorded from cuff N1 are shown in NII,
N12, whilst those in cuff N2 are shown in N21, N22 respectively.

The omnipresent ECA oscillations interact with nerve mediators
or hormones to cause prolonged éepo]arizatibn or spikes i.e;, ERA

leading to contractions. The maximal rate of contraction is 5 /minute

 ﬁn the stomach and 18 /minute in the. duodenum in a dog. The neural

signals from the two cuffs (le and N12; N21 and‘N22) are characterized
by bursts‘at about § per minute and the occurrence of the bursts are
éﬁso synchronized with the EMG of the corpus (E4) and the antrai (E3,
E2) areas. The,exaﬁp}e given in Fig. 6.1 also shows such.bursfs'

synchronized with the duodenal contractions at ﬁhe antral rate, The

_sénsory and motor patterns of the two sections of the'compound neural

signals (Box A and B in F1g 6.1) correspond1ng to the contract11e and

quiescence periods respect1ve]y are shown later in Sect1on 6 3. Two

.other examples of the neural 51gna1s with their correspond1ng EHG and

contractile act1v;t1es are discussed 1n.the-f0119w1ng sect1ons.
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An'examp]eﬂof’synchronization of neural activitjdg/;ﬁth~the
corresp;nding EMG and contractile activities oflfpe corpus,
(E4,54), the antrum (E3,E2,S%) and the duodenum (E}.Sl). .
Traces N11 and N12 -are neural signals from the cuff N1 and
traces N21,.N22-are neural sigﬁé\s from the cuff N2. During
contract%ons, ERA appears on ECA,the basic carrier ;iénals‘
(E4,E3,E2,and E1) at a frequency of 5 per minutg. The neural
signals are also character%zed by bur§Es at about 5 per
miqute and are synchfonfzed with the EMG and con;:Fctions“of
the corpus, antrum and the duodemum, The senéony and‘motor
patterns of the fwo sections of the compound ;gpr$1 signals

{Box A, and Box B) are shown in Fig 6.4 and 6.6;

* respectively. The location of the implanted electrodes are

shown 1in Fig;4.5.
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6.2.2 ALTERNATING FIRING PATTERNS BETWEEN MACENT NERVES ~

.
v

-

“The a]terggting firing patterns consist of both long and short
. ‘ ‘ & . .
durations. For the long period type, the bursting patterns between

nerve trunks alternate over a duration Tonger than one ECA period,

whereas the bursﬁing patggrns fqr the short period type alhernate within ;
ohe-ECA period. ‘ : ) . '

////5 An example of. the long period a]ternating'firing pattern betweeh
cuffs Nl and N2 with the EMG and contractile patterns of the corpus
(E4 541 and of the 5:;ra1 areas (EZ szf are shown in Fig 6. 2 The, N
contracta]e activities during the 1n1t1a1 4 minutes of the record were
re]at1ve1y 10w , ‘but_there were some large burst of neura] act1v1t1es at
cuff N1 and N2.© It appears that the neural burst1ng pattprps are _

recorded first at cuff N1 and after approximately 20 seconds a similar

-
«

pattern occurs at Nz2. _ . | N

%

ngf/,—\\ Tnn example of the short period type of alternat1ng f1r1ng
P

attern is given in F1g 6.3 where the neura1 bursting act1v1t1es of N1
and N2 can be seen to alternate w1th1n one ECA cycle. The cghtract1on -
rate of the stomach as we11 as of the duodenum were at. 5 per minute,

the ECA rate of stomach. : -

-
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Fig 6.2 An example of-a long duratien alternating firingﬁpatterns

| between N1 and N2 shown with the EMG and the contractile
vpatterns of the corpus'(E4 S4) and the antrum {E2, $2). areas.
'Dur1ng the initial four m1nutes. the contractlle act1vit1es
of both corpus (S4) and antrum (S2). are re]atwe]y Tow with

) some 1argelbursts of neqral activities at cuff N1 (N11,N12).
~and#N2 (Nzt NZZ). It appears that the neural bursting
patterns are ‘recorded first at cuff N1 and after
approx1mate1y 20 seconds the s1m11ar pattern occurrs at

cuff NZ.. .

wi

LI



N11
'N'12
N21

N22

—



Fig 6.3

_ECA rate of the stomach.

150

An example of the short duration type of alternating neural

firing pattern. The neural bursting activities of Nl NTL,
- E

‘Snd N12) and N2 (N2Z1, and N22) can be seen to alternate

within one ECA cycle. The ratesof contraction fiv the

stomach as well ‘as’ in thé duodenum were at 5 per minute, the

.'. | \‘
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6.3 TYPI%?L SENSORY AND‘HOTOR NEURAL PATTERNS ’
® )

The sensory and motor neural patterns under four different
conditions are discussed here-‘ay during active contractile activities;
b) during gquiescent period; c) of highly damaged nerve trunk; and d)
-neural signals contaminated with movement art1jacts. It was shown in
Chapter IV that the neural patterns are shown in three dimensions with
~the crossecorre1ation between two neurai sionals as a function of lags
and times, w1th negative lags represent1ng sensory components and
-poswt1ve ]ags representxng motor components. Each trace of the 3 -D
figures represents ‘the average cross-corre]at1on obtained from 2.02
- seconds of neura] signols. Results using. all the three algorithms are
shown for each case 1n,oroer to illustrate their.corresponding
_performances ‘ |

. ' : . A
" 6.3.1 PATTERNS DURING ACTIVE CONTRACTILE PERIODS

An example of the cross;correlation betwegn two channels of
recorded- neural s1gnals dur1ng the contractn]e per1od are shown in Figs.
6.4: The corresponding EM6 and the contractile activities are shown in
Box A in Fig 6 1. In general the amplitudes of the cross-correlations
of the sensory components are greater than those of the motor components
suggesting the dominance of sensory signals a]Ong the nerve trunk over

_the motor signals. .This agrees- with she fact that the ratio of the raﬁi:
sensory and motor- nerve fibres within the nerve of Latarjet is

approximately nine to one TAqostim w al.451) The average peak locations

[
' . &
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of both the sensory and motor components are between 45210 lags.. Since
the distance between the two e1ectrode is 10 mm, §hd the time interval
between each lag corresponds to 80 pseconds, the average conduction
velocity of theIsensory components is approximately 10 mm/(45x80 usec)
or 2.8 meters/seconds However, as shown Tater in Section 6.4, as the
duration of the e]ectrode 1mp1antat1on increases, A/;ter about‘EO days)
the.average conduct1on velocity of the sensory components decreases
somewhat (i.es the sensory cross-correlation peak location shifts
further away), and the determination of cross-correlation peaks of the
motor components becomes dtff?cult. i ¢ |
| When the cross-correlation diagram (Figqs.dby'is viewed trom the
:'cross corre]at1on amplitude vs t ime axes , the peak values of the
sensory and motor cross- corre1at1ons with respect to t1me are shown in
"Fig 6.5. It\appears that,before the contractile activities, there is a
rise of motor activities and during the peak and at the end of the
contraction the seqsory activities 1ncrease with decreasing motor
activities. The peaks of the motor activities lead the sensory peaks by
approximate]y 3.5 'seconds..

« As shown in simuiation studies (Chapter V) the cross-corre]at1on
obtained from the GCC method (Fig 6.4a) prov1des the highest amp]itudes,
but js more ambiguoos in determining the peak locations. 1t is less
ambiguohs tn recognizing the oross-oorreIation peaks in the SCOT ano ML
_methods shown in Fig 6. .4b anglFig 6.4c respectively. However, because
- of low SNR the peaks 1n the ML method are highly attenuated (Section
C5.6). .' . ,? '
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.*. '
Cross-correlation between two channels (N21,N22) of the

recorded neural signals during the contractile period. The

- cross-correlations using GCC, SCOTﬁgzz ML mefhods are shown

in Fig 6.4a, 6.4b, and G.ﬁc‘respectiv 1y. To the left of the

zero lags of the cross-correlation functions are the sensory
3 .

'compcments-:]r whereas to the right of the zero lags are the

motor components., Each trace represents the averaged cross-
correlation of 2.02 seconds of neural signals. The cross—

correlations from a1l the three methods (GCC, SCOT, ML) show

‘that the sensory cross-correlation components are greater

than those of the motor cross-correlation.  However, it is
more ambiguous in qétermining the peak locations from the
6CC method (Fig 6.4a). The peaks in the SCOT and ML methods

are sharper and narrower, hence less ambiguous in

determining the peak locations.

L
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SENSORY AND MOTOR PEAK X-CORR. VALUES

S—

[ " ' o L " 1 e 1 A L o L A 1 A I

3.40 S.80 B.20 10.60 13.00 15.39 17.79 20. 19 22, 59 24. 99

t-tma (2 02 saconde)

A
. A
. Bensory motor

o

The peak values of the.sensory and the motor cross-

correlation by the SCOT technigue with respect to time from

Fig 6.4b. Downward arrows 1 1ndicat§‘peak of,contractioﬁs.

-Note that before the peak of contraction, there is a rise- of

motor activities, and during the peak and end of

. ' A
contraction, the sensory activities increase with decreasing
motor activities. The peaks of the motor activities are

approximately 3.5 seconds ahead of the sensory peaks

*

1

N
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6.3.2 PATTERNS DURING QUIESCEMT PERIODS

Examples of the three cross-correlation techniques between the

3

two channels of neural signals when there is no measurable contractile
activities are shown in Fig 6.6a-c. The corresponding EMG and

contractile signa1§ are shown in box B in Fig 6.1 . As shown in Fig

- T
6.6a, the GCC method is ambiguous in determining the cross-correlation

peaks. However, the cfoss-corre]ations using the SCOT and ML methogs - *
- b

show that there are peaks corresponding to the sensory activities, but

-
-

there do not éppear to be peaks corresponding to_tbe motpr activities.
I/¥his suggests that during éuiéscence, the motor activities may not exist

or'may be too ley to be detected by the various algorithms, "Meanwhile -

there are sensory.activibiﬁi prdbab1y generated by the mechanoreceptor

[ *
and/or chemoreceptors of gastric musclevin mucosa providing information

_41‘44

“onf the conditions of the gastric system to the CNS, ' :

s

L L '

)

y
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Cross-éorrelation between N21vand N22. ,whqn there are no

“

measurable contractile activities. The corresponding neural

_signals, EMG, and contractile activities are shown in Fig
6.1 (Box B). The_GCC method is ambiguous in determining the

?cross;correlation peaks (Fig 6.6a). The.cruss:torre1ations

using ;he SCOT and ML methods (Fig 6.6b, Fig 6.6c }, .
however, show that there are peaks correspondihg to the

sensory activities, but there do not appear to be peaks

“corresponding to the motor activities. ' b
>
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6.3.3 CRGSS-CORREH@IION OF HIGHLY DAMAGED NERVE TRUNK SIGNALS

: ?
L2
The nerve trunk can easily be damaged during surgical handl.ing

or. from the cuff compression. An-ekamp]e‘of the neural signals from a
damaged nerve trupk and its corresponding contractile and EMG acfivity
are shown iﬁ Fig 6.7. The neural activities recorded at cuff N1 (N}l,
N12) show burst activities at approximateiy 5 per minute and
synchronized with thd antral rate as well as the duodenal contractile
activitiés, .The neural actiyities at cuff N2 (N21, N22), however, are
scarce, The cros;-correlation of the neural activities of the high]y
damaged nerve trunk (F1g 6.7, Box A) are shown in F1g 6.8a-c. Tney
111ustrate that there are no s1gn1f1cant peaks correspond1ng to either

- Sensory or motor activities. The electron m1cro;copy studies (discussed
in Section 6.7) of this-nerve trunk enclosed in thginer e cuff ;how that
the nervéﬂtruni is trighly damaged with few su;viv1ng axons. - This
.-suggests that for the highly damaged nerve trunk, the nebré1 signa1s_
generateq by the surviving nerve fibres are too low, and hencé,
difficu]t;for'the cross-correlation algorithms to estimate.the sensory
,‘énd motor cross-correlation peaks. In a sense, th{s bro#ides a
validation of this technique by showingcthat false positive néura]

activity is not recorded.
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Fig 6.7 An example of the neural signals N2l and N22 from a damaged
nerve trqﬁk and 1t§ corresponding contractile and EMG
activities. fhé neural activities from cuff Nl {N11,812)
show bursts occurring at 5 per minute and synchronized with
the attpo1 rate (E2,52). The neﬁra] activities ét cuff N2
(ﬁ21 and N22), however are écarce. The cross;cbrre1ation of

the neural activities of Box A is. shown in Figs 6.8a to c.

G
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Fig 6.8
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The cross- correlat1on qf the neural signals (N21, N22) from a

h1gh1y damaged nerve trunk (F1g 6.7, Box A). The cross-

correlation funct1ons from the three a1gor1thms, GCC, SCUT ' \\“~\;

and ML (Fig 6.8 a,b, and c, respect1ve1y) show that there

are no significant peaks corresponding to either the sensory

" or motor activities.

I
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6.3.4 CROSS-CORRELATION OF CORRUPTED NEURAL SIGNALS®
7 X
" When all the recording instruments are grouﬁded properly, the
animals could move around the enclosed record1na area without causing

any noticeable movement artifacts to the recorded signals. However when

" an anima) is excited and moving quickly and with-large jerky motion, -

there may be movement artifacts in the recorded neural signals as shown
in Fjg 6.9. The cross-correlation function of that section of the
s1gna1 is shown in F1g 6.10a- . Notice the large peak at the zero lag
“of cross-correlation function of;uﬂ] the three algorithms. This
suggests that the two: channe]s of neural signals are closely related at
zero lags, 1.e. the two signals are sim11ar without any de]ay. As shown
later in the electron m1croscopy studies (Section 6. 7) that majority of
the.QFrve fibres within the nerve trunk of the Nerve of Latarjet are
nonmyelinated. The conduction velocities of these fibres are general]y
slower than 5 meterslseconds. Hence any peaks occurring at 1ess than 20

lags (1.e. fa&ter than 6.25 meterslsecond) can be considered as

artifact.

o8
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Example of the neural signals corrupted with movement

artifacts:énd the corresponding EMG ard contractile .

activities. (between the upward arrows)
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Fig 6.10

/

174,

N

The cross-correlation of the néura] fsigria]s corrupted with
‘movement artifacts. The c6r:§s-corre1ation;'\hngtions from the
three algorithms GCC, SCOT, and ML (Fig 6.10a, b, and ¢
rjespecti.vely) show large peaks 'at'.. zero l'augs _suggésting that
the two channels of neural sigrials are closely related,
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§.4-  SENSORY AND MOTOR PATTERNS WITH RESPECT TO THE DURATION OF
ELECTRODE IMPLANTATION S

A series of sensory and motor’patterns with respect to the
duration of the cuff electrode inp]antatjon is shonn jn Fig 6.11,
Approximately 15 days after the e1ectrodes'are.tmo1anted, the ayerage
sensory and motor ﬁeaks occur at locations 45 # 0. These peak

1ocat1ons remain w1th1n the same- range up to about 60 days after the

electrodes are 1mp1anted - After. that the cross corre]atlon peak |

" locations of the sensory components increased to 50 + 10 lags. After

™

about 90 days,.the sensory cnoss corre1at1on peak Tacation increased to

’ 'about 75 15 lags. Tbe 1ocation of the sensory cross- correlat1on peaks

w1th respect to the 1mp1anted durat1dn*1s shown in Fig 6.12.

s mentioned 1n Sect1on 6.3 the ratio of the number of sensory‘
\f1bres to the motor f1bres is approx1mate1y 9 to 1, and the sensory
51gnals occur w1th and/or without contract11e act1v1t1es. "0f course

contractile activity may be occurring elsewhere (not recorded). This

may be why it is easier to est1mate the sensory cross-correlat1on peak

- locations than the motar cross-corre]at1on peaks locat1ons.\ During the

“~
early part of the recording per1od the motor peaks were detected at

AN
aBout 45 £ 10 lags; after about 50 days, the motor peak 1ocat:on may
have 1ncreased somewhat to about 50 ¢+ 10 lags. It,was d1ff1cu1t to
estimate the motor cross-cor:e1at1on peaks approximately 70 days after

the electrode 1mp1antat1on. _ o -

L]

a“w



Fig 6.11
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Series of sensary and motor patterns with respect to the
duration of the cuff electrode implantation. Between 17 to
45 days‘aftér the cuff implantation, the peaks of the créss-
correlation function are at 45 * 10 lags, After 60 days, the
péak locations are 50 *+ 10. After 90 days the peak locat¥ons

increase to 75 ¢ 15,

TSI
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Fig 6.12
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6.5 RESULTS OF STIMULATING THE NERVE OF LATARJET WITH
- CUFF iLECTRODE — ' o -

The objegtive of this part of the.study was'to show that the
nerve cuff can be used to sEimu]ate the nerve of Latarjet and
consequently affect the GI moti]ity. Two different sets of parameters
werg useh‘in stimulating one of the nerve cuff:-10v, 6 pulse per second
(pps) and.5r, 3 pps, both of 1lmsec duration. Stimu]atiéns were -
p‘érformed approximately 50 days iter electrode implantation.

An examp]e of st1mu1at1ng NZ with the strqnger st1mulant (10v, v

" 6pps) is shown in Fig 6.14. Approx1mate1y 20 seconds after N2 was

stimulated, the antrum (S2) relaxed and the contractile activities of
the duodenum'(SI) increased ' About 1 minute after the stimu]ation has

ceased, .the contractile patterns of poth the antrum (SZ) and duodenum

(s1) areas returned to their pre-st1mu1at1on patterns.

”

When N2 was stimulated with the weaker st1mu!us (5 volts, 3 pps)

(Fig 6.14), the antrum relaxed mgre gradually as compared with the

stronger st1mu1ant (Fig 6.13). ~However, as with the stronger
stinulation, about 1 minute after the stimulation has ceased, the

contracti]e patterns of both the antrum and duodenum areas apneared to

LY

_return to the pre-stimulation patterns, ' LR

Note that there are almost negligible artifacts caused by the
stimulation recorded in the EMG pin electrode. This suggests thafdthe
cuff electrode is<well insu]afed-such that the‘e]ectricaI activities

inside the cuff are well insulated from the outside environment.

. \ i
s

am o o =
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LY

Results oi\ftimu1ating the nerve of }atgrjet using éuff N2
with stimulus parameters of 10V. 6 pps, and 1 msec in
duration. Traces N1l and N12 are neural s1gna1s from cuff
N1, traces (EZ S2) and (E1, S1) are the EMG and
contract1ons of the antrum and duodenum areas respect1ve1y .
AppJ;x1mate1y 20 seconds after N2 was stimulated, the antrum,aﬂ T
(S2) exhibits re1axat1on,~but the contract11e act1v;t1es o# 7
the duodena1 area (Sl) 1ncreased Approx1mate1y one m1nute‘
after the st1mu1at1on has ceased, the¥contractile pattere of

" both antrum (S2). and duodenum (S1) areas returned'fo their

¥ pre;stimulation patterns. ~ ' -
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Fig 6.14  Results of stimulating the Nerve of Latarjet using cuff NI

with a parameter of 5 V, 3 pps, and 1 msec of fhe

‘stimulation. The duodenuT on the other haﬁh is characterized
by an increase in contractife activity (S1) about 2 minhtes
after the onset of thé stimulation. About 1 minute after the

stimulation ceased, the contractile patterns of both antrum

‘and duodenum areas appear to return to their pre¥stﬁmu1ation .
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6.6 @ RESULTS OF STIMULATING CERVIC VAGAL NERVE WITH UNITARY IMPULSES

“Neural signals normally recorded from the cuff electrode are
summations of both sensory and motor nerve impulses fir%ng
asynphronously (see Section 2.3). By stimulating the cervical vagal
nerve with unitary impu]ées, synchronized neural impu1§es from motor
‘fibres can be recorded. This stimulation also should proQide further
proof that signals from the brain travelling aloné the vagal nervetto
the gastric system can be'recorded by the cuff electrode. _

The procedure for the preparation of stimulating the cérvical
nerve and record with the cuff electrode from the nerve of LaFarjet is
given in the Appendix A, A HeJTEf%'Packard'Signa]lAna1yzer Syétem
(Hode1‘5480A) operated }in the summation dveéaging mode was used to
average thé impulses recorded from the cuff electrode, The stimulation
impulses from the sEimu1ator'(Grass S88, Section 4.4) were used to

»

trigger the averager. Each occﬁrrence of the stimulation impulse
triggered the sweep for the averager. An examp]g of an average impulsé (\‘-”’
obtainéd from 64 sweeps is shbwn in Fjg 6.16. The traces labelled N1l :‘

and N12 were obtained.from the two recording cuff separated By-lﬂ ﬁm.

The time interval (t) between thé two impulses was 3.5 mséc.'(Fig 6.16). *
Hence the conduct1on velocity of the motor®impulse was 10 mm/3. 5 msec
d.e. 2 9 M/sec which is approx1mate1y the same as found in the cross-

correlation methods (Section‘6.3.1).
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t =3.5msec

1o uv:

10msec

Fig 6,15 " Averaged impulse obtained from 64'stimu1a£ion impulses from
' the Cervical vagal nerve‘. The. tfalcés 1abe11etlj N11 'a.nd Nl2
were obtained from the t\;fo recarding cuffs seperated by 10
mm. The time inter.}aﬂ (%) I;etween the two impulses was 3.5
msec, hence the conduction ve]ocityvof the impulse fr‘:-c‘:m N1l

~

to N12 is 10 mm/ 35 msec = 2.9 m/sec,
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6.7 ELECTRON MICROSCOPY (EM) STUDIES

The physical condition of the nerve trunk implanted inside the
cuff electrode was examined by means of electron microscopy, and
compared with that of the control normal nerve trunk of the nerve of
‘Latarjet.. The orocedure for the preparetion of the nerve trunk for the
electron microscopy study is given 1in Section &.4.2,

The EM studies of the control nerve trunk show that the majority
of the axons are grouped in the form of bundles enclosed by Schwann
cells. Some axons are individually embedded with Schwann cells;
however, the axons are.c1ose1y packed together, and hehce the dehsit} of
axon is high. Ahesu1€s atso show that approximately 1% - 5%_0f the axons
are myelinated and thet §5% - 99% of the axons are unmyel{nated. The
Tow and high magthication micrograph of the cross-section of a conpro]
vagus nerve are ohown'in Fig 6.17 and 6.19 respectively, )

The EM of the nervé trunk enclosed in the cuff electrode after a
: period of 90 days shoﬁh that‘there'is a oomplete Toss of mye]inated
nerGES. Although the maJor1ty of the axons are st111 grouped together
in the form of bundles enc]osed by Schwann cells, some axons contained -
within the bund]e are damaged. The diameter of the axons. ar& generally
smaller, ‘and the 1nterce]1u1ar spaces between the axons are greater.
Hence, “the dens1ty of the nerve fibres is Tower than that of the control
. nerve trunk. . These results suggest that axons of larger diameters may
be se]ectiee1y damaged or were destroyed. The Tow and high
magnification m1crq9raph of the cross- sect1on of a nerve trunk enc]osed

‘within a nerve cuff over a period of 90 days is shown in Fig 6.18 , 6.20
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. " .
and 6.21 respectively:

The EM of a highly d;maged nerve trunk enchsed'in the cuff
‘electrode is shown in Fig 6.22. Results show that for a highly damaged
nerve trunk, the diameters of the,survivihg axons are much smaller. It
sppears that most of the nerve fibres are replaced by loose connectivg
tissue and/or fiuids. The density of the nerve fjbres is much lower
than the less damaged nerve trunks. The nervé s{énals gene;ated by this
herve trunk ére too Tow to darry out cross=correlation ana]xsis (Section
6.4) '

: The results of the EM studies also tendrto agree with the

electrode impedance findings through out the recording period as

discussed in the following section,
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A

Low magqificétjon micrograph of a cross-section of the vagal

nerve (nerve of Lartarjet) from a controi dog. The majority

of axons (A) are grouped iﬁéb'bﬁﬁd]es, which are enclosed by
ea common Schwann cell (5c). Some axons are iﬁdiQidua]iy

embedded with each Schwann cell. Note two myé1inated'axon§

' (MN). Control vagus from the stomach aféa‘contaiﬁs‘ L.

.

approximately 1;5% myelinated axons and 95-99% of

unmyelinated axons. N - nucleus of Schwann cell x'3730q;

o -
Low magnification micrograph of a cross section taken from
nerve which had been enclsed in a nerve cuff over'a period{
of 3 months. A1l axons (A) are grouped into nerve bundles

which- are enclosed by Schwann cell (Sc). Many nerve bundles

' 'cdnpainldamaged axans (asterisk). Note a complete absence of

‘myelinated fibres. N - nucleus of Schwann cell x 48600.
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Fig 6.18

Fig 6.19
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""\

High magnification micrograph of a cross-section of a e
control vagus. All axons (A) are enclosed by the cytoplasm
of the Schwann cells (Sc), M-mitochondria, 1gv¥ large

granular vesic]es,£x15800

"High magnification of a cross-section taken from nerve which

had been enclosed in a nerve cuff over a périod of j‘months.
A11 axons (A) are grouped into nerve bundles. Majority of
the bundle contain damaged axons (asterisk). Note the axons-:
sizes are smaller in comparisigh with the control axons

(figure 6,18)¢ 1gv - large granular vesticles. X15800.
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Fig 6.20

Fig 6.21
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Cross section of a nerve which had been enclosed in the
nerve cuffnover a pe;iod of 3 months. Note the aggrevation
ofn1arge granular vés£}c1es (1§v)‘in the centra1 nerve
bundle. Schwatin cell, A;axon; N-nucleus of Schwanp cell,

asterisk- damaged nerve fibre., X169000

Cross section through severely damaged vaguﬁ, which had been
enclosed in a nerve cuff over a period of 3 months. Note a
lTow density of nerve bundles which consists of a small
number of axons (A). Some Schwann cells (Sc) contain no

axons. X66800

Py
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6.8 IMPEDANCE MEASUREMENT OF THE CUFF ELECTRODE

The impedance of the cuff electrode was measured between the
Eenter and the outside rings of the cuff (Section 4.4.1) for a freguency
range of 1Q to 5 KHz using a Hawlett Packard Véctor Impedance meter
(Model 4800A). The measured impedances were p1otted_in 3~dimensions
with the impedance as a functicn of the frequencies and the number of
days after the nerve cuff implantation. The impedance measurements for
the average norm?l cuffs and cuffs with highly damaged nerve trunk are
shown in the following. '

i 4

6.8.1 IMPEDANCE OF AVERAGE NORMAL CUFF ELECTRODES

The average impedances of six cuff electrodes as a function of

fréquen;y and days is shown in Fig 6.23. During the initial period

“after the cuff implantation, the impedance at the low frequency range

(fb - 100 Hz) was high (about 47 ko at 10 Hz) but decreasqq gradually

.until about-14 days after the implantation, then the impedance remained

steady throughout the recording periods (ébout 17 Ka at/10 Hz). The

-impedance for the higher frequency range (500 -5 KHz) increased

approximately 20% about 50 dayé after the impflantation, but began to
decrease after then.’ This' can poss1bly be lained in copjunction with
the f1nd1ngs in the BN stud1es (Sect1on 6 7) and the cross-correlation
studies (Section 6 1), Bur1ng thé initial recording per1od (before 50
days), there is probably ‘some growth of connective tissue in the nerve

cuff, hence the impedance at the high'freduéhcy‘range increases




A ' 198

somewhat. Approxﬁmate]yﬁgﬂ days after the cuff implantation, the higher
impedance myelinated axons and axons of larger diameters probably begin
to be damaged or destroyed and replaced with lower impedance tissue or

fluids (Section 6.7).

6:8.2 IMPEDANCE OF CUFF ELECTROﬁES WITH HIGHLY DAMAGED
NERVE TRUNKS -
The average impedance of three cuff electrodes with the
‘ 1nd1cat1on of highly damaged nerve trunk are shown in Fig 6.24. Results
: show that immediately after the ipplantation (fur about 30 days), the
impedance measurements were similar to those of the normal cuffs (see
above Section}. After approximately 30 days thé impedance at the low
" frequency (10 Hz) decfease slowly, while the impedance at higher .
frequency range decline sﬁarp1y. From day 35 to day 80, the éverage
1me%dance at 1 KHz decreased from ﬁpproximate]y 2Ka to 700q.
This result’ 1s cons1stent with the finding from the EM study of_
the nerve trunk and the cross-correlation of the neura1 signals T
generatéd, that only a few nerve. fibres may have survived in the nerve
truqk;
The discussion of this Chapter is given in the f61lowing

Chapter.
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The average impedance of 6 cuff elec#rode as function of
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IMPEDANCE MEASUREMENT OF A CUFF ELECTRODE

- - '.l
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frequency (hz)

The average impedance of three cuff electrodes with highly

damaged nerve trunks.



7.1 INTRODUCT ION

CHAPTER VII

DISCUSSIONS

| \\

..

The performances of the three algorithms in estimating the

“cross-corre]ation functions and the de1ay times have been shown in

Chapter v, the app11cat1ons of the®three algorithms "in anatyzing/neural
s1gna1s have been shown in Chapter VI.. 'In this chapter a disafssion of

the s1mu1a}1on results and the ana1ys1s of the neura1 s1gnals are given.

.
L 4 . i

7.2 . SIMULA?IDN.UF THE ALGORITHMS ‘ ‘ : . .

. © The s1mu1ated results show that w\th the three types of
simulated datd (1.e.,”GNN, s1newave "and 1mpuISes) as’ 1nputs to the
sensory s(t), and motor m(t) terminals (Fig. 3.5b), the simple QEE*‘ :
cross-corre]at:on a]gor1thm can est1mate the peak locations as wel'Tvas

the SCOT and ML methods when the SNR is greater than approx1mately —3

dB. However, the cross-corre1aﬁ1on peaks 1n SCOI-and ML methods are

sharper and narrower than those of the GCC method; When the SNR is
approximately between -3 dB and -12 d8, the pe}formanae of the -
a]goritﬁmsAdepequ on the nature of the input data (s(i) and m(i)): When

4

n
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the deta sequences are GWN, the SCOT and ML methods do not have
significant-advantage over the GCC method in estimating the peak
lTocations (Fig. 5.3). For the SCOT method e1though the peak values of
4 8he cross-correlation funct1on are greater than by the ML method (F1g
5.2), the standard dev1at1on qf the estimation 1ncreases as the SNR

decreases (Fig. 5.1). When the data conta1ns torial components, such as

simulation with the SINE or IMP, both SCOT and ML methods perform better

than the GCC method in estimating the peak locations (Fig. 5.11 arid Fig.

5.19). As the SNR decreases to below approximateﬁy‘-lz dB, both SCOT
end ML show no any significant advantage over the GCC methoh.' These

factors are discussed in more detail below.

7.2.1  GCC Method:: ~ o . L

)
v

It is known that‘gmoothed power spectral estimates are more

precise when the s1gna1 is Gau551an i e., when it exh1b1ts a flat v

spectrum, Any 1arge peak 1n such a spectrum for example, due toa
§

per1od1c component, will be d1stqrted during ¢omputation because of. the
effect of a .spectral w1ndou spread1ng the power From the large peaks
1nto adjacent frequency componenps [Jenk1ns and Hatts N 1968]. "
Rec1proca11y, the cross-corrﬁ§:t1on using the GCC meth?d will exh1b1t

dlstort1ons. These distortions can be m1n1m1zed by pass1ng the data

Y.

through a f1]ter to reduce the amp11tude of these dom1nant frequenc1es .
;“Such a procedure is known as pre wh1ten1ng [Bendat and Piersol, 1971]
The SCOT method can be 1nterpreted as a pre- wh1ten1ng filter that =~ °

divided the estimated cross spectrgm ny(f) with the est1mate¢ PSDs of

.

i,
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x(i) and y(i) (Eq. 3.46, and Eq. 4.25). The ML method can alsc be
termed as a pre-whitening filter but weighted with the signal-to-noise
ratio at each frequency. These are discussed in more detai) below.

7.2.2  SCOT Method:

!

The we1ght1ng function for SCOT is the reciprocal of the square

root of the sum of -the PSD of x(i), G(f) and PSB of y(i), that is

. ! ,
Agscor(f) = s - 7.l
from Eq. 3.46, x§ubst1tu¥¥ Zhe expressions for G (f) and ny(f) into
" Eq. 7.1, then '
fgscor(f) = o

1.2

PT6g (£) 4G (F)+6101 (F)) (G5 (F) G (F) G20 2(F)))

where Ggs(f) and Gy (F) are the power spectra of the sources s(i) and
m(i) respectively;
Gnlnl(f)tP"d Gpzn2(f) -are power spect?a of thg noises nl(i) and

n2(i) for s(i) and m(i) respectively.

TIf the power spectra of the noises nl(i) and n2(1), (Gnrnl(f) and-

nZnZ(f)) are. much greater than Gss(f)+Gmm(f) at all frequenc1es except

at a few frequencies where Gss(f) and Bpn(f) are at maximum then, from .
? . ’ - -

~ Eq. 7.2, the SCOT weighting function is approximately the reciprocal of

the square root of the product of the two noise spectra, i.e. "
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1

a (f) = ' 7.3
SCoT
] /Tﬁhlnl(f)GnZnZSf))

Conséquent1y, the weighting function at these frequencies is much less
than 1, hence the estiméted croés-corre]ation function at these
frequencies is low. However at those frequenciés:where Gy () and
Gmm(f) are maximum and greater than the noise spectra, from Eq. 3.47 and

7.2, the square root of the coherence function is approximately

C(f) = exp{jerfr ) + exp-(j2nfr,) 7.4

Hence the cross-correlation Functions using the SCOT method, yhich'is
the inverse Fourier Transform of the square root of the coherénﬁe
function (Eq. 7.4), yields two narrow pulses at the 1ocat1'ons_1m and ¢
of the +lag and -lag of the cross-correlation fUnction (fﬁgs. 5.4 - 5.6,
5.12 - 5.14,-and 5.20 - 5.22). Note that when the noise spectrum is

' much larger than G (f) and 6 (f) at their haximum; the phase
information of Eq; 7.4 is no longer useful,:énd hence the SCOT method
provides- no advanfgge'over the‘GthmeiFBE.

7.2.3 ML Method:
‘For the ML. method the weighting: funct1on ﬂ L(f) is given 1n

Eq. 3.49, From the def1n1t10n of the coherence funct1on (eq 3.47) and

Hqts re-arrangement the ML we1ght1ng funct1on can be expressed as

[y



205

ﬂgML(f)‘ " el ‘
By (F) By ()16, (F)]* (8,44

7.5

By substituting ;he power spectra Gxx(f), ny(f),‘and the cross spectrum
ny(f) of the denominator of the above expression (Eq. 7.5) with their

correspondiné compositions (Eq. 3.49), the weighting function can be
expréssed as

16, ()]
A (f)= Xy

. -(Gssgf)+emm(f)+Gnln}L{))(Gss(f)*GSS(f)+Gn2n2(f)2 '

\ £7.6
G5 (-0 (1)-2845 () b F) o5 (1)

\

A

\ ~
"By expanding the denominator and\giviqing both the numerator and

°

‘denominator by the product of the noise spectra Gnlnl(f) and G

nzn2{f}s

»

Eq. 7.6 can be expressed as !

16, ()]

- (] 11 {F)Ghapa (),
LT AL e ' — .
. +(f5$5(f)*‘ﬁ‘mm(f))‘+ (B4 (F)+G(F))

B () G, o) 0
. nlnl -t “nzn2 Lo
7 . : - N s ,

S T T e
; N : ZGss(f)Gmm(f)CoschT) - v -

K Gnlnl(f)Gnan(f)_ S o °f. S

For Tow SNR conditions, the noise power.spectrum {s much g?éater fhan

T ow
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the source spectra G, (f) and G (f); the above expression can be

simp]ified‘to

65y (7]
Gn1n1{F)Bnzna ()

nbML(?)— 7.8

>Note that in Eq. 7.3 the weighting function for the SCOT is
approximately the reciprocal of the square root of the product of the
two noise power spectra. Hence for Tow SNR the ML weighting‘funcfions

can be interpreted as the SCOT weighting function with additional SNR
weighting, that is

A

/IGséf(f)+Gmm‘(f)+2955(f)Gmﬁ(f)cos(rm+rSI)
Rgscor(f)
, /Ipnlnl(f)GnZnZ(f))

QgML(f)'

7.9
"

For -the GWN, SINE, and IMP inputs, the HL.metHod results exhibit
two Eitra sma1lgr peaks at the 21m+¢s and 215+1m'1ocations on the +lags
and e1a§s sides of the cross-correlation fuﬁction.'-Since these two
jzsméiler peaks occur only QhenFana1yzing with thé’HL method, ﬁhe problem
"is q1ear1y‘dh¢ to the HE weighting function nQHL(f) (éq. 3.49). ’55
shownléﬁéve, the ML weighting ?unctibn can be re-expressed as Eq. 7.5.

" This can. further be simplified to

|8y ()]

g (f)= 7.10

e i e
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The absolute value of the cross-spectrum between ny(f) can be expressed

as

[fo(f)|‘= /TGSS’(f)+Gmm'(f)+2655ff)ﬁmm(f)cos(1m+rs)} 7.11
Hence, besides the power spectrum of the ensory components, Gss(f), and
the motor components, Gom{f), there i cross¥ﬁu1tiplication term,
ZGSS(f)Gmm(?)cos(1m+15)). Consequently the cross-correlation functions
using the ML method, which is the inverse Fourier Transform of the ML
weighting function (Eq 7.5) mu1t1p1y by the cross spectrum, G y(f),
yields two extra smaller peaks at locations. 21 +15 and 2t +rm These
two extra sma]Ter peaks are not noticeable when the SNR is less than 0
) dB (Fig. 5.6, 5.14,‘5.22). In the case of neural signals, the SNR is

uéua]]y much 1e§s than 0 dB, hence ML method should not ietroduce any

ambigutty problem in determining the qross;correlation peaks, . : ‘ ‘-
7.3 ANALYSIS OF THE NEURAL SIGNALS

;kesﬁ%ts of. the neural signals (Chapter VI) i]]usf&ate that the
cannula system can be used to stimulate as well as record the extrinsic
neural signals together with myoeIect?ic and contracti1e.activities.
The sensory and motor patterns can be recognized from the measured
compound neural;signa1s using the cross-correlation algorithms. The
condition of the nerve cuff electrode and the encTosed nerve can be.

monitored w1th the 1mpedance measurement The amqunt of damage to the

\

4
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e

nerve trunk caused by the nerve cuff can be evaluated by electron
microscopic studies.

| In order for the cnff electrode to be_ab]e to record neural
activities chronically, the cuff electrode must be stable and bio-
compat1b1e “The stab111ty af the cuff e1ectrode and the cond1t1ons of
the enclosed .nerve trunk can be mon1tnred by measuring the 1mpedance of
the electrode through out the recording period [Polak, 1974; and Stein,
19783. The cuff impedance at the low frequency range. is mainly due to
the the Pt-Ir wire electrode to tissue and fluid interface which is
ma1n1y capacitive 1n.nature. The 1mpedance at the high frequency range
is mainly due to the resistance of the t1ssue and fluid across the Pt-Ir
electrodes within the nerve cuff (Section 4.4,1). Changes in the
jmpedances generally. reflect changes in the nerve diameter and/or growth
of connective %5ssue within the nerve cuff [Dymond, 19f6]. In this
study, the three dimensional dieplay of the impedance measurements
provides a more 1nf0rmati&e-view of the trend of changes in cuff
1mpedance with respect to the implanted durat1on.

The resu1ts of the 1mpedance measurement of the normal (section

6.8. 1) and highly damaged (sect1on 6.8. 2) nerve trunk can poss1b1y be
exp1a1ned 1n con3unct1on with the findings in the, EH studies (Sect1on
6.7) and the cross-correlat1on studies (Section 6&4) During the
initial record1ng period (before 50 days), there, is- probably some “growth

‘of connect1ve tissue in the nerve cuff, hence the 1mpedance-at the high

frequency range increase somewhat. Approx1mate1y 50 days after the cuff ‘

1mp]antat1on the higher 1mpedance mye]inated axons *and axons Of larger

" diameters probab]y begin to be affected damagéd or destroyed and

.
I

i\

P e
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replaced with lower impedance tissue or fluids (Section 6.7}. Results

of the impedance measurement of h1gh1y damaged nerve trunk (see Section
6.8.2) provide another 1nd1cat1on of nerve trunk damage: the impedance

measurement at the high frequency decreases sharply with respect to the
implanted duration (Fig..6.23) reflecting the possibility of the.

replacement of the"higher impedance axons with Tower iqpedance

connective tissue and fluids.

Results from the EM studies suggest that axons of larger
diameter may be selectively damaged or destroyed. Other invesfigators
(Ochoa et al, 1972; Weiss and Hiscee, 1948;-aod, Stein'and 0lsen, 1975)
found that when a nerve trunk was compres$ed, nerves of larger diameter
were selectively damaged or injured. This possibly explains the loss of
myelinated axons aod axons of larger diameter. These EM Qiudy results
also sugoest that the size of the cuff electrode 15 important in
recording neura1 signals. If the cuff is too: t1ght majority of the
nerve fihres could be destroyed If the cuff electrode is too loose,
connective tissue could grow between the electrade w%res and the‘nerve‘

trunk and decrease the amplitude of ‘the recorded neural signals.

Results from the: cross- corre1at1on patterns show that both ScoT

r

and- ML methods are better estimators than the GCC method in ana]yz1ng

Y \ \ -
the compound neural s1gna1s. This is also true in the case of tonal

compoTents (see Sections 5.4 and 5.5). _The performance of the SCOT and
ML mgthods a;e simi]ar,‘excegt thétlthe;amplituoes of foe cross-

correlation from the ML method are significantly 1owet\3nd fhe.variance
of the cross-correlation f;om theéﬂL method is also lower. It was shown

in Section 7.2.3 that when the SNR is low, the EErformance of the ML

-
..
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method approaches that of the SCOT method weighted with the signal-to-
noise ratio. In this study with low SNR conditions, the cross-
correlation peaks ¥¢oﬁ the SCOT method are higher than those by the ML
methQE. Even though the variance of estiméted srqss-corre1ation from
the ML method is lower than the SCOT method, it is less-ambiguous in
locating the peak in the SCOT than the ML method. If the SNR can be
1mproved by 1mprov1ng the data &gqu1s1t1on methods (d1scussed 1n the
next chapter), then the ML method. shouId be better than the other two
methods, because the cross-correlation peak values would be higher, and
hence more ‘accurate in estimating the cross-bor}elatfdn peak locations,
[t is known that the maJor motility funct1ons of the gastr1c _

k)

system are storage, mixing, and/or propu1s10n. In order to fac111tate

0 ' -

these funcfions 1nformat1on from ‘all the involved control systemé, i.e.

myogen1¢, hormona1 . and neural (bpth extr1n51c and intrinsic) control
systems, must somehow be integrated. It is unlikely that the extrinsic
neural system or other contro]_systemTisrthg;sole coﬁtro]}ef of gastfic
motility. ' | -

During the onset of the contracti]g‘achvities, there are
consistent neural burst act{vitigs invo]vihg motbr and sensory impulses
with the former usually preceeding thé:iatfer.(see Fig 6.1 and 6.5 for
'examﬁﬁe) These bursts at 5 per minutes are synchronized ‘With the EMG
fECA and ERA) act1vit1es of the corpus an;\antra1 areas. These-bursts
of act1v1t1es however also occur when there are~Rb contract119
activities recogded (Figs 6.1, and 6.2). However, the poss1b111ty that:
the nerves are "driving" contréqti]e activity‘at an‘ugrec0fded.site
cannot be ruled oﬁt. sarna and Daniel (1975)'shogsq that there was ﬁ

. . Ni :

(2
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5égmenta1 arrangement gf the j%nervation of intrinsic nerves by branches
qf the nerve oﬁ Latarjet and thStaﬁhe arrangement affects anterior and
posterior faces of the stomach, Tﬁg'strain gauges‘in this study'
recorded only the anterior face, Since the recorded neural activities
are the éombination of both motor and sensory activities, the extrinsic
neural activities refleet not only the contractile activities but also
other activities such as the chemical properties of gastric contents or

6f the hormonal Tevels. Thus another pessibility is that this activity

Ay

represents primarily sensory.activity.

Tbe alternate burét patterﬁs in the adjacent nerve trunk .
suggests.that-the neural activities also relate to the propagation of
the ENG activities aborally. These results a]sa suggested that in order
to study the relationsh%ps of the various nerve trunks ﬁegu1at1ng or

.affecting their corresponding regions, it is neéessary to-monitor
different nerve trunks innervét{ng the corresponding regibns of the
gastric'system. Most bf the compdﬁénts with the compound neura] signals

are probably sensory correspond1ng to the gastric cond1t1on{{rom the

1

corpus to the antrum (Fig 6 3).

The results in sensory and hotor neural patterns show that'fhe_il . i'

motor activities reach maximfum before the peak of thé contractile
activities, whereas the sensory gét%vities are at the highest.duhiﬁg the
peak of the contractile act1v1t1es (F1g 6.5). Aiéé during quiescent
periods, the cross-correlat1on a1gor1thms cannot detect motor )
activities, These results suggest that the 1n1t1at1on of contract1le

activities may be due d1rect1y and/or 1nd1rect1y, to the motor impulses

from the CNS. "The sensory activities generated by the mechanoreceptor
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corresoonding to the muscle contraction may provide a teedback
Timitation to contraction. Roman and Milan (1980), in their indirect
nerve suture study also found that before.a contraction in the corpus
there is a sharp rise in motor activtty. Hall et al (1981), in the1r
cervical vagus nerve cooling studies show that by blocking the nerve
traffics between the CNS and the gastric system, the normal gastric
contractile patterns are completely abolished. They, therefore,:
.concluded that the vagus was the controller for the gastric contracti]e
activities.- Glystone et al (1985), however, _disagree with Hall's
f1nd1ngs that the vagus was the controller of the gastric contractile
activities, Instead of blocking the vaga] nerve traff1c at the cervical
1evei\ they, blocked the traff1c at the thoraC1c 1eveh ‘and- observed that -
the gastric contract11e pattern persists. They hence conc1uded that |
signals from the CNS,trave111ng down vagal nerve cannot be the
controI]er for the gastr1c contract11e act1v1t1es. However they did not .
‘carry out u1trastructura1 stud1es of the nerve trunk on’ wh1ch the
cooling devices were 1mp1anted Thus’ 1t is possible that they were
dealing with a kind-of vagotomy caused by se]ect1ve loss of 1arge nerve i
f1bres and that adaptat1on might have occurred [w11bur and Kel]y, 1973
Ke]]y and Codeg¢, 19&9 Ha]l et al 1970] If s1gnals from the CNS. are
not the contro]]er of the gastr1c contractile act1v1t1es then how does
the CNS 1nf1uence the gastr1c contract11e activities via the vagal nerye
pathways? 1In order to answer the above-quest1on ont must investigate
- the d1str1but1on of the sensory and motor activ1t1es from the Nerve of

LatarJet within a per1od of gastric mot111ty pattern known as gastric

cycle during fasting. In a dog this cycle lasts for approximately 90



o

213

minﬁtes [Hai1 at 51,-1982].. Although the results of this study do ngv'
show -the diétr{butions of the sensory and motor neural actiﬁities-from
the nerve of LatarJet in contr0111ng the gastric contractile patterns
within a gastr1c'€yc1e the resu1ts shown in this thes1s demonsﬁrate
that the -téchnique can be used to. investigate such prob]ems.
The fnc?ease‘iﬁ the cross-corré1atioﬁ peak locations {lags) Qith
respect to the implanted duration'is somewhat puzzJing. 'This can o
possib]y_be'exp]ained'in conjunction with the results obtained in the EM
study and the impedance measurement (see Sections 6.? and 6.8). It is
known that nerve—fibres of 1arger diameter carn propagate faster than.the
smaller diameter nerve f1bres [waxman 1980; Rushton,. 1951 Hoore
'1978]. Results from the EH stud1es shawn that- after a period of cuff
| Li¢p1antat1on! the-ma39r1ty of the.perve fjbres_damaggd or-de;troyedp
apbéar to have been those of the 1érqe diameters,. Also the overall
' density of nervés decreaséé per unit areé. Results from the jmpedénce
méasurgﬁeﬁt équested that Effer a period of cufflimplantafioﬁ,ssqme of »
thé higher impedance"nerve fibfes are replaced byAthe cbnnecfive t%Ssué' .
or fluid of'loﬁéfjimpedaécé. Hence'aé'thetéufﬁ iﬁp1ant$figh duration
%ncrééses, tﬁe'con;ribution of the signaTé\genérate& by the 1argéhLﬁéfvg
fibres'decrease,.and hénce.the recorded.compouhded nerve sjgnals'éfe?
'probébly due ‘to the fibres of smal]ef diameter. This possibly é;pTa%n 
fhé increase of the crosﬁ-cohre]ation peaks location, i.e. the decrease.
in conduction velocity. -
. | The results of stimulating the Nerve of Latarjet is contrasted
w1th the f1nd1ngs by Daniel et al (1978) Their results show that

_ stimulation of the nerve of Latarjet caused contractions. The
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~stimulation ﬁarameters'Sha é;perimental conditions, however, are
differéﬁt betwéen our methods. Daniel et al used jmpu]sgs of 5 msec,
%duratioﬁ_in an acute situation as c;;pared with impulses of 1 msec,
duration in a chromic environment. in this study. In Danigl's study‘the
nerves jusf proximal éo the st{mylation were ligated to prevent afferent
_ ‘,i stihu]ation. f: this study Qtimu]ation from‘the neyxe cuff’cause§ both

efferent and affetent st?mu]ations. Unless more c9ntro1 experiments can
be implemented in a chrﬁnic environment; e.g. blocking the afferent
nerve traffic at Eﬂpveérvica1 vagal nerve by cooling [Hall et al, 1982],
it is difficulf to compare the differences between our reSults. Another
possible explahatiqn for the antral relaXatiorafter stimulation of the
ne:Ze of La;grjet'is that the majority of the excitatory fibre in the
L cuff electrode résponsible for the antril contractian may be destroyed
énd.stimulation of the nerve excite-the inhibiﬁbry.nerve or sensory N
nerves and produce relaxation type of motility, It is known that the
nerve;ofrgatarjet consists o% both inhipitOfy and excitatory types of -
nervei[HcSwiney, 1931, and Martinson, 1963], and the diameter of the
inhibitbry f1 res i§ generally smaller than tZSexcitatory fibres
[Hartinson.1965]. Results from the EM studie; of the nerve trunk inside
tﬁe nertF cuff showed that all the myé1ihated nerves are abolished and
the damaged or destroyed nerve fib;es were mosi]y of larger diameters.
-Together with the coﬁd%fionuthat stimulation is performed 60 days after
the cuff jmp1antatiqn,_this,possib]y explains why the stimu]aéion of the
nerve of Latanjet resulted in antral re]axatién )
Conclusion and suggestion for the further studies are discussed

in the following chapter.
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" CHAPTER VIII

CONCLUSION AND SUGGESTIONS FOR ngzHER STUDIES

8.1 CONCLUSTONS "

~ t
: -

This thesis demonstrates that the cannula system developed here
can be used to simultaneously monitor thehvﬁga1 nerve, myoé]ect;ic, and
contractile éctivities in'chronic ddgs. The nerve cuff electrode can‘be
used to stimulate as well as to record nerve activities. Th(ee cross- ¢
.correlation algorithms were implemented and studied for their
peF?EFﬁhqpe characteristics with different types of simulated data: GI
ﬁguré] signals were alsd'ﬁha]yzed with the algorithms, '

] The application of the cross-corretation algorithms to simulated

-~ e .

results indicated that:

1) with GWN type of inpﬁts, ﬁhe é}clmethod.could lo£ate the tross-
cor;e1ation peaks as well as the SCOT and ML mefhods, however the
. peaks oﬁtain;h from the SéOT and ML methods we;e much narro;er
) 2) with SINE and IMP types of inputs, both SCOT ani ML methods were

¥

0O
superior compared to the GCC method in Tocating “the cross-

. &
correlation peaks; and, - '

3) in Tow signal-to-noise conditions, the performance of the ML
méthqd approached that -of the SCOT method with an signa]—to-noiée

ratio as an additional weighting factor,
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The animal e;periments provided results including:
1) synchronized nerve activities that corresponded with antral EMG
and cont;acti1e activities;
2) nerve activities that appeared to alternatg betweén adjdcent
| nerves; '
3) changes in contractile and_nerve patterns upon nerve stimulation
as compared to those before stimulation: B v
4) sensory and motor patterns in the compbundfnerve sidhp]s;
'5) approximately cqnstant impedaﬁée of cuff elecérodes 14 days after
cannula imp1éntation; and, ) I
6) cuff electrodes caused comp1e£e loss of myelinated axons and
sé1ect1ve loss of unmyelinated axons of larger diameter within.the

uff

= .

enclosed nerve trufk approximately, 90 days after:the ¢
implantation. |

. . : . .

Based on this thesis work and the subsequent analysis, it can be

concluded ‘that :

1) the cannula sﬁstem can simultaneously monitor the vagal neural;

"y ' the mycelectric, and contractile activities in chronic dogs;
, . d .

2) the microcomputer system (IBM PC/XT) is efficient and economical
| \ )
in processing the biological signails;

3) the cross-corrg]ation algorithms can be used to study sensory and

-

- motor patterns of the compound nerve signals with the SCOT and ML
methods.prov¥&jng superibr results than the 6CC methpd;‘ -

4) tﬁe condition Of'the-ihplanted cuff can be monitored with h

impedaﬁép“meaSurement throughout the recording“period; )
- < ‘ .

»

5) the amount of nerve damagh caused by the cuff electrode can be

‘.v ’ - ‘
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gaujed with impedance’measurement and EM studies;
6) the cannula system makes it possible to explore crucia1'top1cs on
" nerve traffics associated with normal and abnormal
gastrointestinal motility patterns; and,
7} further development. is needed to improve the design of the cuff-
efectrode to minimize the‘nerve'damage and, therefore, increase 7
. tﬁe.signal-to-noise ratio.

8.2 SUGGESTIONS OF FURTHER STUDIES

There are two areas that require further-studies: 1) data

acquisiticn and 2) physiological signiffcance as discussed below.

©8.2.1 IMPROVEMENT IN DATA ACQUISITION

The fo1lowing suggeétions deal with improving data acquisition
and reducing cost.

Y
+

(1) E11m1nat1ng the Transformer The purpose of the transformer is to
. match the amp11f1er noise’ 1mpedance and pass1ve1y step-up the
source voltage. The transformer (see- Sect1on 4.5) however is’

bulky, heavy, and costly ($72.00 each) An a1ternat1ve is to

1m31ant a 1ow nolse amp11f1er module in the abdominal cavity. The s

design of the amplifier is given in Appendix B. The noise level of
the-amplifier-is 3 uV. pp with the frequency range of 100-5K hz.
wlth an ampl1f1er ‘gain of 50 the neura] s1gnaI after the

1mp1anted amp11f1er will be in the range of 0. 1 0. 5 mv Th1s range

l

.
»
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should be less susceptible-to environmental noise

Improvement of ‘The Nerve Cuff Electrode Design and Use’ on Smaller

. Animals: An ideal nerve cuff electrode should be light ﬁeight,

perfectly Fittﬁng’the nerve trunk diameter, and smooth surface,
Such an ideal electrode can possibly be fabricated after more

experience is gained in their design One of the major costs of
this study is the cost of animal (dogs) and cost of surgery for

the electrode 1mp1antat1on These costs’ can be reduced by reducing

" the dimensions of the cuff electrode and used on smalier animal,

{3}

. biological signal recordings.

such as rats,
Recording with Analog Multiplexer and Demultiplexer: In order to
monitor the gastric motility, a large number of efectrodes for
neural, EMG and contractile activities are required, However, at
present, the number of channe]s'af signals: that caa'be recarded on
the tape recorger }s eight (see Section 4, 45. Because of the low
frequency nature of the EMG and contract11e activities, these
s1gnals can be mu1t1p1exed then recorded, on the tape recorder; -
demu11p1ex1ng upon p]ayback from the tape recorder will provide
the recorded signals. The des1gn and c1rcu1t for .a mu1t1p1exer
and demu1t1p1exer have been developed and 1mp1emented (Appendix
C). The circuit is capable of multiplexing signals of 8 channels
into 2 with a maximum frequeacy of 1k hz. This will furtaer reduce

the cost of such studies and the system can be applied ta.other

A
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8.2.2  PHYSIOLOGICAL SIGNIFICANCE
‘,,lh

+
L

Some physioiogical sfgnificant projects, as per this thesis
work , are mentioned below:
(1) Pattern of Sensory and Motor Activities with Respect to I
hysiological Conditions : - Y

(1) Vaga] contrel in the cyclic motor activity of the stomach and
small intestine: The cpntribufion nf véga] actnvities in the
control of Migrating Myoe]ectr%c Cqmp&ex (ﬂMC} of the stomach
and small intestine has been a controversial topic [Hall et al,
1982; and Gleysteen et a1, 1985]. A study of sensory anb\m@tor
patterns should provide a c]ear illustration of the d1stﬁ1but1on
of the vagal activities associated with the 1n1t1at1on of
var1ous phases of the M1grat1ng MyogEn1c CompTex.

(i) Feeding Patterns The d1str1but1on of sensory and motor
act1v1t1es dur1ng fed and fasted states remains unclear. Sucn
studies should help in understanding the contr1but1on of the
neural activities dur1ng the digestive process.

(117} Stress Patterns : It is known .that stress can affect GI

. motility and ailer its GI function, This, is probably an

' impontant adqptiye response tqﬁstréss in‘huméns‘[A]my, 1973;
Thompson and Heaton, 1980]. egain the distribution o%'sensory
and motor patterns under stress can help to exp]ajn the
‘d1sordered GI motility caused by abnormal neural activities.

[

- (2) Patterns of Sensory and Hotor Attivities in Control Conditions:

I\
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(i) Local distension: neural activities associated with distension

at’ various locations of the GI system (e.g.'esophagus, fundus,

antrum, and duodenum) can be studied by distending the

corresponding area with a balloon;

(i) Nervé}B1ocking: Using cooling techn{que, proximal and distal to
fhe ngrve chff electrode, the sensory and motor activities can
be b{ocked respectively, This should heib isglate the signals

from the nerve ¢uff as either sensory or motor responses.

P

n

Figally, after the sensory and motor activities are well

, these nerve cuff electrodes can be used to emulate the
nafural nerve activities by stimulating the nerve trunk at the
appropriate moment and, therefore, regulate the jéStrointestiha1

motility, ‘ )
a‘ ]

=
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APPENDIX A .

PROCEDURES FOR THE PREPARATION OF STIMULATING THE CERVICAL VAGAL NERVE

After a 24-hour fast, the dog was anesthetized with 3m1/kg

’] R
solution of chloralase (2%},.Urethane (10%), and subsequently with 70 mg .

~ e
N of sodium pentobarbital given jntfavenous]y. Incision was made -just

-

s dorsa] the external jugular vein and extended for about 5 cm, Biunt

‘& provide a 1solation, A cuff electrode with appropriate size was slit

c stimulﬁtor. A diagram for the preparati

dissection was made throughout the operation to avoid dam e to the -~
]
nerve trunk After Tocating the nerve trunk and d1ssecte off the

carot1d artery,, the nerve trunk wa% Tifted up gently with a soft thread.

Gauze soaked with paraffin 031 was tucked underneath the'nerye trunk to

-

1ong1tud1na11y and the nerve trunk was p1aced carefuily inside. The ﬁf
e

- .
whadee' Cuff was then covered with another paraff1ﬁ 0il soaked gauze, Th
cu?f'eleqtrode term1na1s were.then con:;cted to the nerve pulse

on is given Fig A.l.. .

.
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_ carotid.artery to impuise

stimulator

cervical vagal
nerve trunk

cuff electrode

-

Fig. A.1 Diagram of preparation of stimulatirg the
. cervical vagal nervey
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