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ABSTRACT

This thesis examines receiver structures based on maximum likelinood sequence
estimation {MLSE) for receiving quaternary phase-shift-keyed (QPSK) signals over
bandlimited, non-linear satellite channels, in the presence of additive down link gnussian‘
noise. Two satellite ch;mnel models are considered. In the first channel model, the effects of
int‘ersymbol interference caused b» fiitering i';)llowed by AM/AM and AM/PM conversions are
taken into account while the second channel mode!l ir}cludes a post-nonlinearity filter.

An explicit exﬁz’es;ion for the output of the bandpass nenlinearity (BPNL} for a
QPSK signal is obtained _in terms of an inphase (I)-qimdrature (Q) path memory parameter

pPx. The computation of the output of the BPNL requires a knowledge of its transfer
P .

—

characteristic. The transfer characteristics may be specified either analvtically or through
experimental measurements.

An optimum MLSE receiver structure for bandlimited, non-linear satellite channel
is derived and its performance evaluated using computer simulation. Simulatimg the MLSE
receiver in optimum form is too time consuming, so we estimated the [-Q path history
parameter py's by using a simple procedure analogous to decision feedback 'processing.
Although this method is not theoretically equivalent to an optimum computation, our results
show that it performs essentially as well as an optimum computation. For moderate te high
SXNR.an upf)érbounci_p_ru_.‘:e proba;.biiity. o-f svmbol error is obtained, using the concept of error
events. A simplified expression for an upperbound on probability of svmbol error, for the case
when single-error error events are d‘ominam. is also obtained. A sub-optimum receiver
structure is then derived using average maiched flter responses. The sub-optimum receiver

which turns out to be a compiex filter followed by a decision device, is a relatively simple



. L8
structure. - The performance of the sub-optimum receiver was estimated for two different

-~

uplink filters. The effect of varying the BPNL input drive level was also studied. Our

' .si.mulation results indicate that the performance of both the MLSE and the sub-optimum

Y
-

receivers approach asymptotically the same optimum performance band. —

Finally, we extend our results on an optimum receiver structure f{or receiving

QPSK signals over a digital satellite communications channel, to include the effects of

filtering following the non-linear satellite transponder. It is shown that the complexity of the
MLSE receiver is primaﬁly detclx;mined by the'upli.nk channel memory. The error ,;:erf'or-
ma‘.nce of the receiver at low signal-to-noise ratios is evaluated b_v.computer simulation. An
upperbound on the prob'ability of symbol error at moderage to ;ﬂgh SNR is also obtained. A
Sub—(;ptimu;n receiver similar to the upli;k channel {iltering case is developed and its

performance evaluated using computer simulation. The degradation in performance of the

sub-optimum receiver compared o the optimum receiver is found to be small.
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CHAPTER 1
INTRODUCTION

Modern satellite communications systems su.ffer: fro.rn §oth power é.nd bandwidth
limitations. Because of the power limitation, digital satellite co;nmunicat?on systems are
normally operated with a non-linear amplifier, usually a -travelling wave tube amplifier
(TWTA). in the satellite transponder. In the non-linear region of operation, a TWTA exhibits
both a non-linear in‘put amplitude to cutput amplitude (AM-AMI cpnversion) charactf:ristic
and a non-linear input a;nplitude to output phase (AM-PM conversion) characteristic. In
addition, because of the limited availability of satellite bandwidth, the tranismitted signals
must be tightly band;limited. and this introduces intersymbol interference (ISID). The ISI
combined with non-linear amplification causes significant degradation of system

performance.

In this thesis we are concerned with the problem of developing an optimum receiver

™ - .
structure and estimating its performance for quarternary phase-shift keved (QPSK)
signalling over'bandlimited, nonlinear satellite channels. In deriving the receiver, the

maximum likelihood sequence estimation (MLSE) approach will be used, so that the receiver

_is optimum in the sense of minimizing sequence error probability on the bandlimited non-

linear channel.

) A satellite must share its capacity among a large number of earth terminals. This
sharing is achieved by some form of multiple-access technique. The muitiple-access probiem
is fundamental to satellite commun.ications, because it is by this means that the wide,
geographic coverage capability of the satellite channe! is exploited. The satellite channel

model in this thesis assumes in particuiar Tirne Division Muitiple Accessing (TDMA). In .



order for us torbring out the point that ct-trrent trends are’;oward using TDMA, we briefly
. describe several kasic multiple access iechniques.
1.1 A Brief Review of Multiple Access Techniques for Satellite

Communication Systems

Commer¢ial Communications by satellite began officially in April 1965, when the
world's first Communication Satellite INTELSATI (known as "Early Bird™), was launched.
The fully mature phase 02' satellite communications probabiy began with the installation of
the INTELSAT IV into the gl_obal system s;tarting in 1971. The INTBLSA'.I‘ system serves

~

most of the countries of the world and has satellites over the Atlantie, Pacific and Indian

Oceans. .

Frequency-Division Muitipl;e Access (FDMA), is one widely used multiple access
technique. In FDMA, different carrier frequencies are used for each transmitting st_atio.n.
This allews use of the same transponder amplifier unti-f finally the overall noise level limits
the capac.ity of the amplifier. The presence of multiple carriers in any non-linear argxpliﬁer
produce intermodulation products which raise the apparent noise level. To reduce
intermodulation noise, the TWT d.rive level should be "backed-off" to avoid non-linear
operation. The carrier received power level now is less and thus the effect of thermal noise
generated in the eérth station receive_r is increased. This reduction in in;\aut drive level must
thus be optimized. Even after optimization.‘ the effect is not trivial and the reducti_on in
capability of a transponder over what it would have if all the available irformation was multi-
plexed oz:I a single carrier frequepcy can be as- much as 6 dB. Nevertheless, FDMA remains a
very popular technique for: high capacity tran;mission commercial communication satellites.

[t is efficient if one is not power limited, and it is the natural expansion of terrestrial

comraunications methods.



FDMA can be implemented in two ways. One is to multiplex, in the conventional
terrestrial manner, many channels on each carrier that i;t-r\ans\mitted through the satellite.
Another is to use a separate carrier frequency for each telephonellor baseband channel within
the satellite. If many cz;n'iers are used, the intermodulation problem is still more serious. Oﬁ
'ti?e other hand, it does approach, asymptotically a limiting level that is usually acceptable.
This single-channel per-carrier approach has particular advantages in systems where there

are many links to be made, each one having only a few circuits to be handled at any one time,
Normal multiplexing is very convenient terrestrially.but may be economical only if eac-:h
carrier has traffic, for example, in a group of 12 channels or more.

. Both systems are in extensive use today. INTELSAT uses botH systems, the
SPADE (E;ingle Channel per Carrier, Puise Code modulation, multiple Access, Demand
assignmént Equipment} being a ;',in.gle channel pe} carrier modulation-access system.
Canada, Indonesia and Al_gerila. to 'mention a few, countries who use single.channel-per-
carrier systems.

Time-Division Muitii:le Access (TDMA) is the next basic technique of multiple
access. Here each earth station is assigned a periodic time slot for its transmission, and all
the earth stations use the same carrier frequency within a periodic particular transponder, In
terms of the total satellite perfoArmance. this is the superior method because the
intermodulation noise is eliminated and‘ thére is an increase in capacity. The required
transponder back-off is much less, just that required to achieve acceptable spectrum
spreading. The price px;id is an increase in complexity of th;z ground equi;pment._ It does seem
as if the long term trend will be toward\,mofw Tnore TDMA since it fits naturally with the
digital communications systems that are rapidly proliferating terrestrially, not only for data
transn}ision but more and more for digitized voice.  »

r



Various experimental TDMA systems ha.ve been built and tested by INTELSAT
and others. Their efficiency advantage over FDiVlA can be illustz;at.ed by comparing the
approximate channel capacities of an INTELSAT IV globa-l beam transponder operating with
standard Ii‘ITELSAT 30 metre earth stations, using TDMA and FDMA. Assuming 10
accesses, the typical capécity u.sing FMW/FMDA is about 450 one-way voice channels [1]. With
TDMA, using standard 64 kb/s voice frequency PCM encoding, the capacity of the same
-transponder is approximately 900 channels. If Digital Spe?ch Interpolation (DSI) is used to
precess the PCM bit §Ueaﬁ;s, the capacity is further increased to about 1800 channels.

A TDMA system went into commercial operation on Telesat; Canada's system,
starting in May 1976. INTELSAT is going to use the TDMA digital communication method
for most of its voice circuits. Similar trends are present in North America, Europe, and‘Japnn
for domestic satellite systems requiremeﬁts.

This trend to digital systems both terrestrially and via satellite is reinforced by the
ease with which the TDMA methods can be combineél with SDMA (Space Division Multiple h
Access) by switching transmission bursts from one antenna beam to another depending on
their ultimate destination. The concept of time-division switching, seems very promising, as
it is efficient in its exploitation of both the satellite power .';nd the frequency spectrum. The
price paid is increasing complexity. Time-division switching will be a major facter in
communication satellite technology. A satellite-switch TDMA system (SS-TDMA) using a
microwave switch matrix shows an increase of over 30 percent in available capacity over
FDMA/TDMA [2] (separate frequency bands, ea.ch carrying TDMA).

The final basic smethod of multiple access is Code-Divisionn Multiple Access
(CDMA), called occasionally "sprea.d-sxlbectrum multiple access”™. The transmission from each
earth station is combined with a pseudo-random code so as to cause the transmission to occupy

the entire bandwidth of the transponder. The station for whom the transmission is intended



has a duplicate of this pseudo-random code and by cross-correlation technijques can extract it
from the "noise level™ created by the simulteneous signals of many other statiqns. It has
considerable advantages in military systems because the spread-spectrum technique mus.t be
used anyway to protect satellite receivers against possible jamming and the pseudo-random
sequences are necessary to provide ¢cryptographic security.
i

The use of such crypto and antijam systems provides automatic multiple access. In
a sense, it is free. However, the difficulty is that it is not nearly so eﬁicien_t_;:m.erploitation of
the resources of power and frequency spectrum as is even the FDMA system, not to mention
TDMA. Nevertheless, it is used and will continue to be used for military systems. The
possibility of its limited use in commercial systems may appear as satellite users become
increasingly concerned with the possibilities of both ﬁlalicious interference and .unauthorized

listening.

1.2 Digitsl Modulation Techniques

Digital Modulation Techniques have received considerable attention for use in
satellite communications systems, in the last decade, because of increased demand for data
communications. In addition, digiw.l transmission offers options and flexibility not available
with anelog modulation. Most current satellite systems are bandwidth-limited, unlike early
satellite communication systems which were power limited. A capacity .comparison for
FWFDMA and PCM/PSK/TDMA [5], shows that. PCM/PSK/TD;\IA is preferable to
FAMTFDMA for the bandwidth-liﬁiited satellite systems.

A comparison ouf: digital modulation techniques based on average power is shown in
Fig. 1.1 {reproduced fx:om [(4]). It is seen that, for a given information rate, PSK has a better
performance compared to other modulation techniques except for combined amplitude and

pha:se keying (APK). However, APK cannot be used over satellite channel, because of the
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nonlinear characteristic of the satellite transponder. Another advantage of PSK signalling is
that by incrt;asing the number of levels from two to four, the channel capacity can be
approximately doubled without any expense of bandwidth.
The three -digital modulation techniques QPSK QQPSK (offset QPSK) and MSK
(minimum shift keying) have received significant attention because of their properties, w‘ﬁich
—dre wéll suited to satellite communications systems. These characteristics include power and
bandwidth efficiency as wéll as constant, en‘velcpe. The performance of QPSK, OQPSK and
MSK, over bandlimited, non-linear satellite channel’ has been investigated in [6,7]. The
results of these simulations show that for a tightly band-limited channel, QPSK has better
performance than the both MSK and OQPSK modulation. The poor performance of MSK and
OQPSK on tightly bandwidth-limited chanrels is explained as follows. Although the overail
envelope fluctuations are reduced for these two techniques, the enlarged scattering at the
critical sampling point degrades the MSK and OQPSK channel performance in comparison to
that of the QPSK channel. In wide-band satellite channels, where adjacent channel
interference can be a limiting i'actor,. the reduced specirum spreading characteristic of
OQPSK and MSK makes these formats more attractive.
Snice most of the operational and planned digital satellite communication systems

use QPSK modulation techniques, we will assume QPSK signalling throughout this thesis.

1.3 Sources of Impairments in Digital Satellite Svstems

1.3.1 The Satellite Channel
A satellite communications system can take on several different forms. Typically it

consists of two earth stations separated by a space segment (2 satellite repeater) as shown in

ig. 1.2. The signals are transmitted rom station A to B via the satellite repeater. The

communication link from repeater to earth station is called the downlink path. The RF

.....

—_—
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carrier frequencies for commercial communications satellites, for uplink and downlink

" channels are 6 and 4 GHz respectively. The bandwidth is limited to 500 MHz for 4/6 GHz

band. These frequency bands Qre shared with many congested analog and digital line-of-sight
microwave systéms. and therefore siting an earth station can pose a major problem. In the
time—fra;ne 1880-2000, incréasi.ng demand for international and domestic sa;tellite cireuits
will outstrip the éapacity of the geostatiqnary orbit for 4/6 GHz systems, ew-an with the
application of frequency reuse, TDMA, DSI, and more efficient modulation techniques. For
these reasons t.he satellite systems of the 1980's and 1990’s will have to employ higher radio
frequencies. Satellite systems are already operational in the 12/14 GHz band. This band is
reserved for satellite communications, so there is no interference with terrestrial line-bf-sight
microwave systems.

The éatellite repeater basically consists of a low-noise receiver-converter and TWT '

high power amplifier (HPA). We now examine the sources of noise and interference in each of

the sub-systems.

1.3.2 Transmitting Earth Station

Figure 1.3 shows the basic stages of a transmitting earthstation. The modulator

transforms digital information into a form suitable for transmission. The modulator output

spectrum is centered around some intermediate frequency (IF) and has a bandwi_dth reIa;edlto
the transmission rate. In the earth station context, this IF is usually 70 or 140 MHz. The
modulator output at IF is translated to the earth station output RF by means of an
upconverter (U/C). The U/C output is amplified by the HPA according to the power
requirement in the up-link. For low power, solid state amplifiers are becoming available, for

medium power, 2 T'WT driver and a klvstron amplifier are often used.

[t
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The’B;aridIimiting filter is required to avoid adjacent channel interference. After
bandlimitation, the puises cib not remain restricted to their time interval, but spread in time
causing interference with adiacent pulses. The smearing of pulse;; due to band-limitation is
known as intersymbol interference and is one of the major causes of system degradation.

The pulse spreading usually c-iiminishes with time and in most ciigital satellite
systems, there is no significant contribution beyond a coiz.ele of adjacent signalling intervals.
"There are other types-m'? distortion introduced due to filtering in IF stages such as ﬁulsg shape
distortion and r‘Jhase distortion due to the non-uniform amplitede characteristics of the filters,
but we are not concerned with thesg distortions. Usually, these types of distortion can be
equalized by phase and amplitude equalizers in the transmission equipment.

As far as this thesis is concerned, the main source of interference in the system is

ISI. Further, it is assumed that the high power amplification at the transmitter is essentially

linear.

1.3.3 Satellite Repeater

The signal received by the satellite is fed to a bandpass filter and a low-noise
amplifier, {requency transla-t.ed to the downlink carrier frequency and transmitted back to the
earth. For 2 large satellite communication system, the uplink thermal r;o_ise generated by the
transmitting earth station electronic equipment and the equipment on board the satellite up
to the input of TWTA, is assumed to be negligible.

The bandlimited si;nal is amplified by the TWTA without regeneration, i.e. we
assume that there is no processing capacity on board the satellite. The TWTA is'being
“exclusively used as.a power z;.mpliﬁer. In INTELSAT IV, there -are 12 such transponders each

with 36 MHz BW. Satellite power amplifiers provide the pr‘imary amplification for the

retransmitted carrier, and are one of the key elements in a communication satellite. Power

»
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amplifiers, be.;,igies havir;‘g to geﬁerate sufficient power levels and amplification, have
additionai requirem;r?ts for reliability, long life, and suitability for the space environment.
_These requirements have be:n sufficiently me.t by the use of travelling wave tube amplifiers
(TWTA).

In spite of all these advantages, the TWTA has one major disadvantage as fnr as
. communications systems are concerned, it is that it exhibits a non-linear inpqt power to
output signal phase transfer characteristic. The trzﬁisfer characteristics of the Hughes 261-H
(used in Intelsat IV) are shown in Fig. 1.4. In smgle carrier operation, the p-ower transfer
characteristics cause amplitude compression or soft-limiting of any input amplitude
modulation (known as AM-AM conversion), and in addition, convert input signal amplitude
variations to output signal phase modulation {known as AM.PM conversion). For low power
amplification the TWT can be considered approximately as a I{ncar device, but in. high power
ampliﬁc;ation as used in satellites the transfer characteristics exhibit severg nonlinear

behaviour. In multi-carrier operation such as FDMA, the effect of the non-linear

characteristic of TWTA is to produce intermodulation distortion. Ia this thesis, we are

primarily concerned with the AM-AM conversion and the AM-PM conversion effects in single

carrier gperation.

1.3.4 Receiving Earth Station
The signals received by the antenna of the receiving carth station are bandpass
filtered to reduce out-of-band noise, amplified by 2 low noise amplifier, coherently
demodulated, and then processed to recover the transmitted data. Thcrr‘nal.r{oise is gene}atcd
- in electronic equipment on the downlink path, primarily in the input stage of the earth
station receiver which is considered as the main source of noise, and has the power spectral

density No defined as KT watts/Hz, where K is Boltzmann's constant and T is the equivaléht

-—
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™~

noise temperature of the receiver system in degrees Kelvin. The downlink thermal noise
normally has a white frequency spectrum and Gaussianly distributed amplitude values.
Since the effective isotropic raciiated‘ ‘power (EIRP) of the satellite is comparatively much
lower than the transmitting earth power station, the down-link thermal noise tends to be a
significant factor in degrading system performance. Again, we will ignore adjacent and
cochannel interferences which r;orrﬁally tend to be second order effects in well-designed

A

satellite systems. -

Figure 1.5 is a simplified channel model, a.n_c_l. indicgtes the main sources of
impairments rixent'ionéd 50 far arid of primary concern to us ir;.thi.‘s thesi:c,. We will refer to this
+ as our comrt;unice:tion system model except in Chapter 5, where the effects of downlink
filtering are also included.
1.4 Scope of the Thesis

In this thesis, we address the problemg of developing a maximum likelihood
sequence receiver structure and estimating its performance for QPSK signaliing over
bandlimited, nonlinear satellite channels. Throughout the thesis we shall consider QPSK
signalling. It is assumed that ideal carrier phase.recovery is available at the receiver.

In Chapter 2, an explicit expression for the output of the bandpass nonlinearity
(BPNL) for a QPSK signal is obtained as a function of inphase (I)—quadrature (Q) path
history. The BPNL includes both AM-AM and AM-PM conversion. A maximum likelihood
seque'nce receiver (MLSR) structure is then developed.

An upperbound on the probability of symbol error of the MLSR, at moderate to high
signal-to-noise ratios, is c;btained in Chapter 3. A simple expression for an upperbound .on
probability of symbol error is aiso obtained, for the case when single-error error events are °

dominant.
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Error berformr}cé of the MLSR at low to moderate signal-to-noise ratios is
estimated using computer simulation in Chapter 4. Considerable simplification in terms-of
memory requirement and computation is achieved by using a procedure analegous to decision
feedback processing. At moderate to high SNR, upperbounds as developed in Chapter 3 are
computed and shown to be consistent with the simulated results. A sub-optimum receiver
based on the idea of an "average matched filter” is then develc;péd and its performance
evalu-ated using computer sim’ulat:ion. Although the sub-optimum receiver exhibits some
sensitivity to the TWTA operating point..it appears to be a relatively robust struct:uré .

Most real sat_eilit‘.e systems have significant filtering on the downlink‘ par..h, and
considerable effort is spent on experimentaily adjusting these filters for best performance. In
Chapte'r 5, we address the problems of designing an MLSR and estimating its performance for
QE"SK signalling over a bandlimited, non-linear satellite channel which includes downlink
ﬁlfering. The performance of the MLSR is evaluated using computer simulation and an
upperbound ;m. its probability of symbeol error at moderate to high SNR is also obtained. A
sub-optimum recei;fer is also developed and its performance evaluated using computer '

simulation.

Finally in Chapter 6, we b;?eﬂy discuss the important results of the thesis. A few

suggestions as to where this research can lead to in future, are also given.



| CHAPTER 2
+ MAXIMUM LIKEL_II;(SOD SEQUENCE RECEIVER FOR
NONLINEAR BANDLIMITED QPSK CHANNELS
2.1 Introduction

The problen} of }'SI dates back to Nyquist [10], where he recognized the spe.ed
limitation in transmission of signals through band-limited channels. Since then, the prob‘lem
of minimizing the effects of ISI on the performance of data communication systems has
received considerablé attention. In general, one can min;.mize ISI by shaping Ehé tzansmitter
pulse.or can minimize its effects through equalization at the receiver [11,15].

There are two types of receivers to combat ISi, linear and nonlinear receivers. The
linear receiv;ars are called equalizers and cons.ist of a matched filter followed by a sarnpler and
tapped delay line [13-16]. Nonlinear receivers can be further classified into fwo broad
categories, decision feedback receivers and maxir;um likelihood sequence reéeivers {MLSR)
which are the type of interest in this investigation. Various decision feedback equalizers [lf-
19] to compensate for ISI effects in linear channels have been investigated. In [20], a decision

“feedback receiver structure for receiving binary phase-shift keved (BPSK) signal ov;ar
bandlimited, nonlinear channel is developed. |

- The Viterbi Algorithm (VA), originally introduced {21] for decoding convolutxonal
codes, was first applied to the ISI problem by Forney {22], th 23,24] and Omura [25]
on linear channels. Forney has shown the VA to be a maximum lxkehhooc _sequence
est;mator. Therefore, it has tl'{e best possible block error probabﬁmy. Although this approach .

does not optimize the symbol error rate, in practice these two criteria are almost equivalent,
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‘-‘ A;iaptive versions of MLSE receivers have been developed by Magee and Proakis
[‘261. Ofnura considered the VA ove;' convolutionally coded information sequences
transmitted over ISI channels. Falconer [27], Q.uershi and Newhall (28] consideregl linear
adaptive fiI.ters before the maximum likelihood receiver to limit the time spread of the:
channel 50 as to reduce the complexity of the receiver.

As .mentioned in Chapter 1, the ISI combined with nc;nlinear amplification causes
significant degradation of system performance. To combat this distortion, receivers that take
into account the no.n-linear characteristic of the channel have been investigated. In
par(tic_.t.l‘lar. Lawless [29) has applied a Volterra series approach to find maximum likelihood
(ML) receivers fcrr channels that include power law distortion, IS! and downlink noise.
Mesiya, Mclane ana Campbell [30],-propo.se¢_:i using MLSE receivers over bandlimited
nonlinear channels. They exte::tded Forney's work, on the application of the Viterbi
Algorithm to maximum likelihcod sequence estimation, to include BPSK trar;smission over
Baddlimite;l non-linear chanrels. In [31] the performance of a Viterbi,detector having a

shorter memory than the actual channe]l memory of the bandlimited non-linear satellite
channel is considered, ard more_recently‘ [32], a simplifted receiver called a "Pseudo MLSE"
Processor, was defived from the MLSE Concept, and evaluated experimentally {33]. Here we
extend the work of [30] to inclucfe éPSK medulation and, by inference, other modulations

that can be forraulated in inphase/quadrature form.

in this chapter we first describe the system model which includes uplink filtering, a

BPNL and downlink therma! noise. An explicit expression for the output of the BPNL for 2

QPSK signal is obtained as a function of I-Q path history. The MSLE receiver structure for a

channel memory of v = 3 symbols, is then derived.

N
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22 The Svstem Model
The satellite channel model is showh in Fig. 1.5. The complex signal at the output

of the modulator can be written as

5t = > u, plt~kT)expjo,t
k

where the uy’s are equally likely symbols transmitted at the symbol times kT and pi(t) is a-
Iunit-energy pulse shape of widt-h T. For QPSK_, uy = exp(jdyx) where oy = 2Zai/M;
i= 0.1,...,.M~1 (M =4) are the input phase symbols to the modulator. Here we assume that the _
uplink neise is negligible, which is characteristicof 2 large satellite communication terminal.

Let h;(t) be the complex baseband response of the bandlimiting filter, with a;(t) its

envelope function and w1 (t) its phase function. Then the outp;zt of the filter may be writtenas

x®) = > h(t-kTexpifot + w(t-kT) + &, 2.1)
X |

where h(t) expjg(t) = p(t) * a1{t) expjy,{t), * denotes convoliation and wy is the Uplink carrier
frequency. .
The envelope function h(t) is assumed to be non-zero for only a finite duration
. which is greater than T's, the symbol time. Let this duration be LT s where L is an integer.
Then defining the memaory ?f the channel as v = L~1, we may write

h(t) expjy(t) = > h(t-iT)exp iy, (t~iT)]
=0 R -

-

hit+ M expiwpt+iT) 0 S tsT
where h.(tlexpjw. ()] = .
: ! 0 otherwise

The filter output can then be expressed in the form

x®= > > hit-€T-iDexpflot + ¢ t~ET-iT) + ¢,]
. ¢ i=0
Then letting



=k-i1gndx, (t) =
¢ ian xk() [ 0 otherwise

we obtain the filter output in the kth symbol period kT s t = (k+ 1)T as

v

xk(t) =

h—

1=
This defines the input to the bandpass nonlinearity (BPNL).
(4]

2.3 The BPNL Output

x(t) kT <t=sk+1T

ohi(t-kT)exp ((@,t + w;lt-kT) + &, )]

20

From (2.2) the signal input to the BPNL during the time interval kT s t's (k+ 1T

may be written as

x, () = Re{v, (texpjlw t + Qk(t)]}

o Ta 12
where \'k(t) = a;(t) + b;(t)‘
bk(t)
L 8, (= tan™ ——
- ak(t)

with

v

a,® = > ht-KkT) Cosly (t-kT) + ¢, ]

1=0 .

At

b (t) = > h(t-kT) Sinly,(t-kT) +¢, ]

o

1=

The output of the BPNL may then be written in the form

48 = Re {G(v D explw (¢} + 8, 1) + atv )]}

(2.6]

where G(v) is the AV/AM conversion characteristic and a(v) is the AM/PM coaversion cf the

bandpass non-linearity (BPNL). Assuming a Bessel function integral representation for the

corﬁplex transfer characteristic G(v) explj a(v)! of the BPNL [30], we obtain
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N ™

Giviexpfjav)] =2 J F2)J (va)d= 2.7

4]

for some complex-valued fucnaqn F(z). We can now write (2.7) as

. . T _J2F@
Gviexplialvl]l = Z » J (va)dz
Q

N 2F(@z)
= HI

-
-

where Hy[-] denotes the Hankel transform of order 1. Now using Hankel's integral formula,
we may write [42]
Fiz) = ; [ v Gi{vlexp[jalv)] J,(va)dv (2.8}
~ lo

Combining (2.6} and (2.7), we can write output of the BPNL as
¥,() = ReexpGw 82 j F@J, (v, Ddzexp( 8, )} (2.9
- Q

It is well known [(40] that

"
] T -
dyv, 2= J expjlv zcosp + pldp

f- 2n ) _;4

Now let p = ¢ — 8. Substituting into (2.10), and noting that the integrand is periodic gives

(2.10)

s orn
=l .
AR [ _ expilvzeosd=0,) = (©=8,)idd (2.1D)

- 4 -

or

: 19 - (7
x J . . )
Jv, 2e "= o J_ ‘ expjlv, zeosid—06,) + ¢ldd (2.11)

From equations (2.4) and (2.5), we have
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cxpj[vkzcos@—ek)] = expj[zak cosd + zb, sind]

I

=expj{z » h(t—kT)cosly (t—kT) + ¢, _,Jcosd

—

i=0

+z > ht-kDsinlyt—kT) +d, _Isind
1=0

=expjz > ht—kT)cody t—kT) + o, _T— I
™ i=0 .

? v -
= [] expileht—kDsinlw2 — ¢ + g (=KD + &, 1
1=0

Expanding the exponential as a fourier series yiclds

| /e ”

C‘i“im{= Jn(‘-‘) ejnG

-]
1]
!
q

Using this expansion, we can write (2.12) as

\} x Iy v
- expily, zosd—8)i= & . N []J, @he-KT)
a=-® o =-=;=0 "1
Q v
expi[ Y nfa2 - ¢+ y«—KD + q:K_ll} (213}
1=0

Substituting (2.11) and (2.13) into (2.9), we get

¥ &) = Re lexp(jmut) =~ . ¥ J dzF@ [] J_ @ht-KT)
n n ==-=x n =-—-m 0 1=0 !
Q v
u \_‘ . l
[ ddexp] \__ ni[nf‘l -b+ 1;11(’.—!{'1‘] + Q) cxpjc;a[
4=
>, 1 =0
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=Re[exp(jmun_)(§) > > J F@dz [[ J_ @h(t~KT)
. _

or in the compact form

11

n m—x nv=_m i=0" !
- ) .
J déexpj|d(l - Z n.)
—-n . c i=0
- expj E 0,2 +y (t-KT) + q:K_.l)”
t=0
Now
v -
7 - on > n.=1
f d¢expj¢(1-—-zni) =[ ="
-1 i=0
! 0 . otherwise
Making use of (2.15}, (2.14) can be written as
no‘:.cn -
. 1 =
yk(t) =Re[exp(j(p = 2a > Y [ dzF(z)
‘.J n n .-:_'_m n :.—BJ o
0 v
[TJ, @ae~KT) expj| T
"m0 1 i=0
~
v
- expj E niq)K_i) }
i=0
where
C - 5
. E ni = 1 h
- =0

E n, y, (t—kT)

(2.14)

(2.15).

.;'g

(2.16)

.
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75
’ > had Y .
— T N . 1
y () =Re [exp Gog D . > .['[ (expjd, ) ' f_(t-kT) 217
4 = =@ 0 == 2] .
[ v
where '.,__"ni= 1,
i=0
£ (1) 22expj [ > niq:i(t)] L [19, GheyFadz ©oo2as)
i=0 i=0
with _ - n = (ng,..0y .
and where from (2.8)
2F ® ‘ -
e = I vG(v)exp [alv) ]J;(vz)dv (2.19)
r4 0 . A .

is the first order Hankel transform of the BPNL transfer characteristic and Ja, () di(-) are

Bessel functions of order n; and one respectively. In‘(2.17). the condition
. .
E n, = 1
. o

is a consequence [30] of the bandpass representation of vi(t). We call-fy(t), in (2.18), an

interpulse product {30] of order m where

. . ) o a
m=z!ni|. .

=0

-

We now introduce some notation in order to obtain a more convenient form of

expression for the output vi(t) of the BPNL. First let us define from eqn. (2.17) the first-order

baseband waveforms ; N



r(qn[(t-kT), pk} = Z ...... z n exp (jmi(bk_i)fn(t-k"?) o q €(0, 1, «-v)
‘ n © n i=0
. o v
so that the cpndition Z n = 1,
i

=0

odd integer i=q’
implies n= { -
! Oor even otherwise
‘ ni—l ifniis odd"
and let m, = [
: ' n otherwise
(2.20)

The superscript in fg denotes the number of indices n; in each term of the summation that

are constrained ta be odd. Since m;is always even

[Texpi Pri®; = [ Cos(md, ;)
i=0 T i=0 °

This term willbe 1 or: -1 depending upon m; and on whether the data phases ¢y _; correspond
to transmission mn the inphase (I) or quadrafure (Q) chéﬁnels. Note.that there are two
possible Ichannel values and two Q-channel values fc—).-: each ¢y _i- Thus, for example if v=3,
fq‘“{(ttkT). pi} will have 16 possible variations depending on the particular combination of I-

and Q-channel symbols in the phase history ¢k, $-1, ..., dk-3. Note that these do not
-~ - i

correspond 1:1 with the transmitted data symbols. In general, we shall use the notation — ——

f‘qm{(t—kT), ph Pk = 0, 1, ..., 2¥v+1-7) 'r:o denote a first-order constituent waveform for the
particular sub'sequence proflior @ i:hase-values, where the numbers py do not refer to the
actual phase sequence but only to whether or not the values &y, dy_s, ..., Pr.v correspond to
inphase or qt;adrature channel transmission. The [-Q pi;xase sequence 1s denoted by the

L4

binary value'of the number py, with a zero meaniﬁg [ channel and a one meaning Q channel.

-

-



For example, f,t1{(t-kT),1} denotes a constituent waveform for a transmitted phase sequence

given by 1,1,Q. Similarly we can define third and fifth order baseband waveforms.

) _ | - y .
f‘q;;((t—kT). pk] = z ...... z n exp (1n_1i¢>k_i) fn'(t-kT) -

o n i=0
Q v

q,5,5€0,1,..,¥)

odd - i=gqg,r.s

where n.={
! 0 or even otherwise
(2.21)
ni-l ifniisodd
ae|
ot n, otherwise
£ o . v .
5 - 5 N ;
f‘qp_s.m[(t-k’l‘).pk}—- LD e Rd nepr(micpk_i)fn(t—kT]
. B == n=-2 i=0
) 0= N
q,r,s5tu0€(0,1,.,v)
odd i=q,r,s5tu
P
where n. =[
R Qor even  otherwise
ni—l ifniisodd ) (2.22)

~ e
‘ n.  otherwise
i i

-
Higher order constituent waveforms may also be defined as required. This will depend on the

length v assumed for the channel memory.

With the above notation, we can write (2.17) for 2 channel merhbry of vwithpyasa

) parameter in the form .
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¥, (&) = Re {expG o tlexpo £V {t —KT), p} + expi oy _, 1" {t—KD), p,}_

s rexpid, EV&-KDp) -

+expild, + ¢, _, + &, ) f‘o?iz {(thT).pk}

" 4+ all other possible combination of 3 data bits multiplied
by a corresponding wéighting function of time

: ‘ 5
+expI@ + &y + BT Oy g T Q000 H-KDLR

+ all other possible combination of 5 data bitsmultiplied
by a corresponding weighting function oftime

(2.23)
] . - SR S

¢ Equation (2.23) is a general expression for the output of BPNL for QPSK signal.

24 The BPNL Output for Channel Memory v = 3

| In l:l.ﬁs section we will obtain, from the general eqn. (2.2?;), the expression for the
output-of the BPNL for channel memory v = 3. Usually in satellite channels, the time-span
~ of the ISI is.mo.c%erate [32] and it has been E'ouh;i that in most cases a channel memory of
length \"=\:S.‘ is a reasonable approx'imation to the‘actual duration. Therefore, ir; the

. rer_naincier of the thesis, we will consider specifically the case v = 3! With the above notation,

. we'can write (2.23) for v=3 with pi; asa parameter in the form '



¥i®) .= Re {explont} (exp(idi) fo {(t-kT), pid + explidr-1) it {(E-kT), py}
+ exp(idg_2) F21{(t—KT), i + explidrg) - kT), py}
+ expj{dy + dk-1 + dx-2) f0,1.23H(t-kT), pi} + expj(dr.1 + -2 + 2} f1 2,334k T),
pi} |
+ expj(dy + dg-2+

ot

3) f0,.2.334(t-kT), pit+ expj{dy +dr-1 +dr-2) fo,1.33H(t-kT),

(kT =t s (k+ 1D ' (2.23)

-

We may then write the overall output of the BPNL as

y&) = >y,

-
e

k
Then assuming frequency translation to the downlink frequency wg, and combining terms in

eq. (2.24), we may write the BPNL output in the form

¥(t) = Rejexp (o b) E [exp (jcpk)f‘“ {t-%xT),p} + exp i @, + ¢, _ T &, )
k

£V {(t-kT), p,} + expj (@, + &, o+ ) 52 {1 -kT), p,}

+expi (@ + &, + &, P {t=kT), p,}] (2.25)

u.;here we have defined the combined baseband waveforms
EV{(t-kT), pi} = fo -k T), pid + F0 {(t=k + DT, P+ 1}
+ Btk +2)T), p+2} +\f\3‘1 ’{('t-(k*i*.3)T]. Pk + 3}
£31(kT), ;;k} = fp, 23tk p,}(} + £1.039{(t= (k+ DT), py st}

£ID{(t=kT). pit = fo.2.33{(t-kT). pi} (2.26)

!

and \‘/

f39{(t—kT), pi} = 0.1 5334{(t~kT), py}

We note that ¥(t) in any interval is a function of both the I-Q phase history denoted by py in

the baseband waveforms and the previous data symbols. It should also be mentioned that for
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L

v = 3, there will be 128 baseband waveforms corresponding to £14(t), pi}, 32 waveforms to
631) {(t), px} and 16 each for £32) {(t), py} and f33)(t), py}. It seems that the above expression is .
very complicated and one has to generate & Iarge number of waveforms in order to compute
the output of the BPNL y(t) for v = 3. However we will show in Chapter 4 that, we need to
store only 8 generic waveforms for each of f D{(t), pick, E3LY(L), pic}, £324(1), px} and f133N(Y), P,

to generate the above waveforms.

2.5 Determmanon oi F(z)

l The computation of the constituent wave{orms. in y(t) requires evaluation of the
integral of (2.18). This integral can be evaluated by approximating [34] the BP;.\"L transfer
characteristic G(v) exp[ja(v)] in eqn. (2.18} by a Bessel function expansion with compI;x

coefficients,
A
GGrexplia)]= 2 > b, J[(2k~1 )—1

(9 o
o (2.27)

- 0=sv sR
where R is the range of interest. We can then determine F(z) by using the property of the

Hankel transform that

H

Jl(Va) — 8(2—3)

and thus

~ 11
. Flz)= E'bks Iz—(Zk-l) E ]

k=1 . '(2.28}
0=v =R
so that the integralin (2.18) can be solved, to obtain
N v _
Z ﬂ J, (k- 1) — h ) (2.29)

I

=1 :‘-0 %
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2.6 The Maximum I.:ikelihqod Sequence Receiver (MLSR)
2.6.1 The Complex Envelope of Received Signal:

In this section we obtain the complex envelope of the received signal for a channel

-

memory of v = 3. The oufput of the BPNL can be written from eqn. (2.25) as -

y(t) = Re{exp (ot} _?:_ lexp Go,) £ {(t-kTY, pk} +expj @, + ¢, T 9, )

—

0 {e~KT), p,} + expj (@, + & _,+ &y €0 Le-KT), p,}

+expj (b, + &+ &, JE {&-KT), p,}

Now letting

£ 04, o} = f‘p“ +j f‘q“

f‘m{(t).pk} = E"Psn -&-jf‘q:m £=1,2,3 . .(2.30)

¥(t) may be writtenas

¥(o) = l: I coslogt + &) = £ sing,t + &)

-

1 \ 1.
+r"p sl + by + by _y T Py o) —i‘: sin(et + &y + Oy + by o)

IR cslgt + Gy + byt dy_g) — T siaOL + by F by o+ by )

_ . , . . (2.31)
+ fiaw““dt Fop F o Thg P fissmmdt Tog T * by 3
At the receiver y(t) is available only in the presence of thermal noise. [t is assumed

that the received signal is coherently demodulated and filtered as shown in Fig. 2.1. For

further analysis, the complex envelope of the received signal will be used. It is defined as

follows:

vt = yp(tl +] qu (2.323

n{t) =n [t} +in ()
¢ 3

where n(t) is the complex envelope of the dow=nlini thermal noise and



y%(t) + nc(t)

Yq(t) + n_s(t)

P

Lé?
.[
T
i ZCosmdt
r(z)my(c)+n(c) i
-_—>
b
\
i
L?2F
-
L-
Fig.2.1 Coherent demodulation.
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yp(t)‘ ={2eosatyltlh

. yq(t) ={2sinw AP0

nc(t§.= {2 cosw tnlt) 5

n®) =2 sinw,t ot . 233

where {-}Lp denotes lowpass filtering. Inderiving the MLSE receiver we will use the complex

envelope quantities defined in eqn. (2.32). With these notations y(t) can be written from

{2.31%n the following form

¥yt = {z[(cr:rscpk +3sind,) f‘“{(t—KT).pK} +leos (g + Oy | O )
k .

+isinldy + Gy _q + P o) £t -KT), p}

@5 (B + by + dy_g) FISAy + By * 0

3
kN =KD, py}

+(<::os("<pK-i~c1)K_1 QL _JF Jsm(fbh'*‘ Pr_1

+ ¢, PP ~KD), p, ]

or

y0 = > expid, FV(E-KT)p}+ expilgy +dy_, + &y _JF (€ =KT)py}
k

+expildy + Oy ot b _g) Lo (E—KT)py}

+expildy + &y, + b JETHE—KT)py} (2.34)

2.6.2 Finite State Machine (FSM) Model .

It has been found converient to model the bandlimited linear channel as 2 finite

state machine [22,35], driven by an information source. What we mean by this is, that the

_instantaneous output of the bandlimited linear channel is a deterministic function of the

.present and v previous data bits. In our satellite modei, the uplink channel before the BPNL

is 2 linear channel and it is possible to write the complex envelope of the input to the BPNL
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from (2.3)as

x, (8) = F(t (@ By oo g _ )

' - (2.35)
= vk(t] exp] Bx(t) :

Defining the state Sk = ((ag—1, Br=1), --- {Qk v, Bk —+)) and the state transition

- &= Gy S

= (@, By - fay B, D).

in terms of these notations, we can write (2.35) as
xk(t) = Ft; (CLK, Bh’.)' Sk) =F; E’k)
The output of the uplink bandlimited linear channel is further acted upon by an

“ instantaneous BPNL. It is possible to express the complex output of the BPNL for v = 3, from
(2.23)as
y(t) = F'(t; (ak, ﬁ;k)’ SK) = F'{t: f,k)

= expjd, £ {t—KT), p,} + expid, _ {7 {¢—KT,p}
+ exp by _,fo {t—kT). p,} + exp jo, _ofs fe—KT,p}

+expildy + &y + D) r‘o'-f;z{(t—KT). p, }

+expi(dy_, F Sx_oF bx_o o)

+ exp iy + Dy o+ b o gt~ KT, p}

. 2.36
+expi@y + by, + by I (G—KT)p} (2.36)

It is clear from (2.36) that the output of the BPNL for v = 3, is a function of present
and past data bits. Th.us we can think of the yi(t) as the output of 2 FSM, since the past
hi,stories of a FSM can affect its future behaviour in only a finite number of ways. The pz"esent
output can be affeéted by v previous inputs in Ng = 4¥ ways, where N, is the number of

possible states of the FSM. >
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26.3  The MLSR Structure

The objective of the receiver is to estimate the transmitted sequences {u;} from the ¢
= -

- - ~ :
received signal ~—

r(t) = y(t: {u) + n(t) t€l ' ) (2.37)
where the observation interval I is assumed to be long enough that the precise conditions at
its boundaries are insignifi¢ant to the total observation. y(t) is the complex envelope of the
output of the BPNL‘;__a—ﬁd n(t) is the complex envélope of the White Gaussian noise added at
the frt.)nt-end of the receiver. The FSM starts from a specified iniﬁai state, say Sg, and th-en
traces a path history {Sp, Sy, ...} depending upon the particular transmitted sequence. The
succession of states of the FSM constitute a vth order Ivfarkbv Process. Forney [22,35] has
introduced a deseription of such a process knownasa trellis. Here each node corresponds to a
distinet state at a given time, a;id each branch represents a transition to some new state at
the next instant of time. The trellis begins and ends at the known st.ates'Sg and Sg. Its most
important property is that for every possible state sequence or realization of a FSM, {Sy, there

corresponds a unique path in it and vice versa. .That is

1-1 1-1
{(ui! BX)’ "'} — = {S..v ---} — - {Pﬂthsiﬂ trellis}

" The maximum likelihood sequence receiver (MLSR) determines the best estimate
of the complex symbol sequence {u} = a;} = {cos ¢, sin ¢y} as follows:
‘Declare {u;} = {u;*}if

A [r(t);{u.l"}] = .\Iax{u B.}A[r{t):{ui, Bi}]

o
where A[r(t); {g;, Bi}! is the likelihood ratio. For the special case of WGN, it is given by [36]

Al {a. 8.l =exp [Re [ -}— J rit) y*(t: {a. B.D dt] - L_ [ [wit: {a.,B}{zdt} (2.38)
H 1 -\o [ I3 H 2‘\0 I 1 1

Substituting y(t: {a;, B from (2.34) into (2.38) we get
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o —
-

b .

A[r(t);{ciBi}]=exp[Re-[£- ] (- Y lexpio, £V(t—iT),p} L T
N, T i . .

+ @, £ (=i, p} + AD, £ (E—iD,p}+ A, £ (Ee—iT), p}1*at
% . i i )

1 ) _ _
TN L ‘ > lexpio, £Vt —iT) p} + M, £V~ p}
(- i t

b

N

- 1 ‘ s 1 * 31 .
= exp {2.? {2 Re( g exp (-ip) Z; (p)) + ﬂ)¢i2? (pil

+an, £2{e—i, p}+ @D, £ (-, p}
i i

[+]
+ () N Z%p) + (I N zf”(pi))

-3 S re{expi exot-ip st + 0, @) S5
i k ’ o

e o3 * B33
+(II)¢i(II)¢i8i.kS° +(III)¢i(III)¢ESO §, X

+ 2 exp Gob,) (n;ksi’; 4 2exp (o) an;.si‘f

. * ~1.33 * 31,32
+ 2exp o) (D], S;2+ 200, A0, STL

+2 0, (m);isf_lfJ.- 2ap, (m);isfi”si' k) ] ] (2.39)
where
(Dg, = expj{dy + di-1 + di2)
(IDg, = expild; + diz + $ia)
(1D, = expi(ds + dioy + dig)

and (-)*denotes the complex conjugate. Also using the notation <a(t), b(t)> to denote the

inner product faft) b*(t)dt, we T méy write
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Sfp)2< ), £9% -1, p,} >, €=1,31,32,33

L,
gl2a
i

ey (£,
<f {(t-iT).pi}.f '{(t—jT),pj}>, i=j==3,=2,=-1,0

S?_Ij'sl 9‘( fmn{(t_i'rL Pl}- fian{(t‘j'r). p]} >, i—j = =1, 0

1,1

£ «eh

SC

Q

1
S pr £ NPl >, €8 =31,32,33

SR 2« #%( ), p}, £ (), p} >
sjj‘ 2 -, p b, £ -IT), p}>, imj= -3, -2,...0.1

-y
S5 2 <t Vet Cle-iDhp)>.
1

3L¢ (£, n
"3 A 3 - 3 3
S, < £ @-iT), pi}, £ {(=iT),p} >, im0

In equation (2.39), the quantities Z;1(p;), Z;31(p;), Z32(pi) and Z;3¥(p;) can be interpreted as

sample values take&at the symbol rate from the outputs of "matched filters” with impulse
response functions in the kth symbeol interval given by

gidp) = £VKT-tp

(3D

giiw.pt = £UGT 0,0} (2.40)

SECRN

KT ), p, b

#5600, p, }

g, o,

B The sequences {Z;}(p)}, {231 (p1)}, {2;32(pi)} and {Z;33(p;)} contain all information about
the received signal and hence form a set'of sufficient statistics for computing the likelihood
ratic. [t can be seen from equations (2.26) and (2.40) that the impulse responses are
depenc%ent.on the value of the [-Q phase history ék. For the special case of a channe! memory

-

of v=3, this means that there are 128 filter responses corresponding to gup LNt pit, 32
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filters to gMpﬂm{(‘t), pi} and 16 filters each to gmr32X(t), pi} and gurt33(L), p.k}. qu a longer
memory {v>>3), even more filter responses arise. The cc;ﬁiputation of the quant-ities {Six11}
etc. may be very tedious, since the'y are also dependent on the p's and thus there are a large
number of them. However, we will see in Chapter 4 that, in the situations of interest,
neglecting these quantities has negligible effect on the receivers.performance, and therefore_
will not, consider them further here.

The structure of the maximum likelihood receiver can now be specified. It consists of

a bank of matched filters gy 1{(4), Pt gMFSI{(Y), pit, aMES2{(L), pi} and gur33H(t), pil with
output symbol rate samplers, followed by a processor called the maximum likelihood sequence -

estimator (MLSE), The MLSE determines the most probable sequer{ce {a;, Bi} as the one that

-

maximizes (2.59} or equivalently that assigns a minimum value to the path metric [37] giver

by . ) | . | ]
J (e, Bp = —en Al o, iB - @A

- Defiping [22,35] 'thiz state at-time kT as S = {lak.1. Bik3)s ..., (@i, @k.\:)} and the

'\éorres_pondirlmg state tr;msitions as £, = (Sk+1, Sy, it is then po'ssible [35] to write, the path

metric of'eqqatién (2.41) as the :tsum of branch metrics,
I (2.42)
J, F{ai, g.h = 2 AE)

where the branch metrics A(§;) are given by
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AE) = -2Re“ (a,—iB)Z (b)) + (I};izfl("i’ + (11);iz?2 (p)

. . 33 1.1 31,31 32,32, o33.33
+(III)¢izi (pi)}+so +S° +So + 8

o

-

. -1
" 2[(ai +iB) 2 tay, =B 08t + @ +iB)
¢==3

' 0
. 31,31 -~ . 1,31
(Oia'!_JBifG)SI * (I)¢_( F:-‘ @ e =B, 5, )

4

[Il/}c

3
. 132
-U“’i(cl (@, ., =B, I3, )

4—((.:1i + i8) @ s§-31)+ a

32,33
SN

0 .
+(III)¢k 2 (@ o =38, 5

1.3 ’ *
1Sy % + an, a1
¢=-3 k

k
0
N - 31,32

— +¢
\ L=t i

0 .
S q  §* 33] ] IR (2.43)
. 4

+ (III}
¢=f -1 i+

s

Equations (2.42) and (2.43) can be interpreted as follows: Given a set of sufficient

~ statisties {(Zi1(py), Z:31(py), Zi32(p;), Z;33(py)}, every branch in the trellis may be assigned a

length given by (2.43). It can now be inferred from (2.26), (2.40) and (2.43) that for each
allowable state transition & = (S;+1, 5;) there are 128 possible parallel brancﬁcs thus
producing 128 possible parallel paths betv;'een states, unlike the binary case of [30] where
ther_e are no parallel branches. Since all 128 parallel branches hayc a common path hist,ory.t,o
time i, we need to retain only that branch among the par:;]lel branches with minimum branch
metric value. This minimum branch metric value corresponds to the maximum matched.
filter outputs. This observation aliows us to eliminate all but four of the branches, so that

only the metrics of these four branches into each time (i+1) state need to be compared in
) ) _
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order to determine the survivor path metrics at time (i+1). The length assigned to each of

these four branches is the m.inimgm branch metric within each of the 4 sets of 128 branch

metric values given by (2.43). A block diagram of the receiver structure for the case v=3 is A
shown in Figure 2.2, where we note that by processing the matched filter outputs, to retain

only those corresponding to the minimum branch metrics, prior to the MLSE processor, we

-

are actually performing the add-compare-select process of the Viterbi Algorithm (VA) in two

s;tages, the first being to choose the best path terminating in each state from each group of
parallel paths and the second being to choose from the resulting subset the overall best path

‘or survivor. Figure 2.3 shows how the survivor path can be caleulated.

—
-

2.7 Conclusions .

In this chapter we have derived an explicit ex‘pressi'on for the output of a BPNL for
QPSK.signallingasa funqtion of the I-Q path history px. We think that our representation is
quite use-f;.xl for satellite channels where ISI is usually not severe (v = 3). An optimum. MLSE
receiver struct;.u'e for receiving QPSK siénals over satellite channel is then developed. This
optimum receiver is very comple:; and requires extremely large memory. However, we will
see in Chap‘er 4 that it i.s‘ sufficient, for 'a mederate value of ¥, say v = 3, to store only eight
waveforms for each of the four filters, and that to generate thé minimum branch metric value
onlgr r.wr:> metric values need to be compared. It can also be shﬁwn that as v increases beyond 3

T

the number of filters increases rapidly, but that in any practical situation similar dramatic

reductions can be made:



CHAPTER3
MLSR ERROR PERFORMANCE

3.1 Introduction
In this Chapter, an upperbound on the probability of symbol-érror of the MLSR, at
\moderate to high SNR is developed. We are interested in finding Pe = Px; [Gj = y;], which is
_the probability of symbol error. Since consecutive symbol errors are generally not
independent of each other, the concept of setlmence error events will be used [22,35,37] in the
analysis. Error events are sequenceis of symbol errors that intuitively are short compareci
with the mean time between them and that occur independently of each other.

We also obtain, a simplified ex'preséion of an upperbound on the probability of
symbol error of MLSR, for the case when single error events are dominant. Our analysis is an
extension of the corresponding an;rlysis for the' BPSK signalling over nonlinear channels [30].
3.2 Error Events <

To evaluate the performance of the MLSR receiver realized by a Viterbi Algorithm,
we note that an error wil‘l oceur if for a given correct path due to the transmitted sequence
{ug; k=0,1,2,...}, the Viterbi Algorithm chooses another path through the trellis,
correéponding to a2 maximum likelihood sequence {/L:k; k= 0,-1, 2...}. We define state
gk = (Gk_v, e Gk_ 1) as a maximum likelihood estimate of actual state Sy = (uk‘_‘v, coouga1)
at time k. The maximum likelihood sequence {3‘,‘; k =0,1,...} results in a sequence of states
{gk;k =0,1,...}, where we let {(§k=1,2, _..}. be the actual states generated by the

transmitted data sequence {ux, k = 0,1,...}

42
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- Let us now suppose that the Viterbi Algorithm chooses some path, namely that
: withithe largest metric, through the trellis diagram. This path will coincéde with —the correct
transmitted path at any state as shown in Fig. 3.1. Those segments where two paths diverge
: a; some point k, and remerge for the first time at kg, correspond to error events. Following

A .
{22,25,38], an error occurs whenever {S¢} and Sy} are not the same over a finite interval. In

particular, an error event occurs whenever there exists a k; and k2 such that

A
Sk, = Sk: _
A .
Sk=S k=k1 +1,... ko -1 L (3.1)
A
'\ - Sk,: ='Sk,_,

This error event is represented by a state flow graph as shown in Fig.3.2. The number of
A :
times the actual state Sy and the estimated state Sy are not the same is defined as the length

of an error event and we denote it by n.. For the above error event that starts at ky and ends

at ko, the length is n, = ko' — k; — 1. Clearly the smallest length of an error event is nc=v,

A A ’ i
Since Sy, = S, and S, = Sk, .
we have ' T
. .
ug = ug , ki—v=sksk -1

ko —vsiksike -1
.. ~ A .
from the definition of Sy. However, Uy, = uy, and Ux,—v-1 F Uy —v-1- Hente, we may

alternatively define an error event ¢ as

P Kz—\'—l i (\ K1+nc-v 3.9
g = [Kl.{uk - uk}K1 | = [E\l: u, — 1.1}(}1\.1 ] (3.2)
A }
Let fext = {ued — {wd
"Then
. K1+n -V .
e = [!\!; {eK }K! ] (3.3)



p—
3

Fig.3.1

Correct path and incorrect path chosen by VA.
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Fig. 3.2 An error event at time ky.



" where k; + n; — v is the last place of disag‘ree:ment after ky prior to the next segment of at
least v consective symbol agreements. Let us denote the alphabet set by A. For the special

case of QPSK transmission,

3.3 Probability of an Error Event

In this section we will develop an upperbound on the Probability P(c) of a particular

error event & with an error sequence : e

Ry*a -v

{ei}Kl

which starts at X;. Let us first define the set of allowable state sequence segments .
Kl r, +1

K

St

as

b 17 1
S, = {Si}Kl E}Kl PR -
3.4
such that (u +e)€A K sis K +n —v
For Error event £ to happen, two subevents must occur:
¢ on
K1+nc+1 1-1 E{14—nc+1
. 1! —
el: {ui‘Kl-v - {S.l]'}{1 € Sc
and
' K,+n K,+a_-v _
€2: the noise termsare such that {u}, S fel,” © hasmaximum likelihood
: T 1
Then we can write
K +n +1° K. o+n +1
P= > P({S.}‘,l ¢ )P(s,,l{s.} R ) (3.5
— 'K 2 'K
{S}es 1 1
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There is no easy way to find

!{1+nc+l :
P(czl{si}xl ' )

and so we introduce the subevent

+n

K,+n K -V . N
tzl: the noise terms are such that {ui}Kl __v’: + {ei}i{1 ©  hasgreater likelihood than
1 . 1 .

K.+n
{ui}K1 _, butnot necessarly maximum likelihood. Clearly
1 . .
g

Se,.

[ =

Hence P(e) can be written as

C K,+n +1 K,+n_+=D
PRS P({Si}xl " )P(ail{si}xl ; )
S.} 1 - 1
1

Foru; € A, i.e QPSK signalling, we can say that

3.8

—

n_ +v+l-W__(c) -
@d@)=M° . F
) . (3.7)

~(n +v+]1)

PSh =M ¢
where . M=4
and Card (8;) = cardinality of the set S
| Wyle) = Hammiﬁg weight of the error event e

The event £2! occurs if

( RN kﬁ“:' 3.8
I {“i}xl_v - {ei}Kl ) =Jd; {“i}xl‘-v ) (3.8)
In appendix A, we show that for the case v = 3, equation (3.8) is equivalent to the

inequality
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+ ¥y vy ST, +y ys"ms

131 2] 413
+2(Y oS+ vist eyl yis

+\r ykssl'sz-i-y ySmm-i-y YSSO"%S )H

where

i

2 = —_
yS = (D) - @D
Ty % .

. o
v = (m)¢i+& - i,

i t

and n = <n(t), £P{E-iT), A}> €=1,31,32,33

(3.9

Similar results may be obtained for other values of v. From this 1t. is clear that the left hand

side of (3.9) is a gaussian random variable with mean zero and variance

{s s }h +a_ +1)=2 ( {S}I\I+n +1)

where

{3.10)



' K+n +1 o
— 1.1 * 31.310
- (&{Sl}K " )—ZRQ[.Z%[Y v, S0 +yoyl Soh
1

+y YkS”'”Slxw yi ™5, +2(Y yisi

(3.11)
N ol R 5, k)”
From (3.8) to {3.11) it is clear that
K,+n +1
1 | S
P(Czi{si}xl . )
is the probability that a gaussian variable with mean zero and variance,
K +n +1 I\1+n +1
(c {S} ¢ ) exceeds d"(e. {8} )
That is we may write _ 7
K +Bc+1 1o Ky+a +1
(sI{S} ) QiEN)" d(e.{S} ) (3.12)
where
Qkx) = _J' exp(—t2/2)dt
.2n x -
. Substituting (3.12) into (3.6), we get
+n +1 I\. +=n +1
P(e)sP({S} ) T Q [(2\* -2 ( {S} " ) (3.13)
{S}ES
Defining 3(—::) by the equality, we may write
— 1 K +n +1
Q [(2N TRde | s ——" Y q [(2\' )_wd(e. {S} ! ) (3.14)
o Cazd (S ) s, e ¢s,

Then, since Q(") is a monotonic function of its argument, we can find d(e) as a unique
_ solution of the transcendental equation (3.14). Therefore, after substituting from (3.7) we can

write (3.13) as

Pl =

Q 1(2 N )12 Fa)] - _ (3.15)

-\

W, e}
v H
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34  Probability of Symbol Error

In order to bound the probability of an error, let E be the set of all error events ¢

starting at time K. Since the events ¢ are mutually exclusive,

. 1 - —
PE)= > PEs > -~ (E)Q[(ZNO)'W d(c)]‘ (3.16)
t€E - c€E p H . )

Now let'D be the set of all possible d(¢). For cach d€D, let Eg ke the subset of all

error events for which d(e) = d. Then, fx:om (3.16) we have

Ve -

. . d - 1
B
L " dep VN c€E M B

T3.17)

To compute t'he‘probability of symbol error, we use the follov?ing reasonirfg as given in[22,38].
An error in the K position occurs if -_r.l'ie error e_verit. begins in the Ky position or in some
!previous position such that the error seqﬁence glement ‘corresponding to the K; position is
nonzero. *Thus there are Wyle) positions in which an errn;')-r cvegt can sturt and involve an
error in position K;. Now the bound that has bee veloped for the prob'a.bilit..y of an error

event is independent of the starting index. So the upperbound on the probability of a.

particular error event stirting at K, is converted to an upperbound on the probability that a

. particular error sequence corresponds to error in position K; by multiplying the former by

Wylel.

. Z .
The Probability of Symbol error may then ke upperbounded by
. B g ~
Ps > W @P@s > Q( ) > [

~ - W (0
CEE dep VRN ke ty o

WH(c) (3.18)

Because of the exponential decrease of the Q(-) function, this expression will be dominated
at moderate to high signal-to-noise ratio by the term involving the minimum value dmj, of d,

so that we may approximate the bound on probability of symbeol error as
-

- d_ - T
5 SKQ[ mic I (3.19)
¢ V2 N,

where

fy

-
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W ]w @ | .- _ (3.20)

min -

and‘

aGE’ d@=d . }
mun

£
n ) .
e,

3.5 Smgle Error Events

In this section we first derive the suﬁ'lcxent conchtmns for single-error events to he
the dominating source of error and then obtain a simplified expression for the probability of
symbol error. .
Let

e —Oe—Ofo }

T —
do- d(ao), w.her'ez:O ={K; K,

”

- Then g, will be the dominating source of error at moderate to high signal to noise ratio, if

-—

multiple-error events with distance d(e) smaller than d, do not exist. In the first case, ei's in

the definition of ¢ are constrained to take non-zero values. We now write the following

decomposition of d2(g; {S}) for v = 3 from (3.11); T
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'Kl-i-nt—v;
deiSh=dieASP+Re{ > X lyjv; S
' 1=K, +1 4
1
K.+n =v
1 [4
T T 1t.2 eldl, 173 ol 1* 4 3133
+2 2 Oy ¥i_eSe™ * Yy Yi_eST vy Y ST
- 1=K +v [4 :
1
K. +n =1
1 €
o N N3 Qi3 24 QR
+2 0 > 2 I YL ST Y v S
- . iz=RK, +v ¢
1
Kltnc—l R1+nc \ -
T 2.2 Q312 < > 32,32
+ Z 2 WY, S+ DY YL S
=K, +v [4 =k, +v+1l
1 1
404 3333 3 4 o32 ' @.21
Y] Y05 t2Y S

where

K1+v-1
R . LIt Q3L 4 31,33
SR TPE P EEIED S VAl S Al A NP -
! =K, ¢
1
o Kr-i-v
- E i(\'?)‘ stsz_;sz + (Yfl‘(vf) gR3 2\{?- (Y?) 323 (3.22)
=K

1

Now
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K k0 =v
1 e ,
bl -
Fmish=dlei8h+ > vyl S+ Re{ DX
. i=Kl+1 4
K, +a_ —v
1 e .
+ vl esil}l +Re[2 > >y s
s =K +1 ¢
. Kl*-nc-l

-y Sy TS5l 2 7 <3131
TV VST T YL,S ]}+ 2 WS

o — . i.=f{1+v
- K +n —1;
Re[z Y.zy;','-_( 531‘31}]+Re[2 T '\_ [,! \- 531.3‘2 y-i ?_csilmi]
¢ 1=i\ -y
i{1+nc _
+‘ S- [(ys)t (Y3)53232_;_, Y-&‘\-‘Qmm + 2(\1.:5- (Y?-)Sp-.ﬁ's} (3.23)
25 M=K +vel - .
1
or
-~ . K,+n =v
1 ¢
o : o
d"(e:{Si}) a‘d"(co;{S[})%- z [ Y s“ IRe{T \{ Yl es‘lel}{]
i=K, +1
1
I\ +n -
-2 ‘" - [lRe{y Y 5131H+|Re{y.1'y sk
- -t i —-¢7¢
x~1\1+1
’ K,+n -1
1 ¢
Tyt sl - 5 22" <3131
+Rely; v _,S, 1] - 2 vy S
i=1{1+\-
J—
I\I+nc—1
CRe !N L2, goL31 < R T v
t : i=K +v ¢
1
E{1+nc
*‘IRE{Y?Y?_CS:;MS}!} = Y e hsE® (3.24)
i=KI+v+1

” =y yisBE 2|Re{(yf)-(yf}s~”‘m}4].-
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Observing that

RS S o I L
. [YiYi—t!SYiYiS4 ;
and |

Re{ 3 it sl s ¢ 3t
4 - t .

wé can write (3.24j as

K, +n ~v
. 1 T L
- dmishzde; S+ 4{ > [s}‘ -~ IS
i=K +1 ¢

—-2 > isi+ 1s:32} + 18,5
¢ .

K1+nt—1
i=K, +v 4 4
1
R1+nt
S SR BB s (3.25)
i=§{1+v+l ’ N .

Since the quantities inside the square brackets in (3.25) are independent of the

summation indices, it is‘ possible to write )
nt -
S )z Sp+4 > | SH - si 4 gBF 4 BB
=1
. ® _
- 3 Ispt—2 X U+ 18 + 18
I .

SN it IR (v B 1S3 — 2 87 (3.26)
¢
- Now d(€:{Sih = d2(&4: {S) (3.27)
if (120 .

or



Shl 4 §U 4§52 gBH 5 S SL 4 g ; sy +15,%4 + 18;%

+ Z |ng] -2 z [15?1.:z| - |S::1:sa‘ ]+ 2IS§233[ (3.28)
which gives the first condition. If we now let e;(i = K; or\K; + n, — v by definition) assume
zero values, then we can show from (3:23} by following a similar procedure, that

d2(e; {Si) = d2{eq; {SiH)
if | o

: {3.29)
S £ 6% L g5 2 B S+ S 88 + (S5 28T
? .

which gives the second condition. When conditions in (3.28) and (3.29) are satisfied,'wé can

state that

'@ = d%e)

From (3.19), we can now write the expression for the probability of symbol error as

do

Pe=Q
\/2No

(3.30)

3.6 Conclusion -
In this Chapter, u.;e have derived an upperbound on the Probability of error in
‘terms of average distance. Two sufficient conditions for single errors to be dominant, are also
s
deriveé. Finally, we o\atain a simplified e:.cpression for the upperbound on the probability of

error of MLSE Receiver, when single-errors are dominant.



CHAPTER4

SIMULATION OF MLSR AND DEVELOPMENT OF SUB-OPTIMUM RECEIVER
3 .

x

4.1 Introduction ~

-

In this Chapter, we evaluate the performance of the MSLR develoiﬁed in Chapter 2,
for a digital satellite communication link. The performance of the MLSR at lo-w to moderate
SNR is estimated through computer simulation. While at moderate to high SNR; whére
computer sim:ﬁlat.ion takes too much time, the MLSR per:'ormance is estimated using the

"upperbound developed in Chapger 3. The problem of reducing the memory and complexity
requirements of the MLSR, is also addressed in this Chapter.

Furtherrnoxje. a sub-optimum receiver structure, which approximuteg MLSR is
developed. The‘performance of the sub-optimum receiver is eyaluated using cbmputer

simufation. In each case the probability of error pé:forgzance is compared with that of the

matched filter bound attained in a linear non- bandlimited additive white gaussian noise

channel. Ol

4.2 Receiver Performance
4.2.1 The Satellite Channel Model Assumed for Simulation

In the satellite channel model, we first assume that the bandlimiting in the uplink
is introduced by a fourth-order Chebyshev filter as suggested in [39]. The uplink filtering is
assumed to include ali filtering done at the transmitter and at the input of the satellite for
9BT = 1, where B is the one-sided bandwidth. Its impulse response is shown in Fig. 4.1. The

TWTA characteristics are typical of those used in an INTELSAT IV satellite. The coeificients

56



57

{

T = L4g 10 .
j ‘16€) 19
1y A2 .
ysAqoyyy Jopio-yilinej v
! Jo asuodsaa
asnd ay
L

1y By

Py




58

of the Bessel fuhc.tion expansion for the complex transfer gharacteriétic G(v) explj a (v)} of the
BPNL; we;'é obtained from [34].
e
4.2.2 Memory Requirements
As explained in Chapt.e-r 2, for a channel memory of v = 3, there are 128 filter

reéponses corresponding to gnp 1t —kT),pi}. In order, in the simulation, to generate these )

respcnses with'smaller storage, we generateg®nd stored the generic waveforms defined as the

vectors of waveform segments _
Fl(pk)‘ = fD{(t-kT), pi},
where px = pr+1 = Pk+2 = Pk+3
F31l{py) = f3{(t —kT),px}, (4.1
N where pi = P+
F32(p) = {82{(t - kT),p}
F33(py) = B3M(t = kT),pi}

Clearly, for a channel memory v = 3, there willll:;e sixteen of each of these
waveforms. The sampled waveforms Fl(pi) and F31(py) for a TWTA input back-off of 0dB
are shown in Figures 4.2(a)<{p) and 4.3(a)=(p) respectively. The other two wavelorms F32(py)
and F33(py) were found to be insignificant for the channels being considered, and were
neglected in the simulation. This made it possible to generate the matched filter responses
avr {(t — kT),pi} and gueBD{(t—kt),px} given by (12) and (18), as a suitable combination of
segments of the generic wav;forms defined in (4.1). For example, to generate f1{t—kT),py),
withpx = 2, pke1 = 4, px + 2 = 9and pr+3 = 2, we choose F1(2) ir; the 0 to T period, F1(4) in
the T to 2T period, F1(9) in the 2T to the 3T period and F1(2) in the 3T to 4T period, where T is
the symbol duration. Hencé; it is sufficient to store only 16 complex waveférms each for

Fl(px) 2nd F31(py). Furthérmore, the storage requirement can be reduced by ene half by
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. -
observing that Fli(py) = F1(15—py) and F3l{py) = =F31(i5=px). Therefore, we ne?tb'

store only S of eacl;x of the complex waveforms (Fl(py) and F31(py) instead of 16.

4.2.3 The Computation of the ‘firanch‘ Metric

To compute the minimu‘m branch metric value for each transition thereby
eliminating parallel branches in an optimum way, we must compare the 128 branch metric
values given by (2.43). [t is clear that the required minimum metric vaiue corresponds to the

N -
maximum matched filter outputs, so if we find the maximum matched filter outputs Z,(py)
and Z;31(py), the corresponding minimum metric value can be calculated using (2.43). ‘[‘his,
however, results in a very complex receiver. To avoid this, we use here a suboptimum
proéedure which enables us to compute the minimum branch metric in a simple manner. The
procedure is analogous to decision feedback processing, and is explained as foilows. Let, for
example, the time tk+ 1)T combination of ;;k;s corresponding to the maximum matched filter
output Zx'px) be px = 2, P+t = 4 pk-2 = 9. and px-3 = 2. thenat the next-insmnt of time,
the values of py's will be prey =4, P+ =9, Px«3 = 2, and pr+s = 4 or 5. The required
minimum metric value is thus estimated as the minimum of only two metrie values. The
initial sequence of py's, which is required for receiver startup, may be estimated by anv one of
the following methods: {(a) we can determine the initial sequence of pi's corresponding to the
-

maximum matched {lter outputs by exhaustive search: (b) we ean estimate the initial
sequence of ;s by a single sample decision (c) since the filter responses in ocur case are not
very different for various combinations of py's, we can arbitrarily set the initial sequence of

px's and allter a short transient period the receiver process will settle to the correct sequence.

Note that W‘Q‘ﬁprovide storage for the short sequence ol py values, -

~—
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4.2.4 Simulation Results
Figure 4.4 shows the structure of the MLSR as simulated for a channel memory
v = 3. The error performance of the MLSR at low to moderate signal-to-noise ratio was
estimated by computer simﬁlat@orx. For the simulation, we used matched fiiter waveforms
generated as above, and a 64 state Viterbi detector with a decision depth of 20. The branch
mgtrics are computed as e:-cp[ained in the preceding paragraph with the initial sequence of
pi’s being arbitrarily set. Only the first four terms of the branch metric given by {2.43) were
actually used. The other terms were found to be very small and therefore were not used in the
simulation. The resulting simulated probabiiity of bit error is shown in Figure 4.5. For
comparison purposes, the matched filter bound attained in an additive white gaussian noise
channel is also plotted in Figure 4.5. In addition, it was found by simulation that single-error
error events are dominant. Hence the probability of error was estimated using the
approximate bound of equation (3.30). We note that this upper bound looks as if it is the lower
bound in Figure 4.5. The reason for this is that in the simulation we used only the {irst four
terms of the branch metric given by (2.43) rather than the complete branch metrie. This, as
¢an be seen, leads to a rather minor degradation in performance, and, in fact., equation (3.30)
provides a good estimate of the error rate.

As mentioned earlier, the complex waveforms used in simulation were generated

for a TWTA input back-0ffof 0 dB. The input back-off B; is defined as follows ’
B =101 __pm_
(T V%0
1n max

where P, = actual average input power

(Pigdmaz = minimum input power required to drive the BPNLinto saturation.
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It was found that these waveforms change very little as the input back-off of the
TWTA is varied. In Figure 4.6 and 4.7, average F1 for 3dB and 6dB input back-offs of the

TWTA are shown.

4.3 Sub-optimum Receiver Struc'tug-e
In this section we develop a sub-optimum receiver structure by using "average”

matched filter responlses (43,44] in place of the actual filter respenses given by gyrIH(t), pi}
ete. It has been found through both computation and simulation in sectic;n 4.2, that in a
typical satellite channel (specifically for v = 3), at most the first four terms are significant in
the expreésiozx for the branch metrics of (2.43). Hence the approximate log likelihood ratio
can be written from (2.42) and (2.43} as ~ |

Jfe Bh= S --2Re'[(ai—j[3'..l) + m;i ) + (H);i z%p) + (Im;i Z8p,)] {.2)

i .

In (4.1), we could use Z;}(A), Z;32(A) and Z;33(A) instead of Z;3%py), Z;31(p;), Z3%(p;y) and
Z;33(p;), where the former are "average” matched filters defined as

g:[’:_..{(t). Al =F1{(=t), A}

g8, A} = F31+ (-0, A} -
o520, = P32 0.
g(\ﬁ]{(t’- A} = F33*{{—1), A}

and the corresponding average filter responses are found by averaging over the [-Q phase

histories py to obtain
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1 15
Fl{o.Ab= == X Flpp ™
P =0
‘1 15
F31{®),Al= — > F3l(p) -
16 2, k
Pk=
—
1 15
F32(, A= — > F320(p) ‘
16 2o
, I
F33(®,A}= ;. X F330)
1 pk=0.

The approximate log likelihood ratio can then be written as

Jie,Bh = —2Rel@ - BYZIA) + (1’);‘ rAREY ]
i 4 ' . (4.4)

+ (m;i 27 + un;’i Z2A))

The Eiverage waveform F1{(t), A} for the example considered in section 4.2, is shown
in Fig. 4.8. Since F31(pk) = —F31(15—pk}, F32(pk) = =F32(15—pk) and F33(pk) =
—F33(15—pk], the average waveform F31{t) A}, F32((t), A} and F33{(t}, A} will Be zero.
Hence the expression for the log likelihood ratio can be simplified to the approximate form

Jla, 8= -2Rella, —iB)Z(A] 4.5

; _

which depends only on the present data symbol (g;, §;). A sub-optimum receiverstructure ¢can
then be specified, and is seen to co‘nsist of the "average™ matched filter defined by
gyme IN(L), Al followed by a decision de‘vice. We note that this is 2 symbol-by-svmbol receiver.
The decision devices outputs the data bits (a;,B;) for which Jila;, Bi) has minimum value. The
resulting sub-optimum receiver is shown in Figure 4.9. The sub-optimum receiver structure
developed here represents an enormous simplification compared to the MLSE structure in

terms of both memory and computation requirements, since it consists only of a filter followed

by a decision device.



100

-
j
1 i
" . . | A
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~
\/\‘
: ' —N
Fig. 4.9 Sub-optimum receiver, defined by eqn. (4.4
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Now let us employ complex notation to write

) = rR(t) +j rl(t)

' - (4.8)
and  giilt), A} = gypg (0. A + 8y 1{(®), A}
In terms of ti_lese notations, the log likelihood ratio of (4.4) may be written as
J, {a,, Bi}) =_2 [ui ra{t) . gMFR{(t). A} = ()% gy, ol0), A} “n
) . )
+ B, [rl(t)' Eyprit) AL+ rR(t).A]” "e

The base-band realization of the receiver suggesteci by {4.7) is shown in
" Figure 4.10. Since the impulse responses of the filters gurr{(t), A} and gwri{(t), A} are
known, their frequency responses can'be computed, and for the example considered in

section V] are shown in two-sided baseband form in Figures $.11 and 4.12 respec.tivel_v.

4.4 Sub-optimum Receiver: Simulation Results
4.4.1 Example 1

The probability-ef bit error for the sub-optimum receiver was estimated using
computer simulation. The uplink filter is assumed to be a fourth-order Chebyshev filter with
2BT = 1, the same as in section 4.2. Also, asin section 4.2, TWTA chgracteris:ics which are
tvpical of those used in the sub-optimurm receiver are plotted in Fig. 4.5. It can be seen that

the performance of the sub-optimum receiver is essentially as good as that of the MLSE

receiver.

4.4.2 Example 2
As a second exampie of this averaging technique, we considered the bandlimitin
to be the cascade of 2 Nyquist raised cosine Jlter (roll-off factor a = 0.3) and the fourth-order

Chebyshev filter both with 2BT = 1, where B is one-sided bandwidth. The sub-optimum



¢ 1.0E—1

© 105

N

1.0E—2

llllll

1

1.0E=3

R

BE
I llllll

-1

1.CE—«4

1 rT llll]

- .QE—3

: —_— Matched FilcerD‘xd
—_—— Upper Bound MLSE

o Sub-optimum Receiver

|
1
:
|

c.0

Fig. 4.13 Performan

P epet-pay

consists o

gl

0
N
b
u
o
¥
o
o
0
o
o
3
0
a
0
e
o
-4

/N (év)

ce of the sub-optimum receiver when the banclimiting Jlter
o

{ the cascade of 2 30% roil-0f Nyquist flter and the fourth order

Chebvshev Slter.



iz

106

1.0E—1
— A Matched Filter Bound
= ®  Sub-optimum Receiver
= Input back-off 0 db
- A Sub-optimun Receiver
- Input back-off -6 db
1.0E—2|
1.0E=31{_
= —
m P
=
— N
1.0E—<4|
1.0E—5 ' 1 2 1 i 1
0.0 1.0 20 3.0 40 S=.0 6.0
E /N
b/ o (db)
Fig. 4.14 r : .
- TIB s Performance of the sub-optimum receiver when the TWTA is operated at th

input back-off of 6 dB.



I

107

. .
receiver structure was synthesized and its performance evaluated using computer simulation.

The performance for this filter combination is shown in Figure 4.13 and appears to be

essentially as good as in the first example: -
4.4.3 Sensitivity to TWTA Input Bagk-off
The "average" filter responses for several TWTA input back-off's were also

computed. [t was found that these waveforms, as in the MLSE case, do not change
significantly up to an input back-off of —6dB. Therefore, it appears that the perfoermance of
the sub—opFimum receiver will not be very sensitive to TWT back-off,. at least for inp.ut
back-offs of —6dB or less, the normal range of opgrat.ion in most satell_ite systems. T-hel
simulated performance of the receiver of the second example is shown in Figure 414 for a
6 dB backoff. The receiver was synthesized assuﬁing saturation, and it can be seen that there
is only a 0.3 to 0.5dB loss in performance, so that while the sub-optimum receiver exhibits

some sensitivity to the TWTA operating point, it 2ppears to be a relatively robust structure.

This small degradation can be largely removed by re-designing the filters for different values-

of back off.

4.3 Conclusions

[n this Chapter, the performance of the MLSE receiver is estimated using computer

simulation and by computing an approximate upper bound on the probability of error, which

indicates that the performance of the MLSE receiver should be found to be ciose to the
matched filter lower bound. [t is shown that at least for the case of a channel memory
extending over v = 3 symbols, we need to store only 8§ waveforms for each of the two

sigmificant filter responses. For larger channel memory, this requirement will increase. The

computation of maximum matched filter output is achieved by comparing two matched filter
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outputs, instead of the 128 comparisons required for an optimum computation for v = 3. Our
simulation shows that this simplified method of computing the minimum branch metrics (or
maximurmn matched filter outputs), which is analogous to decisipn feedback processing, give

[

results very close to the optimum computation.

A sub-optimum receiver was then derived by using the éverage matched filter
responses. The performance of the sub-optimum receiver was estimated for two bandlimiting
filter combinations by compﬁter simulation, and the performance of each was found to be
essentially as good as that of the MLSE recei'ver‘. As v, the channel memory, increases, we.
would expect more terms in the.brancl'l metrics of (2.43) to become significant. This would, in
turn, require tha't'more of the terms in (2.43) be faken into account in the receiver design, and
in any av;era‘ging process to obtain a suboptimum structure could result in a receiver tha;
requires more complex signal processing than the simple filtering found here for a channel of
memory v = 3 symbols. This additional complexity could manifest itself as either a
requirement for more complicated filtering or as a reguirement to actually use a Viterbi

detector.



CHAPTER 5
RECEIVERS FOR THE NONLINEAR CHANNEL INCLUDING

PRE- AND POST-NONLINEARITY FILTERING

5.1 Introduction
In Chapter 2, and all the references given therein, the channel models do not
include down link'ﬁltering following the nonlinearity. I'-Iowcvgr, most real systems have
significant filtering on the downlink path, which should be taken into account in a receiver
design. In this chapter, we devel.op an optimum receivef' structure and estimate its
perforinance for QPSK signalling over bandlimited, non-linear satellite channels which
include downlink filtering. We show that the optimum receiver for the above-channel model
. can be implemented in the form of a bank of matched filters followed by a Viterbi Processar
employing a suitable metric as an extension to the work in Chapter 2. An approximate
upperbound on the probability of error is also developed. Further we develop a sub-optimum
receiver structure which approximates in some sense the optimum receiver and allows for a
significantly simpler implementation in the form of a complex {thter followed by decision
circuitry. &The performance of both receiver structures is estimated using computer
simulation, and it is shown that the performance of the sub-optimum-receiver is close to that

of the optimum receiver.
.5.2 The System Model

The sat.ell-ite channel.model including dowr!link ﬁitering.is shown in Fig.5.1. In

this channel model there is a filter iatroduced following the TWTA. Let hy(t) and haft) be the

109
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impulse responses of the u‘plinlg and downlinkfilters respectively. In most satellite systems,
.an uplink channel memory of v = 3; is a reasonable approximation to the actual impulse-
response duration [32]. Therefore in the remainder of the chapter, we will assu—me v =3
Extension to larger values of v is straightforward. Using the same notation as in Chapter 2,

we can write an expression for the output of the bandpass nonlinearity for v = 3, as

¥(t) = Reijexp (imdt)_.z fexp Gq:?\f‘i{(t-kT) s pk} + expj (¢k+ bt cpk_z)
k

-
o

£90 (e _ 1), p':} +expj (q,k.?. $pat Oy £3 ek, .} ‘

+ expj (@, + &+ &, P {t-KT),p,}i (5.1)
where we have defined the combined basei::and wavelorms )
ED{(-KT), pi} = fol{(t—kT), pit + F11) {(t=k + YT, pre o1}
+ fg‘li-{(t—&k--é-ZIT), pk 2} + [0t~k +3)T), pk+a}
FIV{(E-KT), pyt = fo,1 2 (E-KT), pidt + 1 2,5tk + DT), i 1}
RSt kT), pig = fo.2.59(t-KT), pid | 5.2
and ‘ .
FS(e-kT), pi} = fo 1 39N(t-kT), P |
It shou!d be noted that y(¢) is a funection of the Inphase (1) ~quadrature (Q) phase histories,
where by [-Q phase history we mean, to which channel (in-phase or quadrature) the present
and previous data phases, given by ¢y _;, where i = 0...v, belong. The [-Q phase histor.y is
denoted by the binary value of the number py, with a zero meaning [ channel and one °
meaning Q channel. For example, fpi1}{(t),3} denotes a-constituent waveform for a
transmitted phase sequence given by [IQQ (binary equivalent of 3 is 0011).
Let hoit) = k() exp in(t) to be the impulse response of the downlink filter, where
k(t) is the amplitude response and nit) is the phase response. 'I“he complex envelope of the

output of the downlink filter can then be written as
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- | dtv {ui' B‘}) =

2 WGk, pfexpid + WO {E~KT), plexp] (0, +, &)
k

-

+ W‘m{(t - kT, Pk} expj (P, + ¢ o+ q:m)

(5.3)
+ WS (- kT, p texpj (@, + &, + &, )]
where )
WL —kT), p,} = £ {(E=kT), p,}* hy(®)
W kD), p,} = £ {(t=kT), p,} * b ) (5.4)

{32 1 3D
W -kT), p } = €99 (¢ -kT), p } * hy®)

W e -kT), p, b = £5 -k, p,} b0,

* denoting convolution.

The durati_on of k(t) is assumed to be L'T secs, where L’ is an integer. Defining the
memory of the downlink filter as v' = L' —1, it is clear that the duration of the waveforms
Wt =kT), ky} and WED{(t—kT),pi} will be (v+v'+1)Ts and (v'+v' =1)Ts r;zspectively.
Furthermore, the duration of W‘32’{(t—k'i‘), pir and W3t —kT), py} will be (v+v' —2)Ts.
The waveforms WD{(t),p}, ete., are calculated by convolving the constituent waveforms fil

{(t), p} ete. with ha(t), denoted by * in (5.4).

5.3 ' Structure of the Maximum Likelihood Receiver
The objective of the receiver is to estimate the transmitted sequence
{ui} = {a;, Bi} = {cos &4, sin &} from the received signal

vit) = z(t{ud) + at) te€l - (5.5)
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where n(t) is the complex envelope of the White Gaussian noise (WGN) added at the front end

of the receiver. For the special case of WGN, the likelihood function Aly(t): {a;, Bi}] is given by

[36)as

’ 1
A[y(t);{ai,Bi}] = exp {Re[ g J Y& Z*t: {a, 'Bi})dtl
NNt
°

1 o }
_— 2t {a.,B.Y|"dt
- | 12,001
Substituting Z(t; {a;, Bi}) from (5.3) into (5.6) we get

1
Aly(th{a,, B}l =exp [2T 2Re( : exp(—jd,) Z:(pil
: [+

L * 731 , * 232 * 33
), 2+ Q) 2 +am) 2 ®))

-2 3 Refexpo)exp(—id S0, + M, M ST
ik !
33.33
Si_k

- 3232 -
+ (II)‘:,i (H)¢ ) + GII)¢1(III)¢k

K i-k

-

%

o)
-

+ 2 exp($)D k

131 . ' - <l3
Si—k +2 exp.)qai(ll)‘:>i (I)‘:’k Si-
+2 expﬁcpi)(lll);k s 2 N (m;k S

1

+ 9 *
: H[‘I)‘?- (III)‘:’

333 o .
g, {5+ 2an, @,

ST )

|

k
where

(Mo, = espj(d;+dimy +i—2)
(Ng = expj(d; +Pi2 + ¢i-3)

{IH)@_: exp] (i +di_1+di-a)

{5.6)

(3.7

and (-)* denotes the complex conjugate. Using the notation <a(t), b(t}> to denote the inner

product [alt) b*(t) dt, we may write
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Sil'_fk = <W'ie -1, Pi}'w(n{(t-iT)'pk}> , imk =—(v+v'+1),....=1,0

S = cW D), p )}, W -IT) p }>,  i—k=—(v+vi=1),...,—1,0

SR = < WM —iT), p ), W =IT), B}>,  fok = —(v+v'=2),...,—1,0,

¢ =32,33 ¢ =32,33 e vV =2)
m n

83'—3-];: = <W“){(t—iT}, pi}v wtsn{(t-—iT).pk}> v d=k=av+v'+1),...0,

L vv=1)

S12 = <W (G i), p ) W =T),p}> . ick =—(vev'+1),....—1,0,

-

vy =2)
§;% = <W -, p ), W —iT),p }>, | i—k=—(v+v'+D),..,—1,0,
vV =2)

§i% = <W—iD), p}, WD), p 3>, i—k=—(v+v'+1),....=1,0,

e, (RN =D)

S?I_'f:. ] <w(31){(t—-iT). pt}.' Wlf'}{(t—i’r), pk}> , i_..k = _(\-4'_\.' _1)' - 1‘ 0‘

"= LRV =2)
IR ' (5.9

In equation (5.7), the quantities Z;}(p), Z;34py), Zi32(p;) and Zi33(p;) can be interpreted as

sample values taken at the the symbol rate from the outputs of matched filters with impulse .

-3

_reponse funetions,
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gy pl®) B} = W=, p}

gpl(®) p} = W) p}
; 5.9

gai®t), p} = WPY-0),p}

ga(®), p} = W(-0),p}
respectively. The sequences {Z;1(py)}, {Z;31(p}, {Z:32(p;)} and {Z;33(p;)} contain all the informa-
tion about the received signal. The likelihood ratio can be computed by knowing the ma.r.ched
filter outputs and the quantities {S;_, 1.1} ete, which-may be generated once and stored f{or use
_ﬂtl;};a_ﬁer for any given channel.
| The structure of the maximum likelihood receiver can now be specified. It consists
of a bank of matched filters gye({(t). pit. gMFSIH(L), pi, g S2¥{(t), pit and gMp‘smi(t). it
with output symbol rate samplers, ‘ollowed by a processor called the maxim:um likelihood
sequence estimator (MLSE). The MLSE detérmines the most probable sequence {q;, Bi} as the
one that maximizes (5.7}, or equivalently, that assigns a minimum value to the path metric
(37] given by
J o, .80 = —a Aly(t:fa, , B} (5.10)
Defining [22,33] the state at time KT as fSk = {lag—1, Br—1" - (G —iv+v + 10
Br—(+v+ 1)} and the corresponding state transition‘é as & = (Sk+1, Sx), it is then possible
[35] to write the path metric of equation (5.10) as the sum of the branch metrics,

J,la,, [5:})'-_- z M)

where the branch metrics M§;) are givenby -

{5.11)
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_ - 1 - 1 ) - L] w
ME) = - 2Re[ (a,—iB) 2}t + (I)¢iZ?.(pi)+ an, zf?(pi)-kun)<I>i z36p)
| 1l oS131 | gd232
- : + G+ 5+ §) +sgam)
-1 ‘ =1
+2@+B) D (o ,—iBL St D, X @, S
L= —(v4+v +1} le= v+ iFE
-1 . -1
an, > any sPFeam, > amy S
Lmaivav o 1+¢ . T i
¢ v +2
+G)¢_ Z (qwe_jpﬁ_{)s']_;'sl-;-(l)& z a,_,—ib; t)sim
Lea—(v+v'+1) =t
0 ) v yv=2
D, D ©miBLISPE D, Y (@ ,-iB_) S
i = =(vev' +1) * Vo=l
o : Vva2
- +aw, > ay sP¥+am, > ap, 7
' lg=ovevien  1HE P i-t
0 (V' +v=D R
+an, Y o, siFsan, Y an,  sP
’ L= v v' +1) i+ L= i-¢ -
(v +v-2
. . 5.12)
+am, > oam, sPFsam, > m sﬁm"‘H (
L gmmivrvan  Tivt %o i-e

Since the channel memory (v+v'+1) is ﬁr.u'.te, the channel itself may be viewed 2s a finite-
state machine driven by the information source. This implies that the receiver can be
implemented in the form of a Viterbi detector. The Viterbi processor for our case will require
MY *¥ *1 states unlike the .uplink filtering model in Chapter 2, where we h-ave MY states only.
For QSPK with M =4, the number of states is usually too large for any useful
implementation. Also the computation of the quantities Sy_ 1. ete. is tedious, since they are

dependent on the py's and hence 2 large number of these quantities must be stored. However,

R
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-

our simulation exp;arience,‘ as described later, has shown that in the situations of interest,
neglecting these quantities has negligible effect on the value of the brancl:x metrics given by
(5.12). That means we can synthesize the Viterbi processor by t;aking into account only the
'ﬁrst four terms of the branch metric, (5.12). This observation leads to considerable
simplification in receiver structure because we then need only MY states in the Viterbi
processor as ¢compared to MY *+V'*+1 1t should be mentioned here that the complexity of the
recelver increases fapidly as the uplink channel memory v is increased, however, the increase
in downlink filter memory v” does not increase the number of filters, it.. essen-tially affects only
the complexity of the matched filter responses.

A block diagram of the receiver stru¢ture for an uplink channel memory of v = 3
and a downlink filter memory of v' = 3 is shown in Fig. 5.2. As explained in Chapter 2, for an
uplink channel memory of v = 3, there are 128 respons‘es corresponding to fil)(t), py}, 32
responses to f.'<3l){(t). Py}, and 16 responses éach to £32){(t), pi} and F33(t), p}. For purposes of
simulation, these waveforms may be generated as in Chapte; 4, by storing the generic uplink

waveforms defined as

1 ' ' .
Fip) = £t ~kT) Pt wherep, =p,  =p,_,=P, .,

F“{(pk} =3t -kT),p,} wherep =p__
(5.13)
F¥p ) = £ -k, p} - :

FR0,) = £ ¥t -kD), p }
It is now possible to generate any of the responses fll}{(t), pi} etc.,.as a suitable combinations of
segments of the generic waveforms defined in (5.13). Once we have the responses f1¥(1), pit,

ete. generated, it is straightforward to compute the matched responses gyr 1 (1), pi} ete., by

(5.4) and (5.9).
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5.4 Error Performance N

_ Following arguments as in Chapter 3, an upper bound on the error performance of

the receiver at moderate to high signal-to-noise ratio can be written as

dmi :
P SKQ[ = (5.14)
€ VaN
- [
where
¢
- K= > [; W, ()
- W, le) ne
c€ Edmin ) H
and-

Edmin = {¢ € E| d () = dmin} A

An error e}'ént £ 1s said to extend from K, to Ko» if the estimated state sequence {S;} is equal to

the correct state sequence {S;} at time k; and ke, but nowhere in between. In terms of an error

N
sequence {e;} = {ux}—{ux}, ¢ is defined as

c=[e.}=...0,0,...e. ,....e. .,0,0,..., withe. ,e. . =0]
K 5 Ryea—vy Ry TRpra -y

where n; 3 Ko—=K;—1 is defined as the length of the error event, Wylc) is the Hamming
weight of the error event ¢, and M = < in the case of QPSK. The total channel memory v, in

ourcaseis (v+v'+1),

The average distance d{c) can be found as a solution to the transcendental equation

oy =12 T 1 < . \-17 ( TR
QIRN)™™ digll= ——— @N) d‘L.\siJK1 )

can:i(S:) ‘-ST}

5.19)

where the distance d(e; {Si}g, K. =n¢+1) for our case is given by

!{ld-q“-i-]_\
il ¢: {8} N ):
d L.\Si,x “

1

e T L
| i !\1-—\1 i !\1 ¥y

with

fu} . {S}ES

— —

and §; = the setof allowable error state sequence segments.

-
N
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n

;oo . :
In particular, if single error events of the form e, =[{ex} = 0..., ey, 0,.. .] with

ek, = 0,are dominant, t;he bound on pro‘bability of symbeol error P, is given by

(5.17)

" where

5.5 Receiver Performance

In this section we apply our. results to evaluating, the performance of the MLSR
structure, shown in Fig. 5.2, :hrou;h computer simuI.ation._ In the satellite channel model, we
assume that the bandlimiting in the uplink is introduced by the cascade of a Nyquist raised
cosine filter (rolloff factor = O.é) and a fourth-order Chebyshev filter both with 2BT = 1,
where B is one sided bandwidth [39]. :I'he TWTA characteristics are typical of these used in
an INTELSAT IV Satellite {34]. The downlink filter is also assumed to be a fourtl'; order
Chebyshev filter with 2BT = 1. The uplink channel memory v, m.':d downlink filter memo:;}'.
v’ are both assumed to be 3.

To compu-te the minimum branch metric value for each transition thereby
el?minating parallel trellis branches in an optimum way, we must compare the 128 branch
metric values given by the first four terms of (5.12). Thus an optimum computation of mini-
mum branch metric is-too complex for any practical implemé;ztation. To circumvent &his, 2
s-impliﬁed procedurc‘e;-.s;i.mﬁar to that described in Chapter 4 is used. The procedure is

anaiogous 10 decisioi_: feedback processing, and works as follows. L/

An initial combination of pi's corresponding to maximum matched filter output is

‘r

determined and stored. The initial sequence of py’s can be found by exhaustive search, by

single :»ample detectmn or possibly just arbitrarily set. Suppose for e\ample at any instant of

time, the Prsarepg = 2, Px+1 = 4, pk+2 = 9, 2nd pr+3 = 2, 2s shown in Fig. 5.3. Then at

»



4 _ _ L . | X+l
4 ¢ 4 2 4
2 4 9~ 2 _l
Py 'S 4 9 2 5
P S
Fig. 5.3 Estimation-of py's using simplified procedure.
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the next instant of tune, as shown in Fig. 5.3, the values of the px's will be px+1 = 4,

Pk+2 = 9, Pr-3 = 2and pk.q-‘ = 4 or 5. Hence by storing the present values of the py's, we are
able to estimate the px's at the next sampling instant. The required minimum metric value.is.
then obtamed as the minimum of only twe metric values. We, therefore, only need to store the
present values of the pk s and then keep on'updating them. It can be seen that this simplified
procedure for computing the minimum branch metric results in.a s:gm.ﬁcant reduction in
cornpuratiem si:nce for each transition we need to compare only two matched filter outputs
eompared to the 128 co:ﬁparisons requix:ed in the optimum case.- It might be fnentioned here
that although the sxmplzﬁed procedure is not theoretxcally equwalent to the optxmum
computation of the minimum branch metric, our simulation results show that the

.

performance using the simplified procedure is essentially as good as that of the optimum

computation.

The error performance of the MLSR at low to moderate signal-to-noise ratio has

been estimated using computer simulation. For the purpose of simulation, the minimum

branch metric was computed uSmg the sxmphﬁed procedure as explained above. A 64 state
Viterbi detector with a decision depth of 20 was used and the initial sequence of py's was

arbitrarily set. This was found to cause a short initial transient or burst of errors. The

resulting simulated probability of bit error is shown in Fig. 5.4. For comparison purposes, the

matched filter bound attaired in an additive white gaussian noise'channel is also plotted in

- - -
..

Fig. 5.4. In a_ddition. it was found by simulation that single error events were dominant at
moderate-to-high SNR. Hence the probability of error was estimated using the approximate
bound of equation (5.17). It can be seen from our results in Fig. 5.4, that there is about 0.7 dB
of degradation at P, = 10-4 clompared to the matched filter bound, and that equation‘(S.IT)

provides a fairly good estimate of error rate. In addition, it is likely that some of the.
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Fig.5.4. Performance comparison of the MLSE an< the simplified receiver struciure

for the down-link filtering channel.
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v

remaining degradation could be removed by including the neglected quantities in the metric

computation.

5.6 Simplified Receiver

In this section we develop a simplified receiver structure by tising average matched
{ilter responses instead of the actual matched filter responses gy 14(t), pit etc.* As explained
in section 5.5, it has been found through computation and simulation, that in a typical -
satellite channel (up;link memory v = 3), at most the first four terms are signiﬁc;ant i the
expression‘ of the branch mFtric (5.12). Hence the approximate log likelihood ratio can be
writteﬁ from (5.1l1) and (5.12)as

Jta, 8 =S - 2Rella, —i B2} + M, Z8p) + D] 2p) + QI 271 1)
i i 1 1 N

One approach to further receiver simplification is to use average matthed filter
" outputs Z;1(A), Z;31(A), Zi32(A) and Z§33(A) instead of actual matched filter ofn.puts Zillpy)
etc. The average matched filter responses may be defined as

gyl A= W (-0, A} -

g20(w, Ar = W(-0, A)

{5.19
22w, A= W(-0, A}
g2, Ar= W(-0, A}

where the corresponding average filter responses are found by averaging over the I-Q phase

histories px to obtain

* ~The idea of averaged matched filters has been used in [43,+4].
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1
Wi, 4= — 3 £P@p ) by
8 Jover all pk's -

. . .
W(Gl){(_t) A= 3_2 z f‘anl{(t), pk} . h'.!(t)

over all pk's

- . . 1 .
WAl = Y P, p 3R
16 .over al] pk's

WE—n, Al = Y £, p R0
ox'er;xllpk‘s -

The average matched filter responses W(Y{(t), A} et.c.,‘in (5.20), can also be written in terms of

the generic waveforms defined in (5.13), as

15
1
WO, A= = > Flp)hyt -
_ 16 2y
13
1
W, Al= = 3 F31p,)*hy0
) P70 ' (5.21)
= 1 15
W, A= = > F32(p)*h,0)
- ' pk=0 .
15
1
W, Ab= = 2 F33p)"hyw
5 20

The generic waveform F1(py) for the example considered in section V was computed

in Chapter 4. Furthermore, it was found that F31(py) = —F31(15=py),

F32(px) = —F32(15—-py) and F33(px) = —=F33(15~py), so the average filter responses

WEIN(t), A}, W2{(t), A} and W‘33’{(t.}. S} will be zero. Hence the approximate expression for
the log likelihood ratio (5.18), can be reduced to

Jifa;, BH = - 2Relle;~j, B,Z(A)] (5.22)

i
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The third order matched filter responses Z;31(A) etc, for a severe ISI channel (say v = 5), will
still average out to zero. However, the fifth ;rder matched filter responses for such channels
may not;average to zero, nevertheless, it can be shown that for satellite channels these fifth
order responges will be insignificant. Hence it appears poss.ible to simplify the likelihood ratio
to the fo;'m of (5.22), even for severe [SI channels.

. A sub-optimurm receiver structure, based on (5.22) can now be spécified. It consists
of the "average™ matched filter gypll){(t), A} followed Py a decision device. *The decision
device outputs the data bits (a;, B;) for which d [(ui- Bi) has minimum. value'. The resulting sub-
optimum receiver is shown in Fig. 5.5. It is quite similar to the receiver developed in Chapter
4. The sub-optir‘num receive; developgd.in eithér case is very simple compared to the MLSR,
since it consists only of a filter followed by a décisioq circuit.

A complex base-band realization of this receiver can be derived by re-writing the
' log-likelihood ratio of (5.22), in the fol!owing.form:

Jia 8D = X = 200,y (0 " gy D), Al—y (0 * g {6 AN

) (5.23)
-ﬁﬁi[\[l(t) . gmm{(t), A}+ \;R(t) . g_\in{(t) Al s
where T
v A ,
yit) = \[R(t) +jy1(t)
and ~ ]

ghrrlth Al = gy p{®), A+ Syl A}

The base-band realization of the receiver suggested by (5.23) is shown in Fig. 5.6.
Since the impulse responses of the filters gyrri{(t), A} and gmri{(t), A} are known, their
frequency responses can be computed, and for the example considered in section 5.5 are shown
in two sided baseband form in Figs 5.7 and 5.8 respectively.

The probability of bit error for this sub-optimum receiver was estimated using
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compute:-' simulation and is plotted in Fig. 5.4. It can be seen that the performance of the sub-
optimum receiver is close to that of the MLSE receiver with no noticeable degradation. In
addition, as in Chapter 4, we have found its performance to be rt;bust to changes in the
operating point of the TWT nonlinearity.

5.7 Conclusions

-

In this chapter we have derived a receiYe;' structure based on the ML'SE concept for
the rec-eption of QPSK s;ignals transmitted over bandlimited, non-iinear channels, which
include the effects of filtering following the BPNL. The likelihooc.i rar;io consists of two types
of terms, (a) terms dependent on data bits that are determined only by uplink channel
memory v, (b) terms dependent on data bits determined by total channel memory (v+v" + 1),

"For the combination of filters and BPNL assumed, it is possible to approximate the likelihood
ratio with terms which are dependent primar;.ly on the uplink channel me'mory v He;'xce ‘the
complexity of the approximate MLSE receiver and structure is, in fact, decided by the uplink
channel memory v.

Performance of the approximate MLSE receiver is estima‘ted using computer
simulation and by computing an approximate upperbound on the prc;babiiity of error, which
indicates that the performance of this receiver is not far from the matched filter bound. A
sub-optimum receiver was then derived using the average matched fiiter responses. The
performance of the sub-optimum receiver was estimated by computer simulation, and the

performance was found to be virtually as good as that of the approximate MLSE receiver,



6.1

CHAPTER6 _
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

Conclusions

—

In this thesis we have investigated a maximum likelihood sequence receiver for

QPSK signals-transmitted over a ‘bandlimited, non-linear channel. In addition, a

sub-optimum receiver structure was suggested which approximates the MLSE receiver. We

also investigated the MLSE receiver structure and its simplification, for QPSK transmission

over the bandlimited, non-linear channel including post-nonlinearity filtering. In brief, this

thesis examined the problem of digital communication by QPSK signalling over bandlimited,

non-linear satellite channels, and the following objectives have been achieved:

(1)

(i)

An explicit expression for the output of the BPNL for a QSPK signal was obtained
with .p([-Q path history) as a parametc?. A similar expression was earlier
developed in [30], for the BPSK signal, which correspends to py =0 in our

representation. Since QPSK is one of the most commonly used modulation schemes

" for satellite communication, we feel that our representation will be quite useful, at

least for moderate value of satellite channel Memory v.

A maximum likelihood sequence receiver structure for QPSK signallir{g over
bandlimited, non-linear channels, has been derived. It was shown that the
requirement of large memory and computation could be enormously reduced, by
estimating the py's using a simplified procedure referred to as decision feedback
processing. The results obtained through computer simulation using the above

procedure, and by computing upper bound on probability of error, were found to be

close to optimum.

132
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1

(1) It was also shown that the sub-optimum receiver structure which approximates the
MLSE rec'eiver. consisted of a complex average matched filter followed by a
decision device. The performance of the sub-optimum receiver was evaluated using
computer simulation for two filter combinations. Its performance {er each filter
combination was found to be very close to that which could be attained using MLSE .|
receivers. Our simulation results also showed that the sub-optimum receiver
structure was relatively insensitive to TWT back-off, at least for input back-offs of
—6dB or less, the normal range of operation in most satellite systems.

{iv) Finally', we extended our results to include a channel model with post-nonlinearity

flltering. It was shown that the complexity of the MLSE receiver was in fact

largely decided by the uplink channel memory. The performance of the MLSE
receiver was estimated using computer simulation and by computing an upper
bound. THe sub-optimum receiver, which approximated the MLSE receive}, was

evaluated using computer simulation. Our results showed that the performance of

the sub-optimum receiver was essentially as good a.s that of the MLSE receiver.
“

6.2 Suggestions for Future Wc;l-:'k

It would be both worthwhile and of interest to study the perfor—mance degradation
- of the receivers developed in this thesis due to Adjacent and Co-channel interference. It looks

difficult to incorporate these effects.analjticall_v, however, one could use computer simulation .
 to study their effect on performance c.iegrada‘tior_i.
Another useful problem to look at is to extend the work in this thesis to include

other modulation methods such as FFSK (Fast Frequency Shift Keying). These modulation

methods are increasingly becoming attractive for satellite communications, beczuse of their
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efficient spectral properties. The major difficulty lies in charact'erizing the output of the

BPNL as a function of some parameter, such as px in the expression for QPSK.

In this thesis we have neglected the uplink noise, which is usﬁally very small for

large earth terminals. Smce the smaller terminals are becommg mere and more popular, it~

may be useful to consider the uplmk noise in the channel model. The problem here is to

expand the output of BPNL in terms of some kernel function such that the evpectanon of :

these functions over uplink noise samples could be easily computed. It appears that such an

approach could be e:ﬁployed using some of the concepts developed by Biglieriet al. [45].



APPENDIX A

. Here we show that equation (3.8)
<

K +n K, +n,—v K, +n
Jl({ui}!{i—vc + {e.l}{{t € ) < Jl({ui}xi_v‘) ‘ (A1)

is equivalent to (3..9).
From (2.37), (2.38) and (Al) we get

2 Re <nft), ¥(t: {ui} +h -yt {ui})> z vt {u}+ feh -yt {ui}lllz (A2)
where . |

<alt), bt)> = L a(t) bit)* dt
and thus - )
fa(tlf = <alt), a*(t)> .

- Now

yh ot + {eh) — vt {u b

- [ Hd.+er T .
=S | el myAr+ . . PV —iT), A)
T Pt
+an,  fPe-iD,Ab @, | (-, A}l

.¢- ) . s
o F£00e —iTY, A} = o, f““”{(: —~iT), A}

3

+ (D, 3 —iT), A} + (), f"w{(t—i’l‘),.t\}l (A3)
H i .
from (2.34).
D .
In'(A3), we have used average waveforms (f13{(t — (T),A} etc, which is defined as the

" average of waveforms f1}(t —i{T), pi} ete., over 21l possible [-Q path history p..

Substituting (A3) in (A2), we obtain
¢ .
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. g K, +a,+1
2 Re Z(y:n:+yfn?1+y?n?2+ y?n?) Edz(c;{si}h,i ¢ ) . (Ad)
i
- where a
nl = <n@), {4 —iD), A}>, . - T
not = <), £ —iT), A}>
n¥ = <nq), e -iT), A}>,
.’ - ' i
n> = <att), (5 —im, A}>
) .
2 K)#ng+1: 1t 22 <3131 -
d”(c;{Si}Kl ) ):Re z E (y; v, S:'_lk-*-":i Yksil_'k
T Pk .
210131, 1 3% ala? 1,4 al® , 2 3°qdl32
+2(‘i“s ST Ty Si—k'-,-yi Yi STty S
T 43133 3% 43233 3% .3 Q3233 L4 43333
+y Yksi-k + Y, \‘ks;-k si_k)+ ’\i ykSO Si,k-’-\i \‘kSo Si.k”
and
1 Aeprep e 5
Yy, =e -e o,y —(I)‘:)H_L_I_—(I),¢>i

'3= - '4= [ —
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APPENDIX B

In this appendix a step by step procedure for obtaining fhe complex filter responses.
of the sub-optimurm receivers, derived in Chapter 2 and 5, is given. ‘We will first consider the
satellite channel model shown in Fig. 1.5. It is assumed that the impu_lss; response of the
' -‘uplink filter is available to us. It is also-assumed that the BPNL transfer charactéristic Glv)

exp(ja(v)] can be approximated [34] by a Bessel function expansion with complex coefTicients,

- N
Gv)expjav)=2 > kaI[m{_U%] ' (B1)
. ’ k=1 '

-~

‘where R is rangej of interes;t. Since this problem is fully addressed in [34. 4’;']. therefore we
will assume hgre that the complex coefficients by's are available to us.

As mentioned in Chapter 2, the channel memeory v = 3, is a reasonable
approximation to m&st real satellite channels, and sc; we wiil assume v = 3. However, it is

straightforward to extend these results for other values of channel memory v. the first step is

to cormpute generic waveforms defined as

v
F1(p,) = £ {(-kT) p, },
Whem pk = pk+1=Pk*2=pk+3
SF31(p)) = £ {(t-kT), p, },
where P = Py {B2)
F32(p,) = {(t-kT), p,}
F33(p,) = (kT p}

where the combined baseband waveforms are given by

-

137



and

KI(L-KT), pi} = fo 14(t-kT), pi} + fiB {{t~{k + D), pre+1}
+ fol 1tk +2)T), pr+2} + f2t1{(t~(k +3)T), pk +3}

f3L{(t-kT), i} = f0.1. 234t~k T), pi} + f1 239M(t~ (ke + 1)), pre-1}

are defined as

138

f324(t-kT), pi} = fp.2.33H(t-kD), pik, - (B3)
-
fI{(t-kT), pit = fo0.1.33H(t=kT), pit
The first order baseband waveforms
1}
;‘q [(t—kT), pk}
f‘q“{(t-k’[‘). pk] =S S []explmo, )f (6-kT) q €0, 1, )
n n, i=0 ’
so that the condition E n = 1,
i=0
- . odd integer i=q
implies . n, = [
! Qor even otherwise
) (-1 ifnisodd
4 and let m. = [
) ! n, otherwise
(B4)

The superseript in f!*) denotes the number of indices n; in each term of the summation that

are constrained to be odd. Similarly third order baseband waveforms {

defined as

St —kT), pi} are

q.r.3

[
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0

b
f‘qs)l(t-kT),pk} = 2 [TexpGmp, D€ %) qrs €0.1,- - - - V)
a n i=0
[« B v
.V ,
so that the condition Co ‘ E n=1,
' 1=Q
) odd integer i=q,rs
implies n= [ -
: - Qor even otherwise
) . n-1 ifnisodd
and let m_:l
' n_ otherwise

(B5)
To compute the generic waveforms defined in (B2) and (B3), we need to evaluate

the interpulse product {;(t). By combining (2.18) and (2.28), we can compute fy(t) as
W
f (&) =2exp] [ E ooy (t)
1=0

N v

S b i

S [14, {(2;{_1) = Bt
k=1 i=0 |

(B6)

It was found sufficient to compute pulse products up to order 9. (B2) through (B6)
are the main equations needed {or computing the generic waveforms.

- Let us investigate the relationship among the generic waveforms for different
values of py ([-Q path history). As mentioned in Chapter 4, for a channel memory ofv = 3, we
will have 16 waveforms each for F1, F31, F32 -and F33. The variation in generic waveforms 1s
due to the exponential weighting function

r[ expj q’x -1 ml . . It
i=0 .
which is dependent on py.. Its valueforpy = 1(I, 1,1, Q), will be

. m3

(—1)2

where mg + m; + mo+mg =0 {B7)

Now let us compute this weighting functior for py = 14(Q, Q, Q, I), which will be
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@, Wy oy
=(=1n ¢
=3
=(-n?¥ (from (BT)) -
and hence we cbtain
Fl(py) = F(15~pyx) . (B8)

Similarly, we can establish the following relationship among the third order generic

~waveforms F31, 32 and F33 for different values of py.

&l
F3l{px) = —F31(15—py)
F32(pi) = — F32(15—-py)
F33(pw) = —F33(15—py) (B9)
Because of the relationship (B8) and (B9), we need tc compute only 8 of the 16 waveforms:
Next, we compute the average filter responses by averaging over the [-Q phase histories py to
obtain .
. ’ -
[ 5
> FL{0.A}=—= > Fli,) (B10)
. - pk=0 .
The third order waveforms will average out to zero because of (B9).
Finally the complex matched filter response is obtained as
gipe (®), A} = F1{(~1), A} (B11)

[n Chapter 5, we derived a sub-optimum receiver for the satellite channel model
shown in Figure 5.1, which includes post-nonlinearity filtering. It is assumed that the
impulse response of the downlink filter is available to us. The complex average waveforms for

this channel can be obtained from (5.21) as

15
1 .
whw, A} = v > F1(p)*hy®) (B12)
. pk=[}
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and subsequently the complex matched filter response of the sub-optirnum receiver can be

.computed by using the following relation.

gy i), A} = W (-1, A} - . (B13)

‘ .
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