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, Abstract -t .
- — 4 .
Pulse-compression is a technique used in radar to

- ;. transmit A long pulse while retaining the range resolution o
[N

A .
;& short pulse. The echo from the target is compressed in the

-

/| matched filter of the radar receiver and the range resolution
ol

becomes equal to. the width of the céntral p=2ak of the auto-

| correlation -function of the tranémitted sighal. A range track-
ingrloop and a range surveillahce moving target indicator (MT!)
radar using pulse-compression techniques Are'studied in this
thesis. The antenna of these systems is assumed to point along
a consta;t azimuth to siﬁplify the radar surroundings so thaf
the nonlinear_aspects of the circuits may bé investigated.

In a ;ange.t;aéking loop the nonlinearity arises
in the delay error feeaback procéss, while in an MTI radar it
arises through the limited dynamic-range of the circuits used.
.This thesis presents a computer simulation study of these’
nonlinear radar systems using Monte Carlo techniques. ‘The
lébmputer used in the study is of an interactive kind with
oscilloscope display. ' s

A new range tracking loép referred to as the decision-
directed delay-lock loop has been developed using the fast
Fourier traﬁsform (F?T)'for cross-correlation with a stored
replica of the transmiited sigpal. The loop uses all the lagged
products of the FFT cross-correlator ouﬁput, and is shown to
have a wide dynamic range for large steps of input delay. Using

signals already available in the loop, additional features \\\

iit



such as automatic feedback gain control and a mechanism for

detection of unlocking are built into the loop.

1

e

The MTI puls?-compression radar has been_f;vestigated

to determine the effég; of a linear-limiting intermediate o
frequency (IF) amplifier on the signal-to-noise ratio (SNR) e

at the MTI output. For this study the FFT was used for the

purpose of matched filtering and for generating Yarious types . i
of cohereni clutter.? It'has been shown that large SNR losses

due to the time-varying effective gain of the clutter-éaptured

limiter may occur at some ranges with particﬁlar typeé of clutter

spatial distributions.
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_ Preface
L.

Two.areas are investigated in this thesis by the method
of interactive compdler simulation.” These areas are delay
estimation and coherent MTI radar with envelope limiting.

These two systems can be considered to use pPulse-compression
technijues. The two topiﬁs were investigated together in this
thesis as they were both-amenable to investigation by computer
simulation using the fasf Fourier transform for cross-correlation.
Both systems contain nonlinear elements which make simulation
desireable,.

In the text the terms additive white Gaussian noise

and thermal noise are used interchangeably. Also the words

range and delay are intended to be equivalent,
| Ih the MTI radar studies tﬂe complex envelope representa-
tion of signals ié used. fhe computer ;imulation.is'restricted
to baseband systems and_;hus.the simulation and the complex
envelope analysis should yield the same results as they are both
baseband- techniques. However the carrierQ;;:Eu ncy is important
in nonlinear studies as harmonics are generated and the division
of power in these harmonics is usually imﬁossible to predict
intuitively. <Computer simulation is restricted from a precise
standpo}nt to baseband systems and thus analytical work for

carrier systems is still very much in demand.

N

K  xiy



Chapter 1

Introduction I

In this chapter the scope and content of the thesis

- Wwill be described. The thesis involves essentially a study

of a range tracking radar and a moving target indicator radartv
by computer simulation and the method of Monte Carlo trials.

In a certain sense, pulse-compression techniques are used in
both radar systems. The two systemg also.have'the common
feature in that-they both contdin nonlinea< devices which

make their study by computer simulation higﬂiy desirable in

order to obtain quantitative data and insight about their

behaviour. In simulating these radars the fast Fourier trans-
form (FFT) is u;;h to perf9rm cross-correlation with“a stored
repli%§ of the transmitted signal. Good agreem?nt is shown
between the mathematical theory and the results of the simula-
tion for both radar systems. , .

The development of the delay-lock loop is discussed
in Chapter 2. The delay-lock discriminator-automatically
tracks the delay of a -known analog waveform buried in noise.
The loop cqn'be developed from the concept of matched filtering;
it is similar to the phase-lock loop. A hybrid (analog and
digital) version of fhe delay-lock discrimirator using fixed
deln&;lines switched in and out by the output of a cross-

.correlator was developed by the author for the M.Eng. degree.



In this thesis a new decision-directed delay-lock loop is
described using the FFT for the purpose of cr;ss—torrelation.
The formulation of this new delay-lock loop is the subject of
Chapter 3.
The decision-directed loop operates by the method
) of maximum likelihood which was-introduced by P. M..Wéodwatd[ZG]-
\ _The statistics at the output of/yn FFT cross-correlator are
measured -in Chapter 3 to ensure that the "largest of" decision
will be an optimum decision. Then for éomparison purposes a
computer simulation is developed of both a digital version of
the delay-lock discriminator and the new decision-directed .
loop. The performance of the decision algorithms of the decision-
directed delay-lock loop was optimized by operating these two
simulated loops side by side.
Chapter 4 contains trials of the acquisition and
tracking ability of the decision-directedvloop. In addition
the ability to detect unlocking and to automatically switch
between the modes of tracking, unlocking and acquisition is

demonstrated. The error bounds of ;he measurements were calcu-

lated using the equations for Monte Carlo error (which are

by
”

developed in.Appendix A).
The range tracking radar studied in Chapter 2, 3
and 4 can locate and track a firget in thermal noise but the
tracking decision aljorithn will break down in a field of
fixed clutter. One method of eliniﬁiting the effect of fixed

clutter is to use a delay-line canceller. Radars using delay-



line cancéllers are called moving target indicator radars

or MTI radars. Most simple MTI systems have a limited dynamic
tange and are often therefore preceded by limiters to reduce
the incoming dyﬁamic range. In Chapter 5 the literature on
the effect of limitefs in MTI radar is reviewed. Bogotch

and Cook {1] deal with the loss in detectability due to
a_hard-limiter in pulsé-compression radar, Grasso and ;
Guarguaglini ([36] and Zeoli [37] are also relevant for coherent

MTI radar.

A mathematical theory.is formulated in Chapter 6 to
study the effect of a linear-limiting IF amplifier in pulse-
compressioﬁ MTI radar. A linear-limiting IF amplifier will be
interpreted to mean a circuit which is limear up to a threshold
A and completely clips any of fhe signal envelope which exceeds
the level A. Also in Chapter 6 a computer simulation using
the FFT for cross-correlation and convolution, is developed
to provide data to confirm the theory. The simulation employs
complex pre-enve}bpe signals to represent bandpass processes -
in the system. | )

The results of the simulation are given in Chapter 7.
The cases of both fixed and fluctuating clutter are considered.
/Tt is assuned that the clutter exceeds the limiter threshold ‘A

by a considerable amount while the desired echo plus thermal

noise alone would not exceed the limiter threshold A. Thus

!
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4
we are considering a clutter-capfuredrlimiter in.these studieﬁ.
The Barker 13 biphase code and Q 63 bit randém code are tested
in single and.distributed clutter. A large signal-to-ncise
ratio loss is shown to occur when strong fixed clutter captures
the limiter and attenuates the pé}tially'overlapping echo and
noise to a time-yarying degree. Fluctuating cluttef is con-
sidered to demonstrate the problem of residudi clutter produced
at the MTI output. This residual clutter may be partiaily
due to antenna scanning and to spectral spreading of the clutter
by the limiter; however these two mechanisms are not considered
specifically in this work.

The important contributions to the advance of know-

ledge produced by the study, and suggestions for future work

are contained in Chapter 8. "
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Chapter 2

The Delay-Lock Loop
) -

-

In this chapter the detection of known signals in
Gaussian noisé will be discussed. Basically, the detection
of known signals in néise can be achieved using matched filter-
ing or cross-correlation with a replica of the signal. Feed-
back can be applied around a cross-correlator- to improve the
tfacking of;weak signals in noise. Two loops which employ feed-
back around a cross-correlator are the phase-lock loop and
the delay-lock discriminator. The delay-lock discriminator \\
is a more general type of loop which will cross-correlate
arbitrary analog waveforms in place of the sinusoids used in
the phase-lock loop. When the variable deléy of th;ldelay~!bck
diécriminatorVis'replaced by binary weighted fixed delay-lines
a new loop is produced which is éalled '] quantized-délay~lock
discriminator. The.all digital binary delay-lock loop uses a
binary sequence generator such as a feedback shift register and
@ clock .to produce a locally generated replica of the signal.
Therﬁdvent of small fixed-point computers and fast gnaiog-to-
digital converters allows a delay-lock loop to be built using
computer hardware and software. Therefore the application of
the fast Fourier transform (FFI) to cross-éorrelation is
explored to prépare the way for the formulation of a new
decision-directed delay-lock loop using FFT cross-correlat{on.

A Y




2,1 Matched Filtering

; - For illustrative purposes let s(t) be a signal the
energy of which is elmost entirely contained in a finite time
interval. Let this signal be embedded in additive white Gaussian
noise. A filter with the property of maximizing the signal-
to-noise ratio at its output at one particular instant in time

,was_first mentioned by North {2]. %he impulse response of thié
filter should be the time reversed signal replica with suff1c1ent
delay T to insure reallzeab111ty If the input to the filter
consists of the desired signal s(t) and white Gaussian noise
n(t) then for a matched filter with impulse response h(t) we

may write the output y(t) of the filter as:

y(t) = j h(t-x}[s(x) + n(x)] dx

- 5 s(x-t + T))[s(x) * n(x)] dx (1)

The expected value of the filter output y(t) will be
+ & maximum when t = T in Equation (1) and this maximum value
wili be eqdal to the signal enee;y. 0f course the inprovemenf
in signal-to-noise ratio is made by processing the incoming
noisy signal so as to transform the elements of the signal
plus noise into a new co-ordinate system where all the elements

that are the same as the desired signal are maximized in one
|
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dimension and all the elements due to noise are spread in the
remaining dimens@ons. Thus we are maximizing the output signal-
to-noise ratio by clever processing.

Equation (1) suggests an alternate method of matched
filtering._,The incoming signal plus noise may be multiplied
"by a stored replica of the signal and the prodﬁct may be inte-
grated. This process yields the croschorrelation between the
input and the‘replica. The expectation of the cross-correlation
is a maximum when the time of arrival ‘of the signal is such that
the stored replica and the signal component in the input are
coincident in time,

Viterbi [3] has considered the transmission of bits

and binary coded words over a channel with white additive
Gaussian noise and detecting these messages by correlating them
. with stored replicas in the receiver. The error probabilities.
are determihid as a function of the received signal energy per

bit divided by the one-sided noise power per unit bandwidth, No-

2.2 Improving Cross-Correlation by the Application of Feedback

2.2.1 The Phase-Lock Lodp

‘ Matched fiitaring operations, in general, are easier
to perform iﬁ the time domain by cross-correlation than in the
frequency domain by filtering. For instance the detection of
a sinusoid in white Gaussian noise requires a filter with a
sinusoidal inpuise response. If the impulse response does not
decay with time then the filter is unrealizeable in practice
because a narrow-band filter of zero bandwidth is required. It

s~

-
Y



is much easier to build an oscillator with a very stable

sinusoidal output than to build a filter with zero bandwidth.

Filtering is therefore replaced by cross-correlation with the

oscillator.

Feedback from the correlator to the oscillator to
control its phase allows the phase of the oscillator to track
the phase of the incoming sinusoid. This filtefing circuit
with feedback is called the phase-lock loop and is shown in
block diagram form in Fig. 1.

The correlator fs made up of:thé multipliér and

the low-pass filter. The time of integrétion T, is set by the.

bandwidth of the low-pass filter so that, approximately, the

integration time is the reciprocal of the bandwidth ‘'of the low-

pass filter. The frequency of the voltage controlled oscillator

. (VCO) is controlled by the voltage applied to it. The phase

output of the oscillator is therefore proportional to the
integrai of the applied voltage, since frequency is.ig-times
the derivative of phase with respect to time.

The phase-lock loop will track the phase of the
incoming sinusoid and produce an estimate of the phase, at any
time, which is equal to thé éross-correlation of the input and

the oscillator output over the last T seconds. The phase error

- estimate of the correlator output is a nonlinear function of

f

the phase error between the input sinusoid and the oscillator
output. In addition the magnitude of this error voltage is

proportional‘té the input sinusoidal amplitude which means that -



g

the loop gain of the phgse-lock loop is dependent on the input
signal strength. These problems have been treated by Jaffe
and Rechtﬁh [(4]. Using a linearized model of the phase-lock

loop the; derived compensating low-pass filters for the loop

- which minimize the sum of transient phase errors due to the

speciffed input phase and phase jitter &ue to input noise. They
also showed that a band;pass limiter was desireable before the
input to the phase-lock loob to minimize the change in input
power level. Jaffe and Rechtin demonstrated that‘a fixed

component loop preceded by a band-pass 11m1ter would yield near

optimum performance over a wlde range, of 1nput s1gna1 and noise

" modulated onto the carrier by amplitude, frequency or phase

.. modulation for example. For coherent reception of the modula-,

levels. For commun1cat1ng a message by radio transm1551on a

radio frequency (RF) carrier is often used. The message 1s -~

tion the phase of the received carfier must be available to the
receiver. Viterbi [S] has considefed an RF message system in
which a reasonable estimate of thé phase is available from a
$hase-lock loop. This receiver his been called a "partially
coherent" receiver. |
Gupta [6) has shown how to optimize the phase-lock

loop filter when sampled data feedback is used. The filter

which gives minimum summed square error of transidnt plus noise

&

jitter is derived using modified z-transform techniques [7].
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2.2.2 The Delay-Lock Loop

o

Another cross-correlation system which ﬁses feedback
to improve the performance is called the delay-lock discriminator.
This device described in 1961 as an optimum radar tracking
device by Spilker and Magill [8] has the block diagrah shown
in Fig. 2. |

The delay-lock discriminator as shown in Fig. 2
requires access to a noise free replica of the low-pass signal.
This limits use of the d;vice as shown, to applicatigns where
the receiver is located near to th¢ . modulator so that the
signal may be used as the replica. Later a binary loop free
of this restriction will be shown. The delay-line which

delays the replica must haVe a continuously variable delay -

which can be controlled by an electrical signal. We shall
consider only video low-pass signals and will discuss RF tech-

niques for transmission later. Assuming such a delay-line is

“available the mean output of the low-pass filter in Fig. 2

will be proportional to the first derivative of the huto-
correlation function of the replica signal. To Qhow that the
cross-correlatibn of a signal and its derivative produces the
derivative of the autocorrelation function'of the signal the ‘
following proof is presented. Let the signal be s(t),qso that:

\ | T o |

Ryg (1) = lin 7r j *(8) s(ter) dt (2)
-T
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: T
Coa 2 1 s '
v & R (1) = 3% lin oy S S(t) s(ter) dt  (3)
) S -T L
. . T .

Assuming :that ‘S s(t) s(ter) at i§ uniformly
-T -

convergent for all t we may take the partial derivative under

the integration sign, thus:

. : T

a- l:lss(‘r) - %_:': '2‘1[" g s(t) _IS'(t*t)r dt ! (4)
-T

where s‘(t+r)1is the derivative of s(-) with respect to its

argument. 'For example if the cne-sided power spectrum of s(t)

is a low-pass Gaussian curve described by:

"G(f) -.2"—5? exp - (gi)z . (5)
. ns ' .

{ -

wﬁere ﬁ ié the -~ frequency which bounds essentially all 'the
signal power and B, = x /2 o = 4. 44 og where o is the standard
deviation of the power spectrum, then by the erner Khintch;ne -
theoren [9] |

Ryg(x) = S G(f) cos 2x £r df  _
) |

(6)

1 T 2
- exp - (——
orJT; otff)

!
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1 ' . L
where o, '_E;?TT" 1/ (2« cf) is the standard deviation of
the normal autocorrelation curve R(t). The error correction™

feedback is proportional to:

2 '
Ry () = 2 B2 <exp - (B, )2 M

where 1t 1is the relative delay error between the echo and the
delayed réplica. The shape of the nonlinear feedback character-
istic -R;s(r) is shown in Fig. 3. As long as the relatiﬁe
dflay error t remains less than oL ih'magnitude then the error
characteristic is approximately linear. For RE o the feed-

back 1loop gain falls off rapidly. The value - g

"Max 1
forms a threshold for the relative delay error, bevond which

the loop may lose lock.

Viterbi [10] has calculated the statistical distribu-
‘tion of the tracking errors in first order phase- lodk loops
and delay lock~loops using Fokker-Planck techniques. The
éipected time to lose lock is calculated for any arbitrary
pgri?dic or nonperiodic odd error function. However the”
solution for higher than first order loops is beyond explicit

mathematical solution and this impasse suggests that simulation

s{udiés using Monte Carlo techniques may be useful.
- ' 7 : 4

2.3 A'Quantized Delay;Lbck Discriminator

The difficulty of finding'a suitable method of

électrically controlling the delay of an analog replica proipted

1
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figure 3. Non-Linear Feedback Characteristic of the
~ : Delay-Lock Discriminator ‘
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the development of a new delay-lock loop for analog wave- '
forms [11]7. Fixed delay-lines were switched in and out
.depending on the output of a correlator. The delay lines were
made of different lengths in a binary weighted fashion and were
controlled aﬁd switched by a simple'binary counter. A block
diagram of the system is shown in Fig. 4. |

l The completed loop would track the delay of analog
signals of up to 2 MHz bandwidth by approximating the required
replica delay by one of thirty-two evenly spaced fixed delays
in the range zero to 7 3/4 us. Very,fastldélay changes were
possible and good linearity of output delay estimate versus input

delay was demonstrated.

Details of the quantized delay-line are shown in_
Fig. 5 for two of the five stages of fixed delay.. The two ‘
' stages shown in Fig. 5 can provide four different delays, {.e..
0, 1/4, 1/2, and 3/4 us. N stages ofrdelay prdvide 2N different
fixed delays. The sw&%ch1ng was accomplished by trans1stors
and each delay-line was matched and isolated at each end by
_ buffer amplifiers. The total delay was proport1ona1 to the
binary number held by the stages of the binary counter. A -
reversible up-down counter was used and two‘metho&s of applying
feedback were tested. .; -

The simplest feedback was relay feedback, in which

the counter was fed by a constant frequency clock and the sign

t The quantized ‘delay-lock discriminator.described and shown
in Fig. 4, was developed by the author in partial fulfilment
for tﬁe M.Eng. degree (1968).
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of the correlator outpul controlled the direction of the
couﬁter. Alternately a more sophisticated feedback was provided
by an analog-to-digital converter in which the numbexl';’of
pulses sent to the counter was proportional to the'magnitﬁde‘
of the error.

r demonstration purposes the transmit signal was
chosen to be a 30 kHz square wave. This wave was easily
reproduced in delayed form by a 33 us monostable multivibrator.
A variable delay input echo was simulated by triggering the
monostable from the gutput of an analog voltage &ifférential
gcomparator with one input tied to a 30 kHz linear voltage ramp.
The delay estimate oﬁtput~of the quantized delay-lock discriminato;ﬂ

is shown in Figs. 6(a) and 6(b) for relay feedback and analog-

to-digital converter feedback, respectively.

2.4 The Binary Delay-Lock Logp

A delay-lock loop which tracks the delay of a binary
pseudo-noise (PN) code composed of a shift register sequence
of -1's and +1's, for example, was dg#cribed by Spilker [12].
_In this binary de¢lay tracking looﬁ the replica is generated
within the receiver by a sequence generator and the delay of
the replica is adjusted by controlling thq frgquency of the . -
“ciock which drives the sequence generator. A block diagram of
the video form of this binary deiay-lock loop is shown in
Fig. 7. The PN sequence generator usually produces-a maximal
length sequenca. the M sequence, where N stages in the shift .

register produces a code with 2“-1 bits or ejements. In Fig. 8(a)

FIFTN '+ 7 |
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the autocorrelation function of an M sequence is shown where

the central peak is of a height equal to the number of elements

and the sidelobes are equal to minus one for one element shifts

[13). The compression ratio which i% equal to the length

of the code before matched filtering divided by the length

éf the central peak of the autocorrelation function after

matched filtering is therefore equal to the nunber of Bits in

the code.  For example for N = 15, there are 215 - 1 =32,767

bits or elements in the code. This very high compression

ratio allows very low input signal-to-noise ratios to be used.
This binary delay-lock loop has several advantages over !

the conventional delay-lock discriminator. The binary loop

does not need access to the transmitter replica but generates
its own replica locally. The clock which advances the sequence
generator takes the place of the variable delay-liné and is
inexpensiv;. In additioh the multiplier may be replaced by
a digital polarity cecincidence detector sith as an AND gate
which is also inexpensive. \

The delay error feedback correction is developed by
cross-correlating the input against two replicas of the sequence
spaced two bits.apart. The corresponding error characteristxc
is shown in Fig. 8(b). When the loop is in'lock a deviation in
the relative delay of the input and the replica will cause an
error voltage of the correct sigﬁ to be fed around the loop.

Lotk will be lost if the relative delay of the input and the

replica exceeds two bits.

. e
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Gill [14] has considered the practical problem of
transmitting the bits at RF and tracking the delay of the

carrier modulation. Video, IF with envelope detection, and

phase-coherent systems are considered. An IF envelope detection

system is shown in Fig. 9(a) and a phase coheren; system is

shown in Fig. 9(b). A 3 db advantage in signal-to-noise ratio
was shown for the phase-coherent delay-tracking loop over
amplitude moduldtion. The phase-coherent system shown in Fig.
9(b) is similar to the "partially coherent” binary communication
system described by viterbi {15). 1Im systems in which a
reasonable estimate of the phase of the carrier is cbtained by
a phase-lock loop the optimum modulation detector was shown

by Viterbi to be a 11near combination of the correlation
‘detector and the squared envelope detector which are optimum for
the coherent and noncoherent cases respectively.

The binary delay-lock loop has found many applications
for range measurement pagticularly in satellite traqking and
deep space communid%%ionsl Ward [16] has proposed a loop which
would communicate with a space prbbexto the planet Mars using
very low signal-to-noise ratios. The extremely large compression
ratios of the binary-delay-lock loop allow great signal enhance-
ment. Ward and‘Strubel [17) also describe measurements of
extfemely preﬁise range between & ground station and an orbiting
satellite repeater. Using a 15 stlgé feedback shift register
producing a code of length 32,767 bits, range measurements of
22,000 miles were performed with a total error og less than
120 feet, range jitter of about 3 feet and a readout resolution

of one foot.

!
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, Huff and Reinhard [18] have described and analysed

a sampled data binary dglayslock loop which tracks the arrival
time of a biphase modulated puised envelope radio frequency
(RF) carrier. A PN code generator was used. The loop was
intended to synchronize the pulsed envelope signals of a time-
division multiple-access satellite system. Their synchroniz-
inglloop corresponds to that of Fig. 9(a) and provides bit'

synchronization for differential phase shift modulation.

2.5 The Fast Fourier Transform and Its Application to Correlation

‘ The fast Fourier transform (FFT) [19] provides a :
convenient method of calculatin:\:;:LEI}brete Fourier transform
(DFT) {; a minimum amount of computer time. It makes use of
an iterative algorithm which‘reduces the number of 6p§ratipps
required to compute the transform fy a large factor compared
to classical methods. |

Our interest in the transform lies in its speed and

conveniénce in performing convolution ané correlation for radar
simulation. However the advent of hard-wired FFT processors
for connéctioﬂ to data systems increases the speed to that of
the real-time world for some applications. For instance a
1024 point transform can be completed in 22 ms, by equipment
now in the field [20]. This implies real-time operation for
signals with a bandwidth of 25 WHz.. It is reasonable that advances

in computer hardware will greatly increase this bandwidth.

There are a‘nunbéz of differences between the

classical Fourier transform and the discrete Fouriler trqnsfoni o

et et et e e T et




which must be understood to avoid some of the pitfalls [21]
of blind FFT application. Consider, first, the mathematical

operation of convolution which may be written in sanpieé form.
This convolution takes N2 operations.
N-1 '

Y (1)) = at _zo h(t;) x(ty ;) ' (8
1-
The summation of products of h and lagged values of x is
referred to as the summation ofrlagged products. NWe may
recognize this convolution as the inverse discrete Fourier

transform of two input DFT's only when we give special attention,

to the indexes of the samples of h and x. Both h and x must be

regularly sampled N times with a sampling period At and th{;;
lagged samples x(tk-i) must be intefpreted with k-i evaluat
modulo N. This is equivalent to considering the input to be a
periodic time function with périod Nais The convolution opera-
tion as defined by Equation (8) is a circular or periodic
convolution which we shall denote as yc(tk); we may perfornu

convolution using the FFT as follows:

yo(ty) = FFTD (AT (h(y)) . BFT (& (501 )
- FFT} [H(E X(£))

The high speed convolution by FFT of Equation (9) takes s time
prpportionnl'to 3N log N. The factor 3 arises from the two
forward and one inverse FFT's required. For two arrays of N

samples the FFT convolution is faster than direct methods when

-

\
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N is equal to 32 or greater. For N = 1024 the saving in
compdtation time over the direct method is approximately 50
times.

In a fast fixed-point FFT processor the somples dée.
represented by fixed-point binary numbers. These numbers may
be con51dered to be in integer form, i.e., 15 bits = 215 -
32768, and are subject to underflow (going spaller than 1) and
overflow. The effect on error in convolution versus the number -
of bits used to represent the samples in the FFT is shown by
Glisson, Black and Saéé (22]. They also show the trade-off
between automatic array scaling and conditional afray.scaling,

two processes used to-prevent overflow at intermediate stages

in the.computation.

The principal pitfall in FFT convolution lies in fail-
ing to allow for the circular nature of the output yc(tk). In
Fig. 10 ‘the convolution of a harroﬁ square and an RC impulso
response. are shown for two different cases.,. The effect of
sampling too slowly, or of having an insufchient number of
samples, is to introduce an undesireable additional component
at the output of the convolution. This error cooponent is due
to aliasing ‘which means thap parts of the poriodic output overlap
and therefore add together and smear the output. The aliasing
error can be reduced by taking enough samples 30 that the output
of the convolut;on will have died to near zero before one period
at the output is_coupleted. : . c
Two other pitfalls of FFT use are the "picket fence

effect" and the "finite aperture” or "window" effoct [21). Of

Y
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these two pitfalls of FFT use the window effect ig the only '
one which needs attention while performing discrete convolution.
The window may introduce an unintentional discontinuity into
the input data. In Fig. 11 a non-periodic 1ow-pass'nbise
waveform has been truncated and a periodic version created but
this periodic version of the signal is discontinuous.

This discontinuity introduces a rlhé;;g ‘inte the output
of the convolution process. The ringing may be av01dqd by
designing an improved data window. In Fig. 12 an improved
data window is shown along with its effect on the same low-

pass noise waveform. Long datsa records may be convolved with

short fi{ter impulse responSes by sectioning the input record

and performing the convolution on each section separately.
Two methods of sectioning records called overlap- add and
overlap save have been descrlbed by Cooley, Lewis and Welch [23].

e
Cross-correlation is performed on two sets of ‘input

data of equal size by first timp-;eversing one input. Thus
créSs-correlation used for matched filtering becomes identical
to convolution witﬁ Q‘filter,impulse response which is the
time-reversed replicﬁvof the desired signal.

Cross-correlation is subject to the same eTTOTS due
to aliasing and finite data window, that occur in cgﬁvolution.
Aliasing errors in the autocorrelatioﬁboutput:will not be a
problem if the autocorrelation function of the desired signal
£alls to zero within a delay range less than.one period of the ;

correlator output. For our simulations thisans the case s0

that no nliasingrerror was encountered.. Also the ringing caused
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L]

by window induced discontinuities in the input data was
avoided in the simulation studies reported in Chapter 4 of

this thesis by generating continuous periodic data, as will

be described in Chaptér 3.




Chapter 3

Formulation of the Decision-Directed Delay-
Lock Loop using FFT Cross-Correlation

The advent of small high-speed fixed-point computers
has enabled many new systems to be considéred which were not
previously pbssiylt or even economical. Indeed, the cost of
computation is decreasing eveﬁ as the speed of computation
goes up. For continous track{ng of radar range Ly a computer
the process of FFT cross-correlation improved Sy feedback of
computer made decisions suggests itself. Liké the quantized
delay-lock discriminator the delay would be quantized and the
feedback loop would operate on correlator outputs which were
discrete in time. The fast Fourier transform (FFT) can be
used for cross-correlation and has the advantage that it produces
the complete set of lagged producés of the echo undlthe replica.
Although the g?ngle lagged product of the delay-lock discriminator
is adequate f&r closing the feedback loop, and can even be shown
to be optimum for tracking some types of targets [ 8] the
additional correlator outputs of the‘FFT:ﬁrc found to be useful
for providing additional information about the target Tange.

In this chapter the assumptions as to the type of
target, its surroundings, and its motion are stateq. The range 
neasufinga§ignal waveform and the input noise are described. |
This is'foilowed by Woodward's theory of delay measurement [26].

For the random low;pass signal used for range measurement a

m .
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random structure appears around the central peak of the auto-
correlation. This random structure is calléd the "sidelobes"
of the compressed signal. .These sidelobes for a non-repetitive
signai are also called "self-noise'", as they arise froﬁ{the
interaction of non-overlapping parts of the signal return and
the replica in the cross-correlation. The compressed output
from the cross-correlator contains another "noise function' due
to the action of the inpﬁt noise and the replica. The statistics
of this noise fuhction are examined for white and "colored"
input noise where colored refers to noise with the same spectrum
" as the signal. The simulation system .is described including

4

the computer and its peripherals. Finally the logical step-by-

step development of a decision-directed delay-lock ioop using

FFT cross-correlation is described.

3.1 Formulation of the System

A decision-directed delay-lock loop using fast
Fourier transform (FFT) correlation was simulated on the
computer to explore the advantages of using the complete set of
cbrrelator.fhgged products which is produced by the FFI. The
decision-directed loop was developed by a series of simulated
experimentg. often using a sampled version of the delay-lock
discriminator for comparison of performance. Initially the
decision-directed loop was jmplemented in a very simple form.
Each deviati:5

L4
the simulation, to be described, was cured by the addition of

n from ideal response which was discovered during

a refinement to the basic decision loop.
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’The radar signal to be transmitted, to be stored
as the replica, and to be received as the echo was chosen
from a random ensemble of real léw—pass waveforms with a
Gaussian power spectrum. These signals were generated in the
computer by a process to be described. Although it is not
practical to transmit a low-pass signal it may be nodulateg-
onto an RF carrier. If phase-coherent detection is available
at the receiver a noise modulated range measuring.radar could
use a low-pass signal for phase modulation of the transmitted
carrier and the delay-lock loop could determine the range from

the phase modulation recovered by the demodulator. Transmitting

and receiving a low-pass signal by frequency modulation or

amplitude modulation is also a possibility, with some loss in
signal-to-noise ratio [58].-

For range measureiment a random low-pass signal has the
advantage that it never repeats itself, as a periodic’signal
does, s? that the largest unambiguous range can be infinite.

The Gaussian power spectrum produce$ such a desireable property,
as do other random'iow-pass signals such as wﬁite noise passed
through a filter with only poles on the negative real axis of
the s plane [8].. The target was jdealised as a real Fonstant
amplitude point reflector in a clutter free environment. It
was also assumed thatlthe strength of the echo would be constant

regafdless of the target range. This basic idealised tirget

| was buried in a background of thermal noise. This simple situa-
tion of target and noise was chosen to prove the. viability of

' the decision-directed loop. _—
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Thecyate of change of delay was also restricted. For
a delay-lock loop preceded by a phaée-fack loop for coherent
deﬁodulation we assume the Dopplef freqdency to be zero or
tolbe tracked out of the.low-pass modulation so that the only-
change in the low-pass modulation due to motion of the target
js a pure change in delay. A ''range bin" for the delay-lock
loop is defined to be the smallest delay change reéolvable by
the low-pass mogulation used in the delay-lock loop. For the-
.delay-lock cross-correlation system the target is assumed to
remain in one range bin fong enough to integrate its echo for
the length of time required by the correlator; During acquisition
the targetvis required to be stationary in range.

-The noise was a#sumed to be random Eaussian noise

with a flat (white) spectrum. Only additive echo noise was

considered. This white additive ncise has the desireable

property that after the replica is cross-correlated with the
noisy echo, a one-dimensional decision space is prqduced in
which the optimum decision as to target range involves simply
choosing the largest peak of the correlator output [24] assum-
ing no prior range probability is considered.

The case of wideband colored noise input was not
studied extensively for the decision-directed loop as the main
emphasis was on proving the viability of uiing feedback with
FFT cross-correlation. However the cross-correlator output
noise statistics were studied for the case of colored noise

and procedures for producing 2 one-dimensional correlator output

-
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were studied. The cross-correlation technique for colored

echo noise involves first pre-whitening the replica and the

noisy echo before cross-correlation [25]). -

3.2 Woodward's Theory of Delay Measurement

Woodward's theory [26] of delay measurement deals
in a simple ‘basic fashion with the theoretical problems of:
range measurement. Although the signals which he considers
are continuyous rather than sampled, the theory has wide applica-
tion to sampled systems also. Léter; theoretical values obtained
from Woodward's theory will ‘be used_to explain and support the
FFT correlation simulations.

The echo signal returned from the target is idealised !
to suffer only constant delay and the noise in the return is

assumed to be additive white Gaussian noise. The received

echo y(t) is written as:
Cy(t) = u(t-t) + n{t) (10)

where u(t-t) is the delayed signal with delay < and n(tj is
the noise.

The maximum information aboutsthe delay t is-gained
from the return y(t) bylcomputing the posterior distribution
of the probabllity of delay 1 which is written as py(t)
gndicating the probability demsity of v given y(t). ‘This
gistribution is also referred to as the likelihood function

of t. We may write the probability density of v given y(t) as:

N
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(o)

P;(t) = k p(t) exp (- é; ‘S (y(t)\-u(t-r))2 dt} (11)

where N is the one-sided power spectral density of the noise.
In Equation (11) py(r) is proportional to the probability of
the noise waveform received, times p(r) the prior probability
of the delay v, with k included to normalize py(t). In Equation (11)
the term u(t-t) is the delayed‘signal replica with delay t which

is tested (for each value of 1) against the noisy delayed echo
y(t). Equation (11) may be simplified, for our

purposes, by eliminating those terms not a function of t.-
Expanding the integral inside the exponential in Equation (11)
the terms uz(t) and yz(t) may be absorbed into k since they

\
do not depend on the delay . Thus Equation (11) becomes:

py(t) - kl p(r)'exp { N; X y(t) u(t-t) dt } (12}
This assumes that the transmitted energy and the

received energy are-constants. The integral inside the exponential

is the "sufficient” part ‘in that it is sufficient to enable

the posterior distribution to be derived without further

reference to y. Let us define q(1) to be equal to the integral

inside the exponential of Equation (12), thus: \\&E
q(v) -=ﬂ2— S y(t) u(t-x) dt o 1) N
) : ‘ .

LA




We may write Equation (12) in a compact form.
4

py(x) = ky p(r) exp (q(<)) (14)

In discrete form this equation may also be written
as sums taken over successive samples of the waveforms y and

u at regular intervals 1/2ZW in time, where W iy the frequency

beyond which y and u have no components.

py(x) = k; P(x) exp (R Eytut) (15)

In the above equation y* and u* are written with an
asterisk to denote their sampled form and N is the variance
of the noise samples, N = WN,- The function q(t) may be separated

into its signal and noise components.

a(x) = g(x) + h(D) (16)

g(t) is calleQ_the signal function and h(tr) is called the noise

function.
g(t) = ﬁl S d(t-ro)'h(t-t) dt ' (17)
V] : .
h(x) = - S n(t) u(t-t) dt (18)
o
{ --

| The signal function g(x) can’be expressed as ﬁ% Ru(t'To) where
E Ru(t) is the autocorrelation function of u(t). Accordingly g(v)

has a maximum at t = T, the true delay




of the target and theg value of this maximum is:

~

g, ='2E/N, = R /). (19)

where E is the integrated square of the signal u(t).

The noise function h(r) is a random function of r.
Its value for any particular t is a weighted average of the
original noise n(t) and therefore has a 53gssian distribution

of zero mean. The variance of h(x) is given for the case of

discrete samples as:

hl = (i) T NN, ut (20

Evidently the parameter R is a fundamental quantity. R is in
fact the total signal energy divided by the energy of the noise
in one dégree of freedom.

Besides being the peak value of the signal function
g(1), the parameter R is the variance of the noise function
h(x), and the target peak squared to noise variance ratio of
the target-and noise peaks in q(x). Therefore YR i; the peak
to root mean square ratio of the correlator outpﬁt. Tﬁe value
of R thus tells a great deal about the quality of the posterior
distributioﬁ py(t). If R is saall then thé target peak in the
correlator output q(t) may be small compared to the noise. The
target posterior range is therefore anbiguousr When R is large

the target peak g_.. will be seen clearly above the correlator

The range estimate variance is greater than a lower dbound,
see [24]), p. 275, eqn. (106). |
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R=0

.- figure 13. The Structure of the Likelihood Function p (<)

for Various Values of ‘the Cross-Correlator Output Signal

Function to Noise Function Ratio "R" (fro- Woodward [26]).
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noise. A series of graphs of the likelihood function py(t) .
for various values of R is shown in Fig. 13.

The structure of py(t) falls into two classes. The
first when R is large shows one obvious target range and the
noise is negligible. The second when R is small shows a
large number of equally likely possibilities for the posterior
target range when the noise, peaks often excecd the target peak,

The "threshold of intelligiFility" is chosen as that
value of R at which the area under the true target peak and the
total area under the noise peaks are equal. This threshold

value of R = R is given by:
R, = 2 1n RYYS ) (21)

where ™ 8 is the product of the bandwidth 8 of the signal and
the prior possible fange extent YV . |
Information aboutﬂ}he delay t is gained at two different
rates depending on the value of R. At high signal-to-noise
ratio where R is large the target peak at the cross-correlator
output appears unambiguously. But the posterior distribution .
need not have its peak at precisely the delay « because the
noise causeg\ihe peak of the signal plus noise function to be
disp}aced by an amount approximately equal to the variance
of the peak py(t) {27). When R is above the threshold Ry the
accuracy of the observation of delay increases as /R and the

gain of information therefore increases 1ogar1thlicaily with

R. The following equation is given by qudwdrd for R > R,.

~

Lk



-

‘Il - % In (CTa)z-RIZ:e) nats Ei;ﬁ,)

R>Rt
where I'p is the prior deiay range times the signal bandwidth
as before and e is the base of natural logarithms. In Equation
(22) I is the rate of gain of information givén in naturai
units called nats (as oppgsgd to log to base two units of

information called bits). When R is small and pf(f) is

ambiguous then the rate of gain of information is given by:

1, - %n‘ - 3 1n (2R/e)  nats (23) 7

These two rates of gain of information are shown in Fig. 14
for "vp = 30, . . |
This graph of rate of gain of information will be

referred to later in the chapter on results to explain the

bperatgqn of the decision-directed loop.

3 3 Theory of Self-Noise in Circalar Correlation

Woodward's signal function as defined in Equation (17)
includes the assumption that the signal function has one well
.defined laxxnum and falls quickly to zero on both sides of

this maximum. This assumption holds for pulsed radar bursts
and for continuous radar signals if an infinite amount of
integration time is available. However for a short time
segment of a randon low-pass function the assugption does not

hold. . In particular consider a 1024 sample section of a random



41

INFORMATION
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INTELLIGIBILITY
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1.5 ‘ 20 25 30

figure 14. The Rate of Gain of Information ( nats per
Croﬁg-corrglator jteration ) Versus R,
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low-pasé signal with a Gaussian power spectrum. . It will be
convénient here to assume thét the variance of the power
spectrum is equal to 50 samples since this was the spectrum
‘used in the simulation.
. .

The circular cross-correlation used to detect the
'range of the target is shown in Fig. 15. Without loss of
generality assume that the delay of the ta%get is zero. If the
input noise component n(tk) is assumed to be zero then the

discrete cross-power spectrum S2 (fk) has no significant

frequency components greater than the 24th complex component

as shown in Fig. 20(b). The equivalent rectangular spectrum
to that of Fig. 20(b) has 15 equal strength frequency components. %?'
For simplicity the self-noiée problem will be reduced to the

case of independent saﬁples at the correlator output. This can

be done by reducing the saﬁpling rate of the circular signal

function Rc(rk) as shown in Fig. 15'unti1 the critical Nyquist

sampling rate is reached. For the signal spectrum considered

with an equivalent spectrum having 15 equal strength independent
frequency components as few as 30 samples of the circular
autocorrelation function may be taken without(undersampling.

The low-pass signal may be sampled in time at this
reducéd rate. Let the independént samples of the time signal
i=1, 2, ...30 and let the a; be chosen from random
white Gaussian noise with variance equal to unity. This
simplifieﬂ model of the cross-correlation will be used to cal-

culate an upper bound on the circular signal function-to-noise
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s(tk)+n(tk) S(£,)+N{£)
FFT

R.{7y)
< LA e
s(ty) S(fy) Ssz(fk)+5(fk)ncf'k)
—{  FET :

figure 15. The Circular Cross-Correlation using the FFT.
s(tk) is the Sampled Signal and n(tk) is the Sampled Noise.
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function energy ratio R/ The circular autocorrelation function

of the independent time samples a; may be written:

30 . ‘ ’
RC(N) - ifl ai ai"’N (24)

where i+N is evaluated modulo 30. The central peak RC(O)

the circular autocorrelation function is equal to:

WOy - r_ a; = 30 (25) -
jel b

where the bar denotes mean value. The sidelobe structure of

R (N) is made up of those values of R (N} with N ¥ 0. The

1nd1V1dua1 products in Equation (24) m = 3y N ¢ 0, have

BieN’
a variance which was talculated by 51mu1ation. The Gaussian

distribution of the samples a; is written:

p, (a;) = exp (-8;2/2) | (26)

2%

o

where the value of a. is restr;cted to magnitudes less than six
due to the method by which the random Gaussian numbers were '
produced [28]. This limitation has little effect on the
pfoduct m as the probability of a Gaussian variabletexceeding
six times the standard deviatjon is negligible. Accordingly
10,000 products m = B, &, \» N ¢ 0 were squared and summed

to yield the mean square value:
&

ml = 1.02 % 0.03 | @n



45

The error bounds shown are for a 90% confidence lével and were
obtained by estimating the variance of 10 trials of 1000 products
each by the Monte Carlo method (see Appendix A}. In fact 1t can
be shown from theory that ;Z = 1 which is proven as follows.

Let the probability density of m = a, a, be pm(m). The elements
contributing to the product m where m is constant lie along a

hyperbgla defined by m = a3, a, thus:
v A ‘O

py(m) dm = p_(a,) p,(a,) d a; da, (28) :

We may integrate Equation (28) with respect to ay using the sub-
stitition a, = m(al, d a, = dm/al:

(29)

R

v

Because of Equation (29) we may assume without loss of generality B
that "m" is positive, Let x = alz and dx = 2 a; d a; so that
Equation (28) may be written in the form

T

pg(m) = 3= g exp -3 &+ & (30)

We may express the bracket inside the exponential in Equation
(29) as a hyperbolic cosine function by making the substitution

X o aY
m
. o -
An alternate proof is as follows:
v - ob
E ‘iz} - S S a ag r, (a;) pa (a,) da; da,
. % ‘

2
1
2
1 P (‘1] d‘l]

. H‘

o
L
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so that dx = m 34 dy and we may write Equation (30) in the form:

Y R4
Pl = 75 & exp [~ m (F=5—)] dy

= %? S exp [- m cosh y] dy (31)

From tables of definite integrals [29] we find Fquation (31)
is one definition of the modified Bessel function of order zero‘
commonly denoted as Ko(m)! We may write the solution to the

integral in Equation (31) as:

(32)

Finally the variance of the product m = a, a, vhere a, and a,
_are independent random Gaussian numbers with unity variance is
" given by: .

me = 2 S n? p(m) dm (33)
o]

Thus we substitute Equation (32) into Equation (33) and using
tablég*éf Bessel integrais [30] we find:

- w2 K (m) - 4 r3(3/2)
—2' a 2 _.._.—'2-——-— dm = —2—1__ - 1, (3‘)
m T (z)

0 b

where r(%) is the Gamma functidn'[29] evaluated for the
argument 1/2. We may compare the variance of m obtained by -

simulation Equation (27) with the variance obtained by theory




47
Equation (34) and note that they agree within the measured
experimental error. We may now calculate the variance of

A

the ‘sidelobes of R_(N) defined by Equation (24}.

b
RIMN) =T m% =30, ,NFO (35)
- i
i=1
The ratio of the energy of the central peak of the autocorrela-

tion function to the energy of the sidelobes is, from Equation

(24) and (25),

——

Rpax " Re (0 302 s (36)
ax E—IIg; I0 :
(o N¥0

Thus the self-no{;e of the random low-pass signal limits the
maximum correlator output signal function to noise function
energy ratio to less than 30 even when the input noise is
reduced to zero. This places a restric?ion.on the amount of
information about target range which can be obtained from one
correlator output. -Substituting R .. * 30 into Woodward's ‘
equation for ratelof gain of information at large values of R,
Equation (22) the maximum information gained per correlator

output is:

-
1

1 % log, (ﬁ? 82 R.‘xIZie))

max

7 1og, (302 30/2ve) e Y)

S bits \\;
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where g is the number of resolvable range elements in the

ik

prior range interval T . If the  correlator output has 1024
samples of range then 10 bits of inforﬁation are required to
pick one range sample from all the others, in the absence of
prior information about range. Thus it can be inferred that

the signal used is not capable of pinpointing range to one

[

sample in 1024 in one correlator output or jteration. More
information per iteration could be gained by increasing the
bandwidth and the compression ratio of the signal.

3.4 The Covariance of the Circular Noise Function
at the FFT Cross-Correlator Qutput

The covariance along the delay axis of the circular

noise function was obtained by averaging circular noise products
at the correlator output. The circular noise function is defined
by: 1S
N
Ho(kat) = Ho () = I n(ry) s(tyy) (38)

where n(ti) is the noise sampled at time iat @herg At = At

and S{ti-k) is the sampled signal with the index i-k evaluated
nodulo N. The covariance of the circular noise function is

written:
RH(k) = E {(H(m) H(m-k)}- _ (39)

where m and k are integers and E {"} stands“for expectation of
the argument. The covariance of the noise function RH(R) is

important as it indicates if any further processing pf the

L]
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correlator\output would increase'the output signal-to-noise
ratio. Both white and colored input noise are considered.

The transmitted signal was chesen to be random
Gau551an low-pass noise as obtained by p3551ng white noise:
through an RC low-pass filter with a cut-off £frequency at
200 Hz. The resulting noise waveform was converted to digital
form by a 14 bit analog-io-digital converter sampling at a
25 kHz rate. The white noise and'colored noise to be added to
the signal were also obt#ined from the saﬁe source.

lTh. signal plus noise was cross-correlated with a
noise free signal replica using an FFT convolution of 1024 sample
arrays. After cross-correlation the mean target peak was
subtracted from the output and the covariance of the remaining

noise function was computed. The circular autocorrelation

function of the signal R (k) was fitted to an empirical formula

given by:

# R, (k) : (3680/3313) EXP (- 0.051 k)
-(318/3313) EXP (- 0.003 k) (40)
(44/3313) EXP (- 1.1 K) {
Thus to a first approximation the circular autocorrelation
function of the signal was an exponential decay on the positive
delay axis with a decay constant of 1/0.051 = 19.6 sﬁnples.
From theory fqr‘an RC low-pass noise with a cut-off frequency

of fo Hz the corresponding autocorrelation function is given by:



R(x) = S 2 (£f) cos wt df w = 2xf
" .

- . i "‘
- S 2 K/Z_ . cos wr df (41)
1+ (u/mo)
. _
:1]
« X -2 EXP (- - .
T ( wo |Tl) ‘ //f ™.

™

where w, = 1/RC = 2= fo and K/2 is the input whitéisbise power
te the RC filter given 1in volts2 per Hz, and GS(f) is the power.
spectrum of the loe-pass signal.

Comparing Equation (41) and (40) we can calculate

the measured cut-off frequency of the RC low-pass filter; thus:

Yo 25000

fo =y Ty X 0.051 = 203 Hz (42)
where 25000 corresponds to the sampling rate.
This agrees closely with the actual cut-off £ cy at
e N

200 Hz as indicated previously.

o

The measured signal circular autocorfg\l.;
R;(k) is graphed in Fig. 16. The ¢ircular noise fﬁnction
covariance Rﬁ(k) is also shown in Fig. 16 for both white and
co}ored input noise. Here ncolored” noise means noise having
the same spectrum as the desired signal. It can be shown
theoretically that the covariance of the noise~function is equal
to the convolution of the two autocorrelation functions of the
signal and the noise respectively. This preof is restricted
to infinité sanple sizes and will be given here in terms of

continuous waveforms. The theoretical curves of Fig. 16 were

L4
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calculated using this theorem.
Let Rss(r) be the autocorrelation function of the
"signal and let Rnn(r) be the autocérrelation function of the
noise. Rh(x) is the cov?riance of the noise-function h{x).
We may draw a model matched filter, Fig. 17, “which may not
be realizeable because of the infinite extent of the signal.
The power spectral density of the noise function out-

put of the filter is given by:
. z '..
Gh(f) = B (f) Gn(f) . (43)

where B(f) is the frequency transfer function of the matched

filter. But the filter has the impulse response s(-t) and

hence: , o
2 Y
B (2 = G, (f) (44)
where Gs(f) is the\power spectral density of the signa " Hence
we may write:
Gy () = G (f) G, (f) (45)
and the inverse Fourier transform of this equation is: o,
) - _ L
Ry(x) = F'1 (G(D)) = F (G(f) 6,(D)) -
(46)

Ry () = Ryy(x) * Ry ()

where the asterisk denotes convolution. For example if the
noise is white and Rnn(tl = §(x) vhére §(x) is an impulse

occurring &t v = 0 then we may write:



nt)

s ()

FILTER WITH

3% IMPULSE RESPONSE
(-t}

53

figure 17.. A Matched Filter Model of Cross-Correlation.




Ry (x) = R__(x) * &(x) 7= R (x) (47)
and if the noise is colored and has the same spectrum as the
signal then: -

Rh(x) = R () * R g

() (48)

-

Theoretical curves from Equations (47} and (48) lLave been‘
Iplotted in Fig.. 1l6. E{pm the agreement between theory and the
' measured covariance of‘therFFT correlator output we'conclude‘
-that the flnite sample s1zes used in FFT correlation do not
alter the statlstlcal theory of signal detect1on, Thus for
our delay detector ‘we shall use a correlator folloqed_by a
"largest of"‘defectbr._ For this purpose, we maj rgduce the
received wavéform to a single ngﬁter which .is a"poiﬁt in a
decision space. Th1s operation is performed physically by a
correlation 0perat10n and is 1nvar1ant to .the decision criteridon
that wé plan to use .[31]. For example when the noxsg'lnput |

is white, the circular noise fuhétion has a covar{ance eddal

to the circular autocorrelation function of the signal. When
this state is”reached at the correlator output no'fuythér
maximization of the targetrsignal functioﬁ to noise function
energy ratio is possible. We conclude thkt picking the largest
correlator output is an optimum detection rule for white input
noise, notwithstaq§ing-thﬁﬁfinite'sﬁmﬁle;size;and the self-

noise produced by the‘siﬁnal.

4
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3.5 Computer Peripherals and Subroutines
Available for Simulation

The simulations were performed on a fixed-point
computer (CDC 1700) having analog to-digital converters, an
FFT subroutine, and d1g1ta1 -to-analog converters for oscillo-
scope display. A high speed disk storage holding 1.5 million
16 bit samples provided intermediate storage for data and
results. The analog-to-digital converter had 14Abit accuracy

and was used to convert analog random Gaussian noise to random -

S
~

digital sampleé. The FFT subroutine would accept arrays of -
complex 14 bit samples and convert, say, 1024 complex time

samples to 1024 éomplex spectral coefficients.

The circular crbs;-correlation'of two input time
séquences is performed by first time-reversing one of the
sequences before storing it in its array. Negtjéacﬂ input
array is converted in place to a discrete speétrum by a forward
FFT. By multiplying each spectral coefficient by its correspohd-
ing coefficieﬁt in the other array, an array of cross-power
spectral components waS'generated; the inverse FFT of yhich-
wbuld yield the circular cross-correlation of the two time
input arrays. ' -

‘Before, during and after crdgs-correlation the arrays
were observed on an oscilloscope after buffered digital-to- -
analog convers1on t; 15 bit accuracy. The observation of these
arrays corresponds to measurxng and observing analog voltages

on an oscilloscope and serves three 1mportant purposes. Firstly

the display ensures that no 1ntermed1ate results have overflowed.
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secondly the display praovides a fast convenient way of

observing the elements of the correlator output (the decision
space). Thirdly it allows the stored Tesults to be retrieved

from disk storage and photographed.

3.6 The S1mulat10n Block Diagram

The delay lock discriminator is a range tracking
device with 2 block diagram shown in Fig. 2. The replica 1is

d1fferent1§?h@_w1th respect fo time in order that the output

of the correlator will contain the first derivative of the
signal autocorrelatlon function with respect to delay_(see
chapter 2, section 2.2.2 for a proof). When the autocorrela- 5
tion function is a maximum the first derivative with respect to

range passes through zero. Thus an error correction voltage

nonlinearly dependent on Tange, equal to the differentiated

autocorrelation function, appears at the cfoss-cor%elator out-

put and supplies the cogrect1ve feedback _ ";¢;

The delay lock discriminator was s1mulated in d1s-
crete form as shown in Fig. 18(a). The multiplier and low-
pass‘filter of the analog device were'réplaced by the FFT cross-
correlator. The FFT cross-correlator acts in a mannersbquiva—
lent to é multiplier followed by an integrate and dump filter -
where the time of integration is equdi to the time over which
the input time sequences were taken. The first difference of
the FFT cross- correlator output is taken in place of the device

which differentiates the replica 1n the corresponding analog

delay-lock discriminator. Although only the central element
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MR(1) of the first difference,of:the correlator output is fed
back, the entire first diffef;nce was observed during simulation
. to examine the cause of nonlinear response. A constant k
multiplies the output MR(1) to control the lecop gain. This
delay-lock discriminator operates as a sampled data feedback
loop in that the ocutput of the correlator can only be sampled
periodically at the end of each correlator period.l The digital
filter with transfer function H(z'l) has input k.MR(1) andran
output denoted by JFB. The unit-delay operator 271 at the
digital filter output serves-to represent the fact that the
digital filter output JFB has no effect on the loop until the
-end of the next cross-correlator period or iteration; ‘In other
words the presence of the 2”1 as a multiplying factér inside

the feedback loop assures real-time realizeability [32].

The corresponding decision-directed -loop is shown in
Fig. 18(b). The "largest of'" detector helps.idéntify the
delay of the largest peak of th& cross-correlator output. The
delay estimate obtained in this way is fed back to correct the
delay of the replica. Notice that a differentiator is not
necessary in this case and that all of’thg lagged products of
the cross-correlator are used in the decision process.

The two loops of Fig. 18(2) and 18(b) have real inputs.
In Fig. 18(c) the functions of the delay-lock di;criminator and
tﬁe decision-directed loop are carried out simultaneously by
FFT processing of two real signals as realthnd imaginary parts .

of one complex signal. This was done in order ‘to compare the

—



performance of the two devices side by side.

The task of generating the required signals with
Gaussian power spectrum has been simplified by allowing thé
inputs to be white noise and shaping their spectruh after the
first FFT as shown in Fig. 19. This was done for two reasons.
First, by neglecting shaping the speetrum of the sigﬁal until
absolutely necessary the repetitious filtering of iong inpuf
records was eliminated. Second, by shaping the white noise
spectra and then using an inverse FFT to produce_ghe input time
sequence the continuity of the input data was guaranteed and

the ringing due to "window effect" was avoided (see Chapter 2,

|
1

section-2.5). -

The fg}}able delay was simulated by transferring
15,360 samples of white noise to the disk storage and picking
up the section of noise desired by means of a wo;d addressable
disk driver subroutine. The input noise on tfie disk was renewed
after each correlator output.

»The grray used to weight the voltage spectrum at the
output of the FFT is shown’in Fig. 20(a). This weighting
'Sw(fk) was equal.to the square root of a Gaussian curve having
a variance of 50 samples and is given by: |

1/2

s, (£,) - 15000 [exp(-k2/100)] (49)

+ +

k-o' = 1. = 2.-.-‘: 512
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A typical spectrum obtained/ by weighting white noise is shown

in Fig. 20(b) and the c responding sequence in time obtained ‘

~

by an inverse FFT is shown in Fig. 20(c). The two ends of the

time sequence wrap around and join at the orfgin of Fig. 20(c)
showing a smooth joint with ho.discontinuity.

In Fiﬁ. 19 details of the spectral weighting and the
addition of white noise are shown. Notice that the white noise
ijs added to the delayed 1nput signal only after the target helay
and the first FFT. This-saves time otherw1se spent in adding
noise to the entire possible 1nput sequence of 15,360 samples.
As the voltage spectrum of white nﬁise is also white [33] this
simplification is justified. The signal-to-noise ratio was
controlled by dividing the noise by an integer quantity called
JSNR in the simulation program. ‘In section 3.8 this parameter
will be related to R = 2 E/N, where E is the total signal and
No/2 is the npise energy in one degree of freedom. A sigﬂal
plus noise time sequence is shoﬁn in Fig. 21 for JSNR = 2. As
a result of the cross-correlation of the replica with the target
echo plus noise the correlator output forms many smooth peaks,
all similar to the autocorrelat1on function of the noise free
signal and one of these peaks must be ijdentified as the target.
In-Flg. 22 the correlator output and the first difference of a
similar correlator output are shown. ' The delay-lock discriminator
genefates jts feedback on the basis;of one central element of
the first dlfference shown. The decision-directed loop makes

its decision on the basis of the entire set of lagged products
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of the correlator. The simulataon of the delay-lock discriminator

]
will be discussed first.

3.7 The Delay-Lodk Discriminator

3.7.1 The Delav-Lock Discriminator with No Digital Filter

The simplest delay-lock discriminator tested involves
no digital filtering of the FFT cross-correlator output. The
performance of this loop was tested by varying the loop gain
factor "k" of the system as shown in parts a, b and ¢ of Fig. 23.
This loop is clearly not suitable as a tracking device for two
reasons, a) it is incapable of reducing the st;ady state error
for a step input of Sélay to zero and, b) when the loop gain

is set at a high value to reduce this error the output begins

to hunt.

3.7.2) The Delay-Lock Discriminator with Firét-
Order Digital Filter

The performance of the delay-lock discriminator can
be improved by ;he addition of a first-order digital filter
H(z'l) that is_the digital equivalent of a low-pass'RC filter.
The inclusion of the filter serves to reduce the delay'j{tter'
caused by noise. This digital filter may be obtained by applying

the impulsé equivalent analog-tordigital transformation {34}.

1 1 -
A O<e
S'Fp —-? l-e-pTz-l (

<1) S (s0)

where p is the pole of the Laplace transform of the low-pass RC

filter impulse response and T is the period of one iteration in
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fiﬁure 23, Step Response of the Delay-Lock
Discriminator with no Digital Filter. The Parameter

k Controls the Feedback Gain.
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the loop. When the factor e-pT approaches zero the bandwidth

of the loop is reduced and delay jitter is reduced at the

expense of transient error. When on the other hand e PT approaches
unity the bandwidth of the loop is increased and transient error

is reduced at the expense of an increase in delay jitter. The
low-pass digital filter obtained in this way is as' shown in Fig.
24. Thus the program to represent this digital ;iltering opera-

tion is:

_p'r

JFB_ =e JFB
n n-

L+ INPUT (51)

Note that according to Fig. 18(a) the INPUT to the digital
filter is equal to k.MR(1) where k is the loop gain factor
and MR(1) is the central element of'the first difference of
the correlator output. JFB_ 1is the digital filter output at
time t = nT, and JFB__, is the past value of the digital filter
output (i.e., at t = nT-T).

In Fig. 25, five step responses of the delay-lock

discriminator are,shown to demonstrate the effect of varying

the time constant of the loop, that is ¢ PT

, the loop gain factor

k, and the amplitude of the step input of delay. In Fig. 25(a)

the response appears rather slﬁggish‘vith a steady state error;

the system settles down at a delay value slightly above the

input step amplitude. This effect is caused by the quantization
ela;; In Fig. 25(b) leaving ¢ PT unchanged but increasing

the gain results in an’oscillating limit cycle. Similarly

oscillation is obtained for a slightly different o'pT in Fig.

25(c). In Fig. 25(d) the steady state error of one sample is
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reached in only 2 iterations; however for a larger input step
amplitude this is not tye case as in Fig. 25(e). Notice in
case (e) the slow initial response to the step followed by an
increasing response as the final delay 1is approx1mated more
closely. This is due to the value of the step input of delay
béing increased so that the error feedback characteristic shown
in Fig. 26“i§‘pu1}ed away from the linear central pdftion.

e
3.7.3 The Delay-Lock Discriminator with
Second-Order Digital Filter

The next version of the delay-lock discriminator

investigated used a second order digitallfilter with a transfer
P

-

function defined by:

-

pa)

L4

H(z D) = 1 o 0 <ePT <1 (52)

El—z'l)(lwe'pTz'l)

\

The factor —"'_T' represents the digital equivalent of an ideal

integrator; 1t was included in the loop in order to reduce

the steady state error of the loop to zero. ' As in the previous .
delay-1ock discriminator the digital filter defined by Equation -

(52) contains the factor _—_%ET_TT which 'is the impulse equiva-
l-e z .
lent of an RC low-pass filter, included in order to reduce the
2
delay jitter caused by noise. The block diagram of the d1g1ta1

filter defined by Equation (52) is shown in Fig. 2%
| The delay-lock discriminator and the decision-directed

loop are intended to operate simultaneously to compare their
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performance at high and-low signalfto—noisq ratios. However

a meaningful comparison of the per%ormance of the two devices
for a given input of delay (step input, for example) can only
be made if the delay-lock discriminatof is operating in an
optimum fashion for that input. The error characteristic of
thqﬁdelay-lock discriminator is nonlinear as shown in Fig. 26.
Accordingly the delay-lock discriminator using the second-order
digital filter of Fig. 27 was optimized for a step input of

20 delay samples by means of computer simulation. Specifically
-the mean squared error for the delay step over 20 iterations was
minimized by varying the loop gain factor k and the exponential
factor e-pT for a signal-to-noise ratio JSNR = 2. The value of
e-pT thus determined was found to be e-pT = 0.2 and the value
of the loop filter factor k was found t6 be k = - 1/28. The
step response of the optimized delay-lock discriminator with

second-order filter will be shown. in Chapter 4.

3.8 The Decision-Directed Delay-Lock Loop

" In this section the statistical distributions of the
,targék and the noise at fhe output of the FFT correlator are
shown._-Fhe decisions of the decision-directed loop are based
on the calculation of the distribution ofwihe target range
posterior probability. The decisidn process was successively
~ refined to allow consideration of'up to three possihle thtget
’ranges as indicateqdby the three largest peaks of the correlator

output. y



V4

e

72
+ S
_§.1 FFT Correlator Output Statistical Distribution "z~

The FFT correlator performs c1rcular cross-correlation

on two segments of 1024 samples of the two 1nput sequences, .
the replica and the target echo plus noise respectively. The
amplitude statistics of the signal function and the noise
functionAat the correlator output we;e measured so that the
feedback for the decision-directed loop couid be. determined in
an optimum manner. The two 1024 sample segments of echo and
replica were chosen from fhe signal record stored on the disk
storage. The fraction of 1024 samples which are identical in
both segments determines the fractional overlap between the
echo and the replica. The remaining fraction which 1is not
coincident in the two segments is called the offset.

The target echo aﬁplitude after circular cross-
correlation is equal to the value of the target function peak.
This signal peak is located away from the origin of the range
axis at the correlator output by an amount equal to the offset.
As the overlap decreases the target peak amplitude decreases
in a linear fashion. "A large number of peak values of a single
target were computed for different amounts of overlap from 100
to 50 percent, as shown in Fig. 28. We can see that the peak

value and the overlap are diractly proportional to each other.

_ This is to be expected from any echo which is coherent with

the repllca. The proportxonal linear curve shown in Fig. 28

extends to the origin of delay at zero overlap. Two periods of
"L“‘ -
the circular correlation are Qhown in Fig. 29. Both periods

-

are idenptical ahd they serve to jllustrate range ambiguity.

%

-
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If in Fig. 29 we observe a target peak at the 300th positive

delay sample we canfidt be sure that it may not be due to a
negative offset of 724 delay samples. The only means of
redolving this ambiguity is to observe the target peak amplitude |
as the replica delay is altered. If the replica delay is
increased by 300 samples either the targéf peak will be maximized
or the target will disappear. If the target peak disappears
the correct offset was breviously - 1024 + 300 = 724 delay
samples. This ambiguity is not a problem if the observations
of target peaks are made near the delay origin in the center of
Fig. 29. At this location nearly all the gargets observed will-
have near zero offset aé the amplitude of the ambiguous targets
is very small. |

The target peak value for zero offset‘is.nét constant

however because of\}he statistical variation in the energy of

the low-pass random signal. In Fig. 30 the cummulative dis- o
tribution of target peak value is shown for-zero and 500 sample
offsets. An error/}ué:£iqn equal tqpibe integral of a Gaussian
curve can he fitted to the tﬁrget peak aﬁplitudé cummulatiye
distribution. From fhis fitteducu;?e\{be mean value of the
target peak for zero offset is 1500 and the standard deviation’
is 400 at JSNR = 10.° Similarly for an offset of 500 delay
samples the mean is 750 and the standard deviation is 330.

‘From this we conclude that the mean value is proportional to

the offset and that the variance is also p;OportionaI-to the

offset, for zero input noise.

The cummulative distribution of the noise is shown in

‘).;"
o
v

--=.————/f‘
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Fig. 31 for 3gvera1 valdes of J$NR. ‘The distribution of the
noise fits a Gaussian curve with a ﬁean slightly greater than
zero and a variance which increases with decreasing JSNR. The
fact that the supposedly zero-mean noise has a 5lightly positive
mean can be attributed to an asymmetry in the analog input noise
used to generate the signal and the noise. However since this
asymmetry exists in both the desired target signal and the input
noise, the éffect of the asymmetry may be neglected.

The distribution density of the target peak and the
noise is shown in Fig. 32. If we desire to detect the.target
peak Jh the hasis that'it exceeds the noise we might set up a
threshold which the target peak nearly always exceeds and the
noise seldom exceeds. In a surveillancg radar a very low
probability of false alarm is desireable which would imply a
. high threshold. However in a tracking radar range loop the
signal-to-noiée ratio may be low and the system has the ability
to track the target range even with the occasional range error,
thus in the decision-directed loop a very low thresholid can be
tolerated and any noise peaks which exceed the threshold and
the target peak may be rejected by the decision process. The
decision process and the number of times noise generates false .
alarms is discussed in the section on posterior probability

which follows.

-
~

3.8.2 The Calculation of the Posterior Probability .of Delay
_ *
In this section the relation between the"signal-to-noise

ratio, JSNR, and the correlapof ougg?t peak energy to noise
' . \

L
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Ly

function energy ratio R’'is shown. The dependence of R on offse r
is also calculated. From Woodward's theory of delay measurement\gk\‘\
the optimum decision policy is to compute the posterior dis-
tribution of the range probability'and make a decision bésed on
this information.

The relation betwen R and JSNR was obtained by comput-
ing a large number of target outputs for zero offset, with
different values of signal-to-noise ratio controlled by the
integer factor JSNR which diJides the noise spectrum in Fig. 19.
The square of the target peaf was diGided by the mean square
noise function to ohtain R. A calibration curve which will be
useful to explain the results is shown in Fig. 33. R is also
equal to 2E/N, from Equation (19) where E is the total signal
energy and Ny/2 is the noise energy per sample. Theoretical
points calculated from Equation (9) and Equation (36) are also
shown. We can see that as JSNR increases the value of R is
bounded above by the self-noise produced by the random low-
pass signal. For an infinite period of integration we would
expect R to be proportional to the square -of JSNR since the
energy of the noise is proportionaf'tp JSNRZ. However the finite
FFT integration wﬁich only sums 1024 sample products causes R
to saturate very qﬁickl&.‘ By coﬁbining several correlator
outputs a larger effective value of R may be produced. Values
of R below five were not measured as these values do not allow

o

a delay-lock loop to remain in lock unless extremely long time- .

averaging was used inside the loop.
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The value of R is also proportional to the square
of the fractlonal overlap. The noise-function and self-noise
energy are independent of the overlap but the target amplitude
is proportional to the overlap.

The dependence of R on JSNR and OVefiaﬁ indicates N
the information about range per correlation depends on these
factors.. _ |

The calculation of the posterior probability of target
deI:; Py (¢) is made after the correlator output and is based
on that output and the prior probability of delay as in Equatlon
(14) which 1is repeated here.

-

py(x) = kp(x) exp {q(s)) AU €5

where p(t) is the prior delay‘pfobability-and q(tr) is the
correlator output. ‘ -

The "largest of" detector of the decision- d1rected
loop operates by choosing the delay of the largest value of Py ()
as the correct target delay. There are two cases to consider
depending on the value of R. If R is below the'"thrﬁshold of
1nte111g1bi11ty“ given by Equation (21) then the poster;or '
probab111ty is ambiguous and no decision is possihle without
a high probability of a serious error. This case i? not
considered suitable for the dec1sion-dirécted loop.' The

critical value of R = R, for this threshold is:

-
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Ft =21nRT8=21n30+2n R, O (54)

oA - R, = 11.726

The second case where R > R, allows decisions to be made at
the rate of one per correlator iterﬁtion, and i; the case
whlch will be discussed in what follows.

In the calculatlon of Py (1) us1ng Equation (53) it
is not necessary to exponentiate the_correlator output q(r)_ ¢

if we Tewrite Equation (53) by taking the natural logarithﬁ

of both sides.

1n py(r) = q(t) + In p(1) + In k ' (55)

Since the natural logarithm is a monotonic function the most
probable value of delay cah be found by choosing the 1§rgest
value of ;hE\Qeft hand side of Equation (55). I1f the prior
delay probability is flat (i.e., constant) or varies slowly
over the range of delay of interest then we Rmay approximate ’
the maximum value of 1n py(r] by picking the largest value of
q(tr). This was done in the decision-directed loop to simplify
the calculation of the most probable delay.

At low values of R the probability of making A decision
error is related to the probability that the noise function :
exceeds the signal function. Since /E is the peak of RMS
ratio of the signal function to noise function at the correlafqr

output we may calculate the number of times signal exceeds noise

as 8 function of R by assuming the noise function to have &

/ N
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Gaussian amp11tude {distribution. Fronm Fig. 34 the value of

R below whlch mgst of the decisions will be in error is R = 4,
we conclude therefore from the calibration of R versus JSNR X
Fig. 33 that operation of the loop below JSNR = 1 will be

erratic.

3?8.37 Refinement of the Decision-Directed Loop | T

/‘

The decision-directed loop was refined by a series

of stages which are reported here to show the types of undesire-

able responses which occur when the decision process is in erro}.‘
The first decision feédbaék was based\gn detecting

iherlargegt peak of the'correlator output gnd from its position

on the'delay axis the delay jhmp to synchronize the replica

4

with the target echo was determlned Such a system would be

dead-beat in one iteration: independent of the size of the input -
delay error as lo as the overlap bétween target and replica
was nﬁt ;nitiqlly;zero. For this decisionvprocess the prior
delay probabality was constant. .

The input delay HQ; set to stay constant for S itera-
tions, to step up by 20 delay samples on the -sixth iteration
and to step down on the 16th iteration to the former value.’
Such a test delay input allows both jitter ‘and transient response
to be tested. The decision-directed delay- lock loop and the !
delay-lock discriminator which ran simulttneously arq shown @ﬁ
. Fig..18(c). The low-pass digital filter incorporated into the

delay-lock discriminator {s shown in Fig. 27. The rosponse to

the deliy input of each loop js shown in Fig. 35(a) for JSKNR - 18

_ . ' ’ .,
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figure 34. Number of Times Per Iteration that Noise
Exceeds Signal at the Cross-Correlator Qutput.
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and Fig. 35(b) for JSNR = 1.

At high signal-to-noise ratio the respohse to the
decision-dir?cted loop ig dead-beat in oﬁe iteration as expected
and the response is much fgster than that of the delafiﬁock
discriminator but at low.-#ignal-to-noise ratio the decision-
d1rected loop makes occasional intolerable errors and behaves
very erratically. One possible remedy is to reduce the loop
gain of the decision-directed loop by a factor greater than one
a§ shown in Fig. 35(c)’ However the decision-directed loop is

now slower in its response although the errors are only half

~as bad. Obviously this is only a temporary solution.

The answer to improving the operation of the decision-
directed loop lies in making uSe of prior range information as
obtained from the p;eviéus iteratioﬁ, At 1@w‘signa1-to-noise ratio
peais at the correlator output may exceed the target peak. .The
false targets which appear due to the noise may be rejected pn‘
the basis of prior target range probability.' The noise peaks
will beiray their nature by occurring at random over the delay
range while the target may Appear several times in succession
near the same range. |

However if we pick only "one largest” at each iteration

then at low signal-to-noise ratio, R equal to or less than 4,

one largest in some cases will be a noise peak. The

answer this.problem lies in picking two or even three peaks

at each iterat and calculating their posterior probability K
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Fdr the system which picks "two largest" the cal-

culation of the maximum posterior probability proceeds ag
‘follows. First. 1in the range of jnterest at the correlator
output, where the offsets being considered are say, -512 delay
samples to 512 delay samples, the two largest correlator peh;g
are chosen. These peaks are at, say, T; and Toe Then from

Zquaticn (55) we may write:

L

In p,(s)) = aly) *+ 1nplxp) * 1n K C(56)

1n py(rz) = q(rz) + 1n p(rz) +1n k (57j

e

The most probable target delay is chosen from the largest of

either:
' q(¥1) + In p(1,) > q(z,) + 1n P(Tz). - .. (s8)

Therefore we record q(tlj and q(rz) as the largest correlator
outputs and weight them by adding 1n p(tl) and In p(tz) respect-
ively, uhere p(rl) and p(rz) are the prior probabilities of the’
target delay. If the target is assumed to be tracked by the
decision-directed loop~then the overlap is likply to be alnost.
100%. As an example assume a Caussian prohability of target

delay centered at the same delay as the feplica, so that:

p{t) = exp (iﬁﬁ%—) { | ! (59)

where the standard deviation of the prior target delay is 50.
This sets an allowable range of delays over which the target

may appear on eaqh jteration. If this deviation is made too
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small the target will be lost-if its&delay changes suddenly.

Substituting Equation (59) into-Equation (58).we get
ey 12 It 12

a(ry) - —eggy > (x2) - 560D (60)
Equation (60) sets the weights which are added to the cotrelatof.‘
outputs q(tl) and q(rz). From an examination of Fig. 34 for
the number of gimes on the average that noise exceeds the signai
peak we can see that the method of Fquation (60) will fail with
a high probability for values of R less than R = 3.

A further refinément is to extend the method to ''three
largest' peaks.. This will allow the value of R to fall as low
as R = 2.5, The'extension to four or more possible targets is
obvious but from the steep increasé in the probability of an

error as shown in Fig. 34 for R < 3 the point of d1m1n1sh1ng

_~returns is rapidly reached. Therefore we will limit the final
refinement to include the calculation of \Q:\TOStCTiOT probability |

of three largest correlator peaks.

-

31.8.4 The Decision-Directed Loop with the
"Three Largest' Peak Netector,

In the block diagram of Fig. 36 a decision- directed
delay tracking loop using & “three largest"‘peaks detector is
shown. This detector operates by choosing one largest peak and
then blaﬁking'gat that region of the correlator output with
zeros and then chooses the next largest from the non-zero samples
remaining. After zeroing out the second largest peak the third

_iargest js ‘chosen. This method .avoids picking a1l three largest

/
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samples at the same delay. The three delay values corresponding

to the three

largest peaks are next passed to the poster1or

probability calculator where the delays are assigned probabilities

based on thEIT location with respect to the last position of-

the target.

the most prodb

The "maximum posterior” probability device chooses

able delay correction required to attain 100%

> L}
overlap between the stored replica and the received echo. ’

Finally the 1
may occur if
to noise and

In

operation of

- .

imiter is included to prevent large errors which
\ :

all the three largest correlator peaks were due.

the signal vent undetected

the next chapter of this thesis three modes of

N

i

the loop are studied namely acquisition, tracking

M

and unlocking.




£ Chapter 4

AcquisitionJ Tracking and Unlocking

In this chapter the experiments using a decision- T
directed dela}—lock will be detailed. The study of the opera- (:4
tion of the loop is divided into four parts. The first set of
experiments deals with acquisition of a staticnary target of

unknown range, by a gross search over all possible range elements
starting from the shortest raﬁgc and working outwards by constant
increments. The second set of experiments measures the total '
square error (TSE) while ti‘acking the delay of a target which ‘
executes a.small step in range; the TSE of the decision-directed 1
loop is compared with that of the delay~lock discriminator.

In the third set of exper1nents, the unlocklng of* the decision-
d1reéted loop is detected, ‘and the mean time to unlock is mS;;;;ed
‘Fourthly, the operation of an automatic multimode loop is des-

cribed in which the modes of acquisition, tracking, unlocking

and mode switching to reacquisition are combined. At the end

- of the chapter. the important results of these éxperilents are

. %
summarised. -

4.1 Acquisition of .a_Target of Unknown Range .

The object of this part of the study was to locate
the delay of a constant amplitude echo of unknown range in the-
presence of thernal noise. The intention was to find the

ninimum time required to positively acquire the target Tange for

{

92
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different signal-toinoisexratibs.

Since the target range is unknown the;"a priori"
targét range probability is flat and corftant over the total
possible target delays. fﬂgnce the only information about ;he
target range appeafed t thé correlator output in the form of
large taréet peaks which oécurred repeatedly at the same absolute
range during the acquisition sweep through all possible ranges.
The delay of the replica was advaﬂced by equal increments. and
the absolute range 0\ ossible targets was recorded. Let us
examine the probability of a target exceeding the correlator
output threshold. Siﬁ;e we do not know tfe range of the target

it is not likely that the replica section chosen from the

stored signal will overlap the incoming echo completely. There-

fore the target amplitude may be reduced by an offset between K
the two cross-correlator input sample‘batchcs. In Fiﬁ. 37 the
correlatér output is graphed for JSNR = 10 showing.the mean
target output peak amplitude for varying amounts of overlap.
Two periods of the circular cross-correlator output are shown
although they are identical. The threshold has been positioned
to\split the target amplitude distribution~and the noise
amplitude distribution so that the probability of a target miss
equals the probability that noise exceeds the threShold.’ This
threshold was picked frdm the cummulative target and nojse
distfibutions measured. Notice that as the target peak amplitude
decreases near 503 overlap the threshold dips also. The noise
however is constant in energy over the wholeipossiﬁle range,

r

thus more noise peaks may Cross the thresholh in this area.
i
|
T
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These additional false alarms must he toleratéﬁ to insure ~
picking up the target as quickly as possible as it moves into
coincidence with‘the replica.

In Fig. 37 we can see that iﬁ'the delay "interval of
‘interest” where the delay relative to the replica is T o512
samples, for a 1024 sample cross-correlator, the target amplitude
is above the threshold and abOVe'fhe.noise.‘ Arbiguous target .|—
rénge indications will not be a problem in that they are below 1

the threshold and tend to disappear at the point where true

range indications are strongest, 1 e., at the orlgxn in Fig.

37. Fig. 38 shows a stationary target as it fappears at the
correlator output when the replica delay is advanced by a

constant number of delay samples on three successive correlator

iterations. In Fig. 38 (a) the target appears on thé right.

In Fig. 38(b) the replica delay has advanced by JS = 250 delay
samples and target amplitude is enhanced as the target echo and
the replica signal overlap. In Fig.38 (c) the tafget appears
on the left as the replica delay advances a further 250 samples.
Thus the three parts of Fig. 38 indicate that a stationary

target was ohserved three tlmes at the same ahsolute range

Al d

4.1.1 "Three Largest"” Detection and Acquisition of Stationary
Targets by Two Observations at the Same Range

A gross search was made for stationary targets between
3000 and 6000 delay samples. A sinﬁle target was placed at |
5000 delay samples and the replics delay was advanced by 250
samples per jteration, starting from 3000 units. xTh:_object was
to acquire the target delay as quickly as possible so as to

minimize the time of acquisition at each signal-to-noise ratio.

L T
e
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To assist in making'decisions abéﬁt target and noise
peaké at the correlator output a three element array was set
up. After one iteration the largest peaks eice;éing the
threshold up to three in number (or as 1it£1e as none if the-

thigﬁ%bld was not exceeded) had their absolute ranges stored
‘he

in array. "On the hext iteration up to three largest peaks
were chosen again and their absolute ranges compared with the
nreviously stored ranges at'which "hits" had occurred. When

a near coincidence of‘absolﬁte ranges occurred on two successive
iterations an acquisition was declared. Allowance was made for
delay jitter by calling any two absolute ranges within 20 delay

units a coincidence.

With the signal-to-noise parameter JSNR equal to

4 and JS, the replica delay increment equal to 250 the results
 were as follows. Out of 50 acqu151tions. 12 produced the wrong
target rapge and 38 produced 5000 - 3. Thus app;oxigatqu 243

of the acquisitions were in error. ¥ith ASNR = 2 and JS = 250,
_out of 50 acquisitions 12 were wrong and 36 were correct (5000° 5).
Two failures to acquire anything (i.e., complete ;;Esqg\j:zizi——_—
the gross delay search) wvere recorded. Again the acquisi

in error were hpproxinately'24t. These false acquisitions were
due to coincident noise peaks on two successive iterations.
Evidently.the-probability of two noise peaks within 20 delay
samples was fairly high. In fact, the probability of a noise
appearing\&o be a target due to its éoincidence in range on two

successive iterations is easy to calculute. Since on the average

one noise peak with an allowable rgnge 1itter of 20 samples occurs
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on each 1terat10n then after one 1terat{5n 40 out of 1024 dalay :
samples are suspect targets. Thus the probab1lity of co-plet-
ing the next .iteration without terminating on a noise peak is
12%%ii—ig = 0.96. The gross search from 3000 to 5000 delay
samples by incfements of 250 delay samples per iteration reéuires
(5000-3000)/250 = 8 iterations. Bbwever the test c#nnot terminate
after the first iteration hence 8 -1=7 iteratioﬂq_could
possibly cause termination of the fest._ After the 8 jterations
required to reach the target the probability of erroneocus termina-
tion of the test is 1 - 0. 967 - 0. 24§ as néhsured.q

This large error rate was clearly unsuitable; there-

fore an improved algorithm for acquisition was tr163

4.1.2 "Three Largest" Detection and Acquisition of Stationary
: Targets by Three Observations at the Same Range

In ‘order Yo reduce the probability that & tapget would
be dec{ired when in fact only tuo large coincident noise peaks
had- occurred the requirement for coincident range observations
was raised to three. )

First twin observations of largest peaks neaf the same
range were stored and then after a third observation at the
same absolute Tange 8 target was declared. This scheme had
the effeet of reducing the probability of poisg being declarod
as a target by a large factor so that erroneous acquisitions
became almost non-existent. However as oqucted the probability
of a complete acquisition aiss jncreased somewhat as compared

1
to two observations at the same range.
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To prevent digcarding_any useful targets which did
not cross the threshold the level test, against the threshold
described prev1ously, was omitted so that all targets‘and noise
regardless of their absolute magnitude became e11glb1e as
targets providing they satisfied the "three largest' requirement.

This was dene to maximize the probability of acquisition.
! - .

| ~.
~—

. & A long series of acquisition runs wer made with
different 51gnal to-noise ratios and different/values of replica
delay increrent JS to try to dlsplay the m1n1mum acqu151t10n
time for each signal-to-poise ratio; the results are shown in
Fig. 39.

In addition, the average time to acquire the target
correctly was calculated on the_Basis that a total miss would
terminate the acquisition run when the Eomplete delay range
had been covered and subsequently ;he gross search would be
repeated untii a successful acquisition occurred.

In Tgble 1 the data used to plot Fig. 38 is }abulated.
In the graph Fig; 39 the average time for positive acquisition,
Ty and the probability of acquisitioh oﬁ'one-search. pACQ’
are plotted versus signal-to-noise ratio for different values

of replica delay increment JS.

T
»

The error bounds showﬁ-for Pacq i7 Table 1 were obtained
from the outcome cf the Monte Carlo trials. The.probability of
success in one trial was estimated by performing 100 trials and
PACQ was recofded as the number of sgccesses d;vided by 100.

A formula for the error bounds of the.Honte Carlo methed fo?
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TABLE 1

TABLE SHOWING T, THE AVERAGE TIME TO
POSITIVELY ACQUIRE THE TARGET, VERSUS JIR

JSNR | JS Ty T

TRIPLE COINCIDENCE

M Pacq PM ERROR Tav

21 250 | 9.7 §12. | 0.74 :0.14 | 0.26 0.00 - | 13.9 2.7
4| 20| 9.5 | 12. | 0.93 :0.08 § 0.07 0.00 10.4 1.0
20 | 20| 9.3 | 12. | 0.98 20.04 | 0.02 0.00 9.6 $0.5
400 | 7.0° 7.5 | 0.37 +0.15 | 0.62 0.01 19.8 7.0
4| 400| 7.0 7.5 | 0.66 *0.15 | 0.34 0.00 10.9 £2.0
20 | 400} 7.0 7.5 | 0.81 #0.12 | 0.19 0.00 8.8 1.5

DOUBLE INTEGRATION

2 400 | 14.0 | 15.0 | 0.56 :0.22 0.44 ] 0.00 26 210
. e

SINGLE INTEGRATION TWIN COINCIDENCE

2 250 8.8 12.0 | 0.72 20.14 0.04 0.24 17 =3
4 250 8.4 12.0 | 0.76 $0.14 0.00 0.24 17 23

m;rroxl'banﬂsslmmmforn%tcoﬁﬁdcmelml.

= Probability of acquisition obtained by dividing the mumber of
successfully teminated searjhcs by the total mumber of searches.
PM = Probability of a total miss in which the total delay range is
" covered without any target declared. . -

Pacq
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JS

JSNR

. each iteration.

102

Probability of an erroileous target range being declared as
measured in 100 trials. ' '

A _ :
The average mumber of iterations of the correlator required
for the successful acquisitidons only. .

The rumber of iterations which cover the complete delay

range. These iterations occur when a total acquisition miss

OCCUrs.

.The average time required for a guaranteed correct acquisition

mcludmg time taken by errors and misses which require
repeated searches.

The replicé delay increment by which the search advances at \

The factor by which the noise is divided in the smulanon.
This parameter controls the noise amplitude.
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estimating the probability of an event is shown in Appendix

A as Equation (A.11) which is reproduced here as follows:

A

kK «. | 1- |

where N = the number of trials
K = the number of successes in N trials
P ~ the true probability of the event

| l-¢ = the confidepce level

According to Equation (61) the accuracy of the Monte Carlo oA
method improves as YN~ which means that the computation time
would have to become four times as long to double the accuracy
(say). The values used\fof the confidence level in practice
range between 65% and 99.7%. Ne.shall assume a confidence

level of 90% for which the error -bounds are as shown in Table 1.
Th? error bounds on TAQ follow from those for pACQ' The results
shown are useful to indicate that PACQ increases when the

replica delay increment JS decreases. .

| 1t can be seen that at signal-to-noise ratios less

than JSNR = 2 the probability of acquisition on one search
“falls very low. As a consequence the search must be repeated
until acquisition is completed. Therefore the average time

for positive acquisitién increases shirply below JSNR = 2.

There is a frade-off between the probability of acquisition and.
the increment by which the replica delay increases. A search
with a very small increment JS raises the probability of'acquis{-
tion but takes longer to complete. At extremely low signal-to-

noise ratios there‘-ay be an advantage to doubling the integration
' {
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time by adding two correlator outputs together. Some values
of T, are shown for double integfation but they do not ‘provide

any time saving except at very low signal-to-noise ratios.

4.2 Tracking

In the acquisition mode the decision-directed loop

acquires the target. When the target has been acquired the
ext problem is to maintain the target in lock; this is the
tracking mode. ‘In this mode of operation the loop attempts to
automatically adjust the delay of the replica to maintain
coincidence between the two 1024 sample groups of the target
echo and the stpred replica. If the loop maintains nearly
complete overlap between the two batches of samples, then the
delay of the replica is a sampled estiimate of the absolute
delay of the target echo.

In some applicatiohs such as gun fire control ;t is
mandatory to produce the estimate with the smallést possible
mean square erroT. In.other applications such as air traffic
surveillance the absolute accuracy is less inportant than the
reliability of tracking as measured hy the mean time to unlock.
Both these tracking criteria have been measured to explore
the advantages of the&decision-directed loop.

An optimized delay-lock discriminator was used
simultaneously along side the decision-directed loop during

the simulation experiments, for comparison purposes.
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.4.2.1 Experiments Measuring Total Square Delaygérror while
Tracking a Step Input of Delay

In order to measure the total perforgance of tﬁe
decision-directed loop, both delay-estimaﬁe jitter and trans-
jent error were squared and summed for a small.positive step
up and down. Only 20 iterations were used to measufe the
summed square error. For the delay iﬁput a cbnstant for §
jterations was followed by a positive step for 10 iterations
and concluded with a negative step béck to the previous delay
for 5 iterations. The delay estimates of both the decision-
d1rected loop and the delay-lock dis¢riminator were stored and
displayed. The tracking test was repeated a large number of .
times and the mean squared delay error was.measuted for both

s

loops.

During these tests the signal-to-noise ratio.was
lowered successively while modifications were made to the
decision-directed loop to try to maintain accurate tracking for

as low a signal-to-noise'ratio as possible.

One Largest Peak with No Prior Ne1ghting

Initially the feedback algorithm 1nvolved no prior
probability but merely produced‘the delay correction on the
basis of the position of the largest correlator peak. Tracking
of the square step is shown for JSNR - 1 in Fig. 35(b) for this
feedback method: In the photogrnph'the lower trace is_thé
response of the delay-lock discriminator to a‘stap of 20 delay

samples which covers 0.45 vertical divisions on the photograpﬁ.

Ly
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on the same scale the upper trace shows the response of the
decision-directed loop in its primitive form. It can be seen
that at the sixth iteration the decision-directed loop jumps
imnediately to the correct new delay. However at the ninth
iteration a large noise peak was picked as the target echo
and lock was thereby lost. The delay-lock discriminator exhibits
a slow transient response but does not lose lock; |

The improvements to reduce decision errors in the o

- -

decision- d1rECted loop which arte described in the next sectlon -

are incorporated in the feedback path as shown in Fig. 40(b).
In this case we have advanced to the calculation of posterior
target delay probability at two and finally three correlatoT

peaks. This allows the decision loop to operate at signal-t&-

noise ratios when sometimes as many as two noise peaks will

exceed the target peak. '

Three Largest Peaks with Prior Range Weighting

The final form of the decision-directed loop is shown
in Fig. 40(b). It incorporateS a largeﬂnunﬁer of restraints
1nto the decision feedback path. The purpose of these
restraints and the advantage gained by using them will be
described in the following paragraphs.

At low signal-to-noise ratios delay jitter can be
reduced by reducing the delay correction feedback gain. In
Fig.'tl the delay step described previously is used to test
the effect of gain reductions on daiay estimate jitter and
transient response. In Figs. 41(s) lnd 41(b) for direct

feedback and feedback gain qqpal to 7, respectively, the
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reductlon Jn j1tter for the reduced gain can be seen. This
reductlon in ga1n is benefic1a1 at low signal-to-noise ratios
but 1ntroduc€s a transient response at high 51gnal to-noise

at1os,’F1g 41(c) ) “Automatic feedback gain control which
allows direct feedback at h1gh signal-to- noise ratios and
reduced feedback ga:n at low-signal-to- -noise ratios will be
descr1bed _
De01sion errors which may occur at low sxgnal -to-
1noise“ratios are often the cause of loss of lock in the decisjon-
d1rected loop. Although errors have & low probab111ty of occurr-
1ng when R'is above the “threshold of inte111g1bi11ty“ 8% noted
from Equation (21). they cause a large delay error when they
do occur. To prevent, loss of lock due to delay estinate errors :
a limiter is 1nc1uded in the feedback loop The purpose of this
limiter is to prevent any one erroneo&t decision from cerrylng
the rep11ca delay a long distance away fron the true target
in one 1teration._ The characteristic of the liliter is ‘shown
in Fig. " 42.  When the input delay moves slowly from sample
. to sample tne'delay correction will, seldon exceed 50 selples.
Therefore for true tergets the limiter will not act. However
for errors due to noise which would tend to unlock the decision-
’ d1rected loop the liniter will prevent loss of lock. For. an
erroneous replica shift of 50 selples the decision- directed
- loop will‘nsually return to the true target on the next iter\e.tione
Another safety device included in the feedback loop
isa "stalling device” a3 indicated in Fig. 40(b). This device

.}blocks feedback of decisions which tndicete s large deley
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correction and have a low probability of being due to the

target. Large feedback corrections of a low probability are

subject to a double check. When the signal-to-noise ratio is
low and aalarge step input of delay is applied, for example,
then the hew target just after the step has occurred may have
a low probability. Thus the first feedback correction is
nulled and only a repeated decision to make the same correction
will be acted upon. ‘

The ;otal squared error (in units of delay samples
squared) is shown versus signal-to-noise fatio in Fig. 43 for
a step input of 20 delay samples as described previously. The
total squared error was computed for each - of 10 trials using
20 iterations per “trial. Accofdxng to the Monte Carlo
error bounds for 90% confidence level the error in a mean value

is: (see Equation (ALGj of Appendix A}. .

. .
. 2
R L B 1.645J ifl (bi ®) ; - - (62)
| * - 3‘4“\‘ . ‘

where | by - the outcome of ttinl i
1) - the ‘mean value of the outcomés of trills
" 1toN
n - the true mean value

For N = 10 and an assumed confidence level of 90% the error

'

pounds were calculated using Equation (62) and the'ro:ults are

‘givon in Table 11. This table shows that the orror is of the

order of 10% at low signal-to-noise ratios and of the order of

S
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t4 at high signal-to-noise ratios. The results indicate that
the.performance of the decision-directed loop and the delay-
lock discrimina{or are approximately equal at low signal-to-
noise ratios and that at higher signal-to-noise ratios the
ﬁerformance of the decision-directed loop can be improved by
adjusting the feedback éain. Since the delay—lodk.discriminator
was optimfzgh for low signal-to-noise ratios therefore the
decision-directed loop cannot exceed its performance. However
at high signal-to-noise ratios the direct decision feedback is
clearly superior. : -

The decision- directed loop offers the unique feature
of providing a quantity wh1ch is dependent on the sxgnal -to-

noise ratio as illustrated in Fig. 44. The output of the "three

largest peaks device” consists of the amplitude of the target

and two amplitudes due to noise. A quantity, denoted by a that
is dependent on the signal-to-noise ratio may be calculated with
.11tt1e further effort by dividing the target peak amplitude

by the average of the three peak amplitudes. ¥hen the noise

is negligible, a has an average'vnlqe equal to three. At low
signal-to-noise ratios, a has an iverage value equal to one,

as fhen all three peaks have the same amplitude. Automatic
feedback control was tested by using a to control the feedback
gain. In this way near optimum mean squlred error performance

was obtained over a wide range of input signal-to-noise ratios.

o
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figure 44. Illustrating the Quantity ot ,Equal to the
Target Peak Amplitude Divided by the Mean of the Three
Largest Peaks, Which is Dependant on the Input Signal-
to-Noise Ratio.
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4.2.2 Response to Large Steps of Deléx

The}following tests demonstrate the wide dynamic
range of the decision-directed loop. It is free of the non-
linear response of the delay-lock discriminator when sudden
large delay steps are applied. 1In Fig. 22, lower trace; the

linear portion of the discrimjhator characteristic appears

to be about 0.06 division or(15 delay sémples. For steps of
input delay greafer than this amount the delay-lock discriminator'
loop gain is reduced or may eveﬁ-reverse in sign. To examine
the nonlinear discriminator resﬁonse the height of theAdelay
step was increased from 20 to S0 units. For a step of 50 units
in Figs. 45(a) and (b) for JSNR = 9 with automatic feedback
gain the response of the decision-directed loop is essentially
dead-beat in two iterations.” For the same conditions the delay-
lock discriminator exhibits a very_slow initial trlnsient'
response due to low feedbackAgain. _When the signal-to-noise
ratio is lowered to JSNR = 2 so that consid%fable delay jitter
is added to the transient response as shown in Fig. 45(c) the
delay-lock-discriminator loses lock on the downward sfip of
50 units. K

For a steﬁ of 100 delay samples in’Figs. 46(a) and (b).
the delay lock discriminator fails to respond while the decision-
directed loop, using direct feedback, is dead-beat in one
iteration. For these tests the prior probability of the target
range was not changed or made any wider than for the tests with
the stép of 20 delay sanplbs. Thus it is shown that for large

steps of delay the_EZcision-dirocted loop performs better where
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the delay-lock discriminator responds sluggishly or unlocks.

-

4.3 Detection of Unlockin& .

In order to automatically switch between the modes
of acquisition, tracking, detection of unlocking and reacquisi-
tion it is necessary to be able to detect when the loop has lost
lock. In the delay-lock discriminator, for example, t£e
detection of unlock is difficult for some\typcs of target motion.
Suppose the target echo is very weak and executes a random walk
in raﬁge. The outpﬁt delay estimate of the delay-lock dis-
crininator will execute a random walk whether. the loop is in
lock or not. There is no point in the Eircuit at whiéh the
signal can indicate the loss of lock.

" The decision-direcied loop, on the other hand, has a
point in the circuit at which a value exists whi;h‘does indicate
the locked condition. This point is the output of the device
measuring the maximum posterior probability. When lock is lost
the output of this device decreases on the average in a marked
fashion. There is however a strong statistical variatiop in
the maximum pfobability output and it would not be desireable
to terminate the track mode prematurely if an occasional 10¥
probability were to occur. Therefore an averaging device was
connected ip the output éf the posterior probability device
to smooth the statistical fluctuations. For this purpose an
RC low-pass fiiter'with'a time constant of ten iterations was
found to be satisfactory. An alamm level was established so
that when the smoothed probnbi}ity of s target fell below this

level the state of unlock could be declared.

F.
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4,3.1 Mean Time to Unlock while Tracking a Sinusoidal Delay

A sinusoidal delay variation was chosen to test the
nean times taken to unlock the decision-directed loop and the
delay-lock discriminator. The sinusoidal delay-had a peak-to-
peak amplitude of 100 delay samples and a perjod of 20 iterationms.

The "three largest” decision-directed loop with
automatic feedback gain contfol with the limiter and stalling
device in the feedback loop was used for this test. The delay-
lock discriminator was tested simultaneously usiné the same
loop filter as previously. With the signal-to-noise ratio set
at JSNR equal to 2 both loops were run for 1000 iterations
without unlocking in either looﬁ._ Next, fhé signal-to-noise

ratio was lowered to JSNR equal t;\;T’/;;>fe typical tests are

shown in Fig. 47 which terminate after unlock has been detected

in the decision-directed loop. Occasional lack of tracking occurs
" when the probability of a targei falls low enough to cause -
stalling in the decision-directed loop. The mean time to
unlock was measured using 27 trials at JSNR = 1. The mean time
to unlock for the decision-directed loop was 41 ® 10 iterations -
using the three largest peaks detector. For comparison the
decision directed loop using two peaks unlocks in 20 ‘5 itera-
tions and that using one peak_uhlocks iﬁ less than 8 iterations.

The delay-lock discriminator mean time to unlock was 30 T

iterations.

4.4 Mode Switching of the Decision-Directed Loop

The decision-dire%}ed loop has the unique capability
of automatically choosing its own mode of operation depending
=

b4 '
o .
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on the situation in which it finds jtself. 1Initially when

the target is unknown the prior probability of delay is uniform
over the whole range of possible delays. In this case the
acqgjsition mode is chosen. The replica delaf will be advanced

by equal increments to cover the whole range of delay until

a target appears three times at the same absolute range. If
the acquisition mode fails to locate the target, the mode may
he repeated using a doubling of the integration time of the

. correlator and/or decreasing the increment by which the replica

Edelay advances so that each range bin is examined for a longer
t1me ¥Yhen a target is declared by the.vauisition mode fhe
estlmated range of the target will be passed on to the tracking

mode.

“The tracking mode can apply prior weighting of the
delay to assist in tracking the target peak at the correlator
output.- At low signal-to-noise ratios the Giean time between
unlocking of the loop becomes low enough that it can be measuréd
easily. The loop may also—uﬁlock if the target wer; to -change
range suddenly.: When the target is losf the proﬁﬁbility of a
true target being presént at the correlator output falls to &
low level and the unlock detector gives an Q&arﬁ. '

The task of reacquirinz a target that has heen lost
by the tracking loop 13 a difficult one. The tracking loop has
the advantages of prior delay. problbility, and near complete
ove;lap betweon the incoming echo and the replicl. The best

scheme to use 'in rencquiring the lost echo is to assume that the.

delay of the echo is still within the range of the 1024 (say)
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samples of‘the‘réplica. This assumes that the highest prob-
ability of the echo delay is located near the absolute delay
at which ihe echo was lost. The scheme is tﬁen 1o repeat the
iterations ‘of the correl#tor asufast as\possible at the’san& .
replica delay and to sum the correlator ohtputs. If a target
is. still ﬁfesent ;t a constant range it will eventually‘show"
1tse1f prov1ded it is withln the range of the replica delay.
When a target appears its range can bhe passed along to the ‘track-
ing mode again. However if the signal-to-noise ratio is low
such that unlocking in the tracklng(hode eccurs too frequently
then a doub11ng of the 1ntegratzon time by summing the correlator
outputs may be necessar? This, of courseﬂﬁraqu1res that the
target remain in aPPrOxxmateiy the same range bin for two or
more 1terations. It is an inescapahle ‘fact that at low signal- |
to- n01se~rat105 the bandwidth of the feedback loop must necesfirily
be small to maintain l?ck and the variation in the motion of
the target must be cd;respondingly small also, otherwise lock
will bhe lost. |

An experiment was performed to prove the sbility of -
the dccision dxrected loop to manage ‘the svitching between modes.
The target signal-to- noise-ratio was held at JSNR ="1 and after
acquisition the tracking node was auto-atically stirted at the
range indicated by the acquisition mode. The numdber of iterations '

required-'to acquire the target was deter-ined and the nuuber of

1terations before lock was lost was also recorded. Subsequent
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reacquisitions were much shorter in time than the first because
of the smaller possible delay extent searched.

It was necessary to quadruple the correlator outputs
because the correlator output ambiguity at JSNR = 1 was too
large to produce a reasonable probability of positive acquisition.

One itefation at JSNR = 1 produces a peak echo energy/tq

/

correlator variance ratio R = 6 which is too far below the
threshold of intelligibility to give useful results. Woodward'
formula for the threshold requires Rt =~=12. Since R = ZE/NO,
where E .is the signal energy, adding fouf‘correlator cutputs
together increases the received enerﬁy E by a factor'of 4 and
increases the received noise energy by a factor 2 which
exactly doubies the value‘of R. Quadrupling increases R
from 6 to 12 so that the inpelligibility threshold is reached.
A histogram plo;ting the time taken by each nqde is

shown in Fig. 48.

4, S Sumarisinakemarks

‘ The fast Fourier transform (FFT) has been used to
perform cross-correlation inﬁa new decision-directed delay-lock
loop. FFT éofrelation pyoduces a conplete set of lagged products
of the two 1024 sample sections of the inputs, and @hese extra
correlator outputs allow additional information to be derived
in the decision-directed loop. Three modes of operation of the
loop have been demonstrated, namely acquisition, tracking, and ;

detection of unlocking. Tho decision- direcé&d loop can switch -
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figure 48. Mode Switching of the Decision-Directed Lﬁop. “A" is
the Acquisition Mode and e is-the Tracking Mode. The Time in
Each Mode is Measured 'i‘n Iterations with JSNR-:I.;.__ '
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automatically between the modes depending on the state of the

correlator output.

A delay-lock discriminator was operated simultaneously
with the decision-directed loop for comparison purposes: Using-
a randém low-pass waveform with a Gaussian power spectrum as
the transmitted signal the mean square errors of the two loops
while tracking a step.input of delay were compared.- The mean
times to unlock while tracking a sinuscidal delay input at low

signal-to-noise ratio were also measured. The results show

.ggood_agreement with Woodward's theory of delay measurement. The
decision-directed loop operates by calculating the posterior
probability of target range at the correlator output. This
calculation may he simplified by choosing the largest correlator

output and hoting the delay of the target by the position of

this peak on the range axis. For only "one largest' peak per
correlator output the operation of the decision-directed loop
was found to be subject to occasional erroneous decisions at
low signal-to-noise ra;ios. The tiraet range estimation was
eref&ned by choosing two and finally three largest correlator '
peaks and calculating their posterior probability-of being aue
to a target. In this way as many as two noise peaks -aj exceed
the target peak at the-correlltor output befofe a decision ‘
“error is made, | ‘ |
In the acquisition mode the unknown range of stationary

target was detected by increasing the replicn delay by a -

constant increnent on each correlator iteration until the target

i

o
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peak- was observed at the same range on three correlator

outputs. The minimum average time to positively acquire the
target was measured as a function of signal-to-neoise ratio. u
There_is an optimum rate of replica increment for each éignal-
to-noise ratio; this increment is large for high signal-to-
noise ratic and decreases for low signal-to-noise ratio where
the probability of detection decreases. Be low Ncodward's
"threshold of inpglligence“ it is necessary to increase the .
integration time‘by adding successive correlator outputs.

In the tracking mode the acquired target is locked-
-in using decision feedback to maintain near complete ovérlap

between the target echo and the delayed replich. Three types

of feedhack gain were investigated namely direct feedback,

attenuated feedback and automatic feedback. The automatic
feedback allows dead-beat response to a step of delay at high |
signa1¥t6-noise ratios while reducing the feedback gain and the
output jitter at low signal-to-nofse ratios. Using automatic
feedback the decisionifirécted loop can attain a me;n squarted
error performénce ahich is better than_or.equal to that of the .
delay-lock discriminator over a wide range of signal-tq-noise
ratio. For small input delay steps within the linear range of
ﬂthe delay-lock discriminator the performance of the two loops
at low signal-to-noise ratios was shown to be simjlar, How,ver
for large input delay steps the range of linear dynamic rp?ignse

.

for the décision-directed loop was greater. _ F
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™

J The decision-directed loop has the ﬁnique capability

of calculating a quantity dependent ‘on the input signal-to-

noise ratio bf using values already existing in the loop. This
quantity is ;alculated by .comparing the signal peak at one

range with the noise peaks at other tanges. Unlocking of the

106p can be detected by averaging the maximum posterior probability
of the target and declaring tﬁe systeﬁ to be unlocked when this
probability falls helow alpreset level. These two features

allow autamatic switching bét;een the modes of acquisition,
tracking, unlociing and reacquisition. The decision-directed

loop requires a computey within the loop to make decisions and

calculate po§terior probabilities; however thé advent of hard-
wired FFT processors and small high-speed fixed-point computers
allows the‘loop‘to operate in real-time for many applicatioﬁi.
A limitation of the decision-directed delay-lock
loop as a tracking radar is that in a realistic situation where
there would be large clutter returns ffon fixe% and fluctuating
reflectors the loop may lock on to one offthese undesired
feturﬁs. .One way to overcome such a difficulty would be to
use a delay-line canceller toO diminish the effect of clutter.

L]

> -



Chapter 5

" Moving Tdrgef'rndipatdf Radar Syséeis

Moving tafget jndicator (MTI) radar has been used since
World War II to detect and track moving objects such as aircraft
against a background of fiied.ground reflections called clufie;.
To increase the radar sensitivity, higher peak transmitter power
and longer pulses are used to provide greater target illu-;natioﬁ.
The range Tresolution of long pulses can be restored by modulating
the pulses and using a matched filter in the receiver to COmpress

the long pulse into a short autocorrelation function with high

resolution. However the performance of these pulse-compression
MTI radars often fall short of the designer‘s expectations.
System oscillator instabilities and compression sidelobes are two
known sources of degradation (35]. In addition, in fluctuating
clutter the spectral spreading of the clutter return caused by
nonlinearities in the radar may degrade the canceller berfor-nnce
(36 37,61]. In this thes}s we shall indicate another cause of ‘
degradation which is pecuI{;r to pulso-coipreision'systens.'

In land based air traffic control and surveillance NTI
radar the clutterlpover reflected from geographic features and
weather systems is often many orders of magnitude above the power
of echoe;\??OI aircraft. Yet the circuits of the radar processor
are‘re;tricted by stnie of the art of design to & dynamic range
comparable with that of the total returnm. Lilitcr;‘;re often used

at intermediate frequencies to control the dynmmic range of the
' , : . L@
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received echoes; however, their effect on system performance
is not completgly clear from the available literature [1. 43-49].
typ1cal coherent MTI radar system is shown in block

diagram form in Fig. 49, This system may be either a pulsed
rad;r or a coded pulse-compression radar depending on the
complexity of the pulsed modulationl

In Fig. 49, TR is the transmit receive ciplexer. The
coherence is maintained by the stable local oscillafor (STALO)
and the coherent ?sciliator (COHO). The STALO translates the
COHO frequency to the radio frequency (RF), and translates the
received RF down to the i;termediatc frequency (IF).

. The limiter is used at IF to reduce ;ﬁe dynamic range of
the return. Fast automatic gain control or logar1thm1c IF
amplifiers are two other methods used to control the dynamic range.
We shall study the effect of the IF envelope soft limiter. A
single delay-line canceller is shown in Fig. 49 although higher ‘
order cancellers may be used. In the canceller the delay T,
where T is the period of the transmitted pulses, allows subtraction
of successive returns so that objects which return exactly the
same echo from pulse to pulse do not appear at the output. Moving
objects such as aircraft will return an echo with a different
phase from pulse to pulse and thus will produce an output unless
they are at a "blind speed". At these speeds the phase of the
returning echo is shifted a lultiple of 360 degrees by the move-
ment of the target. This results in signlls which arrive at the)

video canceller shown in Fig. 49,.vith the same phase at each
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C /
pulse repetition. This situation is called a "hlind phase"

for coherent radar with video cancelljng.

5.1. Pﬁlse-Compressibn o -

Typical large time-bandwidth product waveforms suitable
for pulse-compression are: linear frequency modulation (FM),
non-linear FM, coherent frequency steps and pseudo-noise (PN)
phase modulation, for example using H sequences. Frequency and
~phase modulation appear attractive for pu}se—compresgaon.as the
pﬁase of the return is preﬁcrved in the limiter. A typical phase
modulation is shown in Fig. 50(a).

fhe autocorrelation of this envelope is shown in Fig.
s0(b). This 13 element code may be modulﬁted onto an RF pulse
by biphase modulation. Biphase modulation is accomplished by
sending th two RF phases either 0 or 180 degrees.‘ The phase of
the RF pulse is reversed periodically according to the sign of.
the code element therefore the term phase reversal coding is
also used. The Barker 13 code.shown in Fig. SO(a) is alsd called
a perfect word because its autocorrelation function for any shift
of one element other than zero delay, is either 0 or 1/N where N
is the number of code élements. No Barker codes are known to
exist for N greater than 13.

The radar return from a moving point target contiins 3
delay due to the two way propagation time of the transmitted
¢lectromagnetic energy, ané contains a frequency shift, cglledf

Noppler due to the radial velocity of the target. These two

1
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parameters, delay and Doppler, are defined by:

2 - .
T = : (63)
2tf 2v > .
o) T
o Bl w E (64)

where t is the dglay, r is the radial distance from the radar
to.th:_targen.f = dr/dt = vy the radial target velocity, c is
the velocity of light, fo is the radar carrier frequency of ’
wavelength A and f, is the Doppler shift. .

When the target has constant velocity the output energy
of the matched filter is given by the ambiguity function ([38)
defined by:

¢(r,fd)‘- [ S u(t) u* (t+x) exp {-thfdtldt ]2

(65)

where u(t) exp {-ijfdt} is the pre-envelope [39] of the trans-
mitted signal and u*(t) is the complex conjugate of the complex
envelope of the signal, When fd is zero Equation (65) reduces
to the square of the sutocorrelation function of the signal.
Fig. 50(b), ;howing the autocorrelation function of the Barker
13 code is therefore a section of the ambiguity diagram equal
to /A(%,00- .

The effect of clutter which obscures the desired target
may be reduced in two ways which the ambiguity fqnctign Equation
(65) suggests. The first method is increasing the compression

‘ratic of the signal. The range resolution for a constant length
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coded pulse, goes up proﬁortionally to the number of independent
elements in the code. A highe? number of elements requires a
wider system bandwidth. The compréssion ratio is also equal
to Tpa where tP is the pulse duration and B8 is the signal
bandwidth. A "cell'™ is the smallest unit whick can be resolved.
By increasing the range resolution the size of the range cell

is made smaller so that the contribution from clutter within

. one cell becomes less.

The second method of combating the effect of clutter
is to try to find a waveform to transmit with a suitable ambiguity
'{unctioni The system response to clditer with a differ4;£ delay
and Doppler than the target is minimized if the surface of ‘the
ambiguity function is low while the response to the desired

—

target is large. However, suitable signals may not always

‘exist or be convenient to transnxt 1n many cases.

144

Signals with desireable properties on the range axis
have undesireable properties on the Noppler axis [40]. The
Barker 13 code, for example, has uniformly low sidelobes on
the raﬁge axis but has very large fqpponses fo; clutter with
large Doppler frequency. Although pulse-compression promises -
to reduce the effects of clutter it brings additional problems.
Pulse-compression MTI radar in particulaf‘rbquires s receiving
system with a wide dynamic range. Two circuits in the receiver
which may have a narrow dynamic range are the matched filter
and the delay-line cancellbr. \

One implementation of a, tltched filter for the Barker 13

- -~
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code uses a tapped delay- 11ne with the taps spaced according
to the elements of the Barker 13 code. The art of dclay
circuit design often limits thed}namic range of delay lines‘
to 50 db. Recent rgsults for surface-wave delay devices show
a dynamic rangé of 80 db with spurious responses due to cross
talk and multipli transit effects S0 db below the input 1eVei (41].
Clutter returns f%om land and weather systems have a strong
time-varying amplitude characteristic. The radar cross-section

of geographic featurés sucq as mountains or forests may be
many orders of magnitude greater than the cross-section of the
target. thcse reflectors of varying strength lie at different
ranges and their echoes return at different times giving'ris§
to & time-varying clutter component in the received signal.

" The total dynamic range of this return signal may be as large

as 70 db although intelligent use of sensitivitv-time-control
(5.T.C.) may reduce this further. If in sinple HTI circuits
the dynamic range of the pulse-conpression or MTI circuit is
“less than the dynamic range of the return some limiting of the -
return will undoubtedly occur, either by design or by chance.
Linear-iiuiting amplifiers [42] are sometimes desireadble
in pulse-compression MTI to reduce the residues of the canceller
to the noise level on the MTI display. Adjustlk}e limiting
anplifiers ftay be used both preceding the compression network
and preceding the MTI canceller to contfol the false alatl‘rato

at the display [60]). - f

From these considerations we‘ﬁg:cludo that many pulse-
14

compression MTI radars would include limiters.

<
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5.2 Review of Literature on the Effect of Limiters 'Qiii

Limiters and logarithmic amplifiers used at the

intermediate frequency are two circuits which are uséa to redﬁce N
the d&nﬁmic‘range of the return. Ne shall be concerned principally
with the effect of a linear—iimiting amplifier in pulse-compression
systems. By & linear-limiting amplifier we mean a circuit uﬁich
is linear up to & certain input levil A hﬁd which saturates |
completely for any input leveis exceeding -the level A;

The earlier literature [43-491 details the effect on
signal-to-noise ratio of‘u-hard limiter in a narrow-band system.
These stﬁdies are reviewed for compieteneSs but.are not directly

applicable to the case of'puise-cbmpression.

Strictly speaking the objective in radar signal pro-

cessing is to increase signal detectabilisy. "This detectability

is determined by the input SNR to the detector. Thus SNR is a

&

basic measure of detectability. However the SNR may vary widely -
‘depénding at which point in the system it is measured and what .
the noise banduidth is at that point. The hest possible ne;sure-
ment of the SNR is made by pagsins the noisy signal through a.
matched filter so that all the energy in the signal is reduced
to one dimension or sample. After matched filtering the SNR
depends only on R = ZE/N which was discussed in Chapter 3.
1herefore in what follows we shall use the SNR after a natched
flltcr.

‘Davenport [43] has rigorously analyied the effect of a

band-pass limiter on s sinuscid buried in narrow-band Gaussign
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noise centered on the carrier frequency of the sinusoid. A

block diagram of the system is shown in Fig. 51. Thé filter
witH?béndwidth B2 was assuméa to be a narrow rectangular pass-
band centered at the carrier frequency..- As the input signal-to-
noise ratio (SNR) approaches zero the output SNR approaches
1/4 times the input SNR fer a maximum loss of 1.0 db compéred
to a linear systém.

Manasse, Price and Lerner [44] showed fhat'when the band-
width of the Gaussian noise was made Nﬁder than the bandwidth
of the sinusoidal signal the loss in signal energy with respect

to the noise could be reduced to zero. A number of different

(E/N) 1n
©0°0UT .&

wideband noise sﬁectra were examined and values of A =
from 1.059 to 1.12 were calculated yielding a ENR loss
of approximately 0;5 db. For signal and noise of equal band-
width the loss in SNR was 0.6 db. |

Cakn [45] has generalized these studies of narrow-tand
signals in band-pass limiters by cbnsidering‘the concept of
antisymmetric sidebands. If the desired signal was small compared
to the noise then the sine wavé may be éonsidered to be a modula-
tion of the noise carrier. Since the ideal band-pass limiter
cuppresses amplitude information produced by symmetrical side-
bands only, the phase information produced by inti-s}nnetrical
sidebands is retained. Using this concept Cahn shows the loss
in signal-to-noise energy as & function of signal-to-noise band-
width which is reproduced here as Fig. 52. The 1 db loss of
Davenport is approached in Fig. 52 as the noise bandwidth

decreases, while the 0.6 db loss of Nénasse, et al is shown for
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figure 52. Signal-To-Noise Ra io ( SNR™) Loss Due to a
HardWLimiter [ Cahn,[45] R\\ xﬁ
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figure 53. The Ratio of the SNR of the Desired Sigyal ( SNR(Z) )
to the SNR of the Interfering Signal ( SNR(I) ) for the Hard

Band-Pass Limiter. S,7Sy is their Energy Ratio. [Jones{46]].
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signal and noise of equal bandwidth.

Jones [46]7considers two sinusoids and narrow-band
GauSsian noise which are passed through an ideal band-pass
limiter. In this case there is an interference betw;en the
desired sighal (one sinusoid) and the interference (the other).
This loss is indicated for the smaller signal in Fig. 53. For
very low input SNR the curves of Jones agree with the ﬁ/4 ratio
between output and infut energy as calculated by Davenport. At
high input SNR, a SNR ggin by a factor of two is shown for tﬁe
strong signal and a decrease by the factor 1/2 is shown in Fig.
53 for the weak signal. The factor\3/2 implies a loss in SNR
for the weak signal of 3 db when the strong signal captures the
limiter. ' -

This capture effect is well known in FM theory [47].

From Fig. 53 we can see at high SNR the larger signal pre-
dominates over the smaller signal so that the signal-to-signal
power ratio at the output is 1/4 of the input ratio.

Although Jones. claims that these results have applica-
tion to pulse-compression radar where fwo close together echo}ng
reflectors produce substantial pulse overlaps,it must be stated
that his results apply only for constant amplitude continuous
waves of different frequency.

Lyons {48] has studied the effect of a hard-limiting
satellite repeater oﬁ the signll.to interference ratio of
narrowband signals. Many sinusoidal signa1§ are considered to
enter the repester and they suppress the power of the desired

signal. The supbression factor of the desired signal is indicated
-
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for various combinations of interferring signals. -
The only work whiﬁh'applies specifically to pulse-
co;pression systems is that of Bogotch and C;ok [1]. 1In their
limiter tests the bandwidth of the filters B, and B, in Fig. 51
were equal to the‘frequency deviation of t%& chirp signal used.
They considered the partial time coincidence of two returns
where, the IF limiter was set te limit at or below the root-
megn-square (RMS) noise level. The weaker desired signal was
divided into two regions coincident and non-coincident with the

strong interferring return. In the coincident part the inter-

ferring signal suppressed both the desired signal and the noise. !

The action of the matched filter on the attenuated section of
length Tﬁ of the noise, was to spread the noise attenuation over aﬁ%a
interyal 2 Tp wide. ,IPG noise trough and four degrees of
overlap of the desired return are shown in Fig. 54.
Bogotch and Cook found that the amplitude of -the
desired signal was reduced in a linear manner with overlap.
This is shown in Fig. 5S.
The noise was approximated by m saiples over the interval
Tp of the signal duration. They state that at Fhe edge of the
noise trough at the output of the matched filter the RMS noise
builds up as /@ which leads to the conclusion that the mean
square noise builds up as m, the number of noise samples in the
clear.
From these two statements about the desired signal
‘and the noise‘in the noise trough a loss in SNR for the desired

signal is implicit. However Bogotch and Cook measured the

-
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Signal. SZISI is the Ratio of the Interference to Weak Signal

Energy. | Bogo_tth aﬁd Cook [11] ] t(after matched filtering)
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probability of detection after a fixed threshold following the
matched filter. Because of the variable signal and noise attenua-
tion of the captured limiter this fixed threshold becomes an
effectively variable threshold which depends on the strength of
the interferring signal. In .the noise trough this fixéﬁ threshold
is equivalent to a higher threshold and consequently ;;e
probabilify of detection and the probability of false alarm
fail drastically. The probability of detection is shown
versus interference energy and limiter level. They showed that

to achieve a given probability of detection an increase in

SNR of 1-2 db above a linear system was required for limiting

of 0 and 40 db below the RMS noise,

Zeoli [37]) has considered a two channel coherent digit;i”
signal processor where the video limiting is that of the analog-
to-digital conv;rters, occurring separately in egch channel.
intermediate frequency (IF) limiting and video limiéihg are
compared and it was found that when the input is a narrow—Band
random signél, video limiting gives about 1 db greater SNR loss
compared to 1? limiting.'

An excellent summary .of limiter effects and an extensive
bibliography is available in a recent book by Nathanson [49].
However results which apply spe;ificall?‘to pulse-compression
fagar in 2 clutter environment are not available. From DavenpoTt
one might conclude that the signal-to-noise ratio loss is small.
For narrowband signals and noise this is the case. Jones deq&s
Qith the interference problem of two sinusoids in noise. When

one sinusoid is much larger than the desired signal and the noise,

4
\\
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the desired signal suffers 3 db signal-to-noise ratio loss in a

hard-limiter. However the case of wideband pulse-compression
signals must be_treated differently from the work of Jones.
Particularly when strong clutter captures the system limiting
IF amplifier and attenuates a partially overlapping. desired
return, large signal-to-noise ratio losses will be shown in
this thesis much larger than might be obtained by extrapolat-

ing previous work.

o



\ g Cﬁapter 6

Formulation of the Problem of Envelope Limiting
in Pulse-Compression MTI Radar Systems

This chapter details the formulation of the théory and
the simﬁlatﬁon of the effect of an enveiope limiter in pulse-
compression moving target indicator (MTI!) r#dér. The limiter
is linear up to a threshold A and saturates for inputs greater
than A. In the theoretical analfsis the clutter is idealised
to be fixed and to haveua much larger amplitude than the target

return and the limiter threshold A. An equation for the signal-

to-noise ratio is developed which applies when the strong clutter
captures the system's IF envelope limiter and attenuates a
partially overlappin£ desired target return. A computer simula-
tion is developed to confirm the theory and to provide new
results oﬁ this difficult nonlinear problem. Several cases are
examined with different clutter types and different transmit
signals. The results of these simulations are the subject of

the ne;; chapter.

6.1 Theory of Envelope Limiting in (
Pulse-Compression MTI Radar

. The pulse-compression MTI radar is represented by the
block schematic shown in Fig. 56. The returning echo, clutter
and thermal noise components enter a wide band-pass filter |
followed by & linear-limiting amplifier which is linear up to &
threshold A snd limits above A. The limited signals plus noise

146 g
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are matched filtered by convolution with the time-reversed
transmitted pulse and the successive differences in this
compressed output are taken by the single delay-line canceller.
The intention is to ca}culate the MTI output. target-to-noise
energy ratio and cémpare it with the target-to-noise energy ratio
without limiting.

The threshold A of the envelope limiter is chosen such
that the target return plus noise will normally remain within
the linear region. Thus when the clutter return is negligible
the limiter has no effect. However a strong clutter return is

assumed to exceed the limiter threshold A by a considerable amount.

If the clutter exceeds A by a large amount then the clutter
captures the\iﬁmiter and the circuit behaves linearly with respectkg
to the target and noise returns and they are attenuated. This
‘attenuation is strongly }jme-varying and depends on the instant-
aneous amplitude and pha§§ of‘the cipturing clutter.

It is assumed that all the signals are band-pass
functions with an arbitrary cafrier frequency w/2s. We may
describe the target return clutter, and noise returns by their
complex envelopes r(t), c(t) and n(t) respectively.

“Thus r(t) ej“F. etc., are pre-envelope functions (39])

and we may write:

target return = Re { r(t) dzj"t * 3aty ' (66)
clutter return = Re { c(t) eJuty (67)
noise « Re { n(t) eI*% (68)
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where the éngfe a' is a measure of the arrival tiﬁe of the target
return with reference to the clutﬁer return. We may graphically
illustrate the effect of the envelope limiter on the sum of the
three pre-envelobe signais-as shown in Fig. 57. Suitable zonal
.filterihg after the limiter is normally available in tke circuit,
for example, in the matched filter. The limiter output may be
written as a bandpass function equal to Re {y(t) ej“t} with y(t)

defined as follows:
a) when  Jc(t) + r(t) 3% + n(v)| < A, (69)

y(t) = c(t) + r(t) e3® + n()

b) when lc(t) + 1(t) eju' +« n(t)} > A

c(t) + r(t) 3 4 ()

y(t) = A T 70
le(t) + r(t) o . n(t)} (70)
oo |
‘ SN - ) Mgy L+ z2(t) | .
NPT TR TRt S
where a new auxiliary function z(t) is intrcduced: .
- r(ry - I8 &%+ (D) | ‘?1?1} -

c{t)

Regardless whether or not capture of the limiter by clutter occurs,

the following condition is satisfied:

tr(e) e3%' + n(r)] << A (72)
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and when clutter cccurs, |c(t)| > A. The right hand side
Equation (70) may be-%nterpreted as the product of three terms:
A, a unit vector with a phase angle equal to that of c(t), and

g unit vector with a phase angle equal to that of 1+ z(t).

We may approximate }1’+z£%%)| by the imaginary part of z(t) as
shown in-Fig. 58, From Equation (71) and with inspection of

Fig. 57 we can see t;at ;(t) is the portion of y(t) that is due

to the target plus npiée after passing through the captured limiter.
We see that y(t) is approximately made up of the limited clutter
and the projections of target‘and noise perpendicular to that

clutter. Thus we Tewrite Eguation (70) as followsf

MORTE L U NCIOND I (73)

Equation (73) together with Equation (71) indicates that in the
captured region where |c(t)| >> A, the limiter output f(t) is
approximately a linear function of r(t) and n(t), with a time-
varying attenuation provided by the factor 1/c(t), ugless c(t)
is constant. | |

The signal y(t) eIt as defired by Equation (73) is
next passed through'a filter matched to r(t) and then through
a single delay-line canceller. Since both the matched filter
and the delay-line canceller aTe time-invariant dinear circuiis,
the order in which they'aré connected can be reversed without
changing the output. This will be done to simplify the theory.

In a'fiioﬁ clutter situation the clutter Tepeats after
a time TR equal to the pulse repetition period. The tlrget

Teturn repeats excopt fora phaseshift of say. 28 due to Dopplor.
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The random varizbles n(t) and n(t +‘TR), corresponding tc the
values of the noise components on two shccessive-pulses, are
independently selected from one ensemble which is assumed to

belsufficiently wide-band and Gaussiar. Thus we may write,

o(t + Tp) = c(t) . (74)
r(t + TRj‘- r(t)'ejza (755
n(r + Tp) - ale) = 3 /2 () _(76)

Prom‘Equations (74), (75) and (76) the assumptions
regarding the statistics of signal and noise can be seen.  The
clutter return on any ;wo_successive pulses is identical and
the target echo is identical in gmplitude but changes phase by
28. The complex noise envelope n(t) is a?eﬁmed to be independent
from pulse to pulsée and hencg in Equation (76) the two noises'
have been replaced by one noise with the same energy. On the
right_hahd side of Equation (76) the 90 degree phase shift of
the term j is introduced for convenience. This can be done
without altering the statistics of the noise because the noise
has uniformly‘distributéd phase. The intention is to §ubtract
the two successive returns and th;; perform matched filtering.

From Equations (71), (73) - (76) one <un form the

return difference calledra(t)=

a(t) =y (t + Tp) - y(t) . (77

w r(teT 3o r(t)ed® en(teTg) -n(t)
-8 e — O )

'
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. c(t) r(t)ej(u *8) 25sine +j/?h1(t)
= Aj T_ET?31-Im 4Q) }

.

For convenience we will drop the subscript from nl(t) and write

a = a' + 8 so that:

—

. .
. ) j a
A(t)\§ A) z : [2 sin 8 Re {IL%%%j—J +/2 Re {2 : }]

— : 78
\ (78)

The matched filter Gperates linearly on A(t) to compress the

signal and it form$ the cross-correlation ohr(T) which in this
theory is the single delay-line canceller MTI output. After .\\

both cancelling and matched filtering we obtain:

"Ar(‘.) - S A(t) r* (t +v) dt (79)

where the asterisk{denotes complex conjugation-’

The compression operation reduces the long time
sequ?nce to a short autogarrelat1on functxon and the position
and height of the central peak indicates the range and strength,
respectively, of the target. In distributed fixed clutter éie
distortion introduced by the limiter and the additive contribution
of the many sidelobes of the clutter tend to reduce the peak to
sidelobe ratio in the MT] output even when coaplete cancellation

of fixed clutter occurs. It is meaningless to consider clutter

levels so high that the distorted compressed target output has
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higher sidelobes than the central peak. Care was taken in the

sinulatigg\fg,naintain.clutter levels below this extreme case.

Since we are interested\principally in the main peak of the

-
b}

cqﬁpressed output we need only consider t = 0 in Equation (79).*

Let the peak value of the compressed cutput be P{a} for a given

arrival angle a. \

P(a) = DAr(O) - S a(t) r* (t) dt : (80)

Substituting Equation (78) into (80) we get:

P(a) = A S‘ j -——r§yl [2 sin B Re { ju}* /2 Re {n t }] r*(t)} dt

| (81)
The noise term in Equation (815 is needed only to calculate the
variance of P(a). NWe may therefore rewrite Equation (81) with
/7 Re. {E{%}} replaced by another noise term —{{} having the
same variance so that Equation (81) simplifies to:

\
-

P(a) = 2jA sin B 8 |_HT r*(t) Re {E{E} 3°}dt

’ o+ jA g 1—::‘{8—‘- re(t) dt

f

(82)

¥ The sidelobes are neglected in this step. In practice they
may degrade the output SNR.

£3 i d

-
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However:
T(t jo, 1 r(t ja re(t -3
Re {Ct e’} vl [E&%— eJ ."‘E]—E?%—EJG]- \
' (83)
: . r(t '
where ¢(t) is the angle of Tty "
Substituting Equation (83) into (82):
P(a) = jel® sin 8 S I—C(%TI— (1 + e 23 0(8) + ady rny] Zar-
.(84)

+ 3A g T%{%}T r(t) dt , lc(t)] >> A

This equation applies only for the éapturea_region vhere the
clutter exceeds the limit level A. ; v |

Another relation is needed to describe the target out-
put in the clear region where le(t)] < A. For this case the
difference hetween two successive returns is, from Equations
(69) and (74) - (76}, .

a(t) = § 263 r(t) sin 8 + j /2 n(t) o (85)
The corresponding MTI peak output after qatchcd filtering is:

Pa) = j2eju sin 8 S, Ir(t)l2 dt + j /2 S n(t) re(t) dt  (86)
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The notable similarity of Equations (84) and (86) which apply

to the captured and clear regidns respectively, reemphasizes

the fact that the strong clutter linearizes the captured-limiter
with respect to the target return and noise components. It

also suggests that the equations are amenable to being combinéd
into.one general equation by introducing two appropriate time-

varying attenuation factors.

Define g(t,a) and h(t) as follows:

= A -2j (¢ (t)+a)
g(t,a) -Z|—C—(-a—l 1 + e ],Ic(t)l>> A
(87)
- 1 le(t)ls A
| A
hGt) le(t)]>> A
Y (88)
) | 1 le(t) s A
) ;
Then Equation (84) for the case of the captured-limiter'and
Equation (86) for the case of the target in a clear clutter
2 .
free region, max)be combined into one equation as follows:
: ja . 2 d )
P(a) = j 2 e sin 8 g(t,a) |r(t)|" dt

(89)
. j /7 - S ‘n(t) h(t) r*(t) dt



Equation (89) is valid if during the interval for which

|r(t)] # 0 the target is either in the clear or in the
captured region. The approximation of Equation (73) requires

| jc(t)] >> A in the captured region. Therefore Equation (89)

is valid only fof weak or very strong clutter and is only
approximate where |c(t)|=A. However where discrete sources

of cluttef generate either no clutter cbmponent oTr a very strong
clutter component then Equation (89) helps to give insight into
the effect of the time-varying attenuation caused by the clutter-

captured limiter.

6.1.1 The Mean and Variance of the Target Output P (a)

The mean of P(a) is the average target aeplitude.
The variance of P(a) is ggﬁal to the energy of the noise component
of P(a). P(a) is a.random variable defined by Equation (89).
Assuming that the Gaussian noise component n{t) is zero,mean
we may take the expected value of P(a) as:

P=E (P(a)} = § 2 el® sin 8 gig(t,u) Ir(t)lz dt  (90)
. i N ‘

This mean value‘in time is still a function of the time
of arrival angle a and the Doppler angle 8. Subtracting

Equation (90) from (89),

P(a) - B = /I § | n(t) h(r) r*(t) dt (91)

[ H

Conr"") §

x ‘
P(a) is conditioned on.|c(t)| through g(t,a).

-



The variance of the complex P{a) is given'by [SQj:
VeE({|P() - P|?) (92)

T

= 2 ] IIE {n(t) n*(t+r}} h(t) h*(t+1) r(t) r*(t+1) dr dt

Define x = t + t and RN(T) = E {n(t) n*(t+1)} so that:

Ve 2 S XRN(t-x) h{(t) h*(x) r(t) r*(x) dx dt (93)

There are two special cases to consider depending on the band-

width of the noise,
a) If the noise component n{t} is white.'RN(t-xjf-_No s§(t-x),
where &6(t-x) is a unit impulse located at t = x. Thus

Equation (93) reduces to:

V2N S Ihee) |2 1r(e)]? at (94)
. - L
b) If n(t) is first band-pass filtered, the évaluation of V is
2 bit more tedious. As an example consider a Barker 13 code
of length L in infinite clutter. Assume r(t) is real and
zero outside the interval from 0 to L, nnd that the clutter

suppresses a portion of the target Teturn fron T to L in Fig. 59.
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figure 59. The Calculation of Viyp bY Equation (95).
t Four Bits of the Barker 13 are in the Clear and

The Firs
is Attenuated by Infinite

the Remainder of the Barker 13
Amplitude Clutter.
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Then from Equation (93) we get:
T T )
Ving = 2 S 3 Ry (t-x} r(t) r{x) dx dt (95)
0 0

Assume that the code r(x) iﬁ made up of + 1's and -1's and
that Ry ijs triangular and zero for t-x greater than the subpulse
length. Fig. 59 shows a graphical evaluation method for VINF
for T equal to four subpulses. Values of VINF calculated in this
way will be used later to confirm simulation results. ‘

In Fig. 59 the code is written as a sequence of plus

and minus intervals along two dimensions. The autocorrelation

function of the noise is visualized as a "roof™ whiéh passes
down the diagonal of the two dimensional plane. Equation (95)
then can be interpreted as the volume under the noise auto-
correlation function. In calculating the total volume the sign
of the checkerboard.pattern of pluses and minuses on the plane

of the code must be considered.

. .
6.1.2 The Output Target SNR Equation

Having calculated the mean and variance of the target
peak P (a) at the output of the pulse-compression MTI circuit
we may write the target signal-to-noise energy ratio (SNR)

denoted as A and defined by:‘

N SR sin afg(t,a) lr(0)l’ at)? (96)
v 2[[ Ry(e-) R(E) W00 T(t) r*(x) dx dt
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» is a function of a, B8 and in particular of lc(t)l'1 through
g(t,a) and h(t) as defined in Equations (87) and (885..

When c(t) < A in the clutter free region,:gfffu) = h(t)
= 1; the corresponding maximum value of x is useful as 4 reference
since it represents the SNR of a linear system without any
1ihiter. Any degradation from this maximum value of A is
attributed to the limiter.

The application of the SNR edhation for the cluttered
region where |c(t)]| >> A will be left to the next chapter on
results. Several different cases will be examined and the
simulation and theory compared. These cases will include siﬁgle

strong clutter reflectors, distributed clutter reflectors and

clusters of clutter reflectors.
AY

6.2 Digital Computer Simulation

The difficulty éf analyzing the behaviour of nonlinear
svstems suggests that a computer simulation of thé system may
be useful to support derived results and to providé new data.
In this section we shall use digital computer simulation to |
studv the SNR in a clutter-captured limiter under various
conditions.

In order to make the computer simulation meaningful
and as close to the mathematical analysis as possible, complex
numbers were used in the simulation and signals were/thus
represented in pre-envelope form. This requires a two channel
video simulation in which in-phase and gquadrature components

can be recognized and displayed by two digital-to-analog converters
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and a dual-beam oscilloscope.

A 16 bit fixed-point computer (CDC 1700) with
oscilloscope display was uéed to average and display the data.
Integer numbers occupying one 16 bit computer memory word were
used to represent one sample of one channel of the signal.

These integer samples were considered to span the integers

from - 32,767 to 32,767. Thus one complex sample with a réﬁl

or in-phase component and an imaginary or quadrature component
uses two computer words. A complex low-pass envelope such as
n(t) was represented by an array of 1024 complex samples spanning
2048 16 bit computer words. A transmit signal such as a Barker
13 phase reveral coded pulse was represented by, say, 78 complex
samples with a magnitude of ¥ 8000 so that each subpulse of the
code is*fepresented by six complex samples spanning 12 comput;r
words. 'For the purpose of cross-correlation with 1024 complex
echo samples the transmit signal was augmented with zeros to

£i11 a 1024 complex-sample array. Convolution and correlation
were performed between two integer arrays of 1024 complex samples
by using a fast Fourier transform (FFT) subroutine. Conditional
array scaling [22] was included in the FFT to prevent numérical
overflow at intermediate steps of the computation. The forward
FFT converts an integer array of say 1024 complex time values
into an equal length array of complex frequency components. The
use of an inverse FFT reverses_this operation. Thus cTO0SS-

correlation can be performed on two time sequences OT arrays,

of equal length, by applying a forward FFT on each input array.
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Then at each discrete frequency the product'of the two resultant
spectra 1s calculated. These products must also be scaled down
to prevent exceeding the available bit length. Thus an array

of discrete freagency cross-power components results, the

inverse FFT of which is the circular cross-correlation of the two
input time sequencesr'

Three kinds of clutter were simulated to test the effect
of the clutter-captured limiter on the target signal-to-ﬁoise
ratio. The clutter types considered were: s;nglc clutter, i.e.,
produced by one strong point scatterer, distributed clutter
produced by a field of scatterers; and clusters of clutter
produced by groups of scatterers clustered at some particular
ranges. These clutter types were considered for both fixed and
fluctuating scatterers.

A universal method was used to generate the simulated
clutter signal. This method was applicable to each of the clutter
types and could be used for any transmit waveform‘r A range space
array composed of 1024 complex sample Tange bins was filled with_
zeros and a complex impulse represented by two adjacent computer
words was plaged at each location in range where a reflector
was simulated. The magnitude and phase of each impluse would

determine the amplitude and phase of the corresponding clutter

return. Thus we may write:

t See Chapter 2, section 2.5, this thesis.

L

v, kAL
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c(t) = r(t) * L Ap 8(t+ry) = T Ay r(f+1K) (97)

where Ty is the range of the reflector and the asterisk denotes
Eonvolution. Since the time sequences are saﬁpled we must
replace c(t) by C(et) = C(t) where t is an integer so that
Equation (97} becomes:

K X
C(r) = r(e) * ¢ AK s§{t+k) = L AK r(t+k) (98)
“here 0 < 1<N with N = 1024 and k locates the reflector.

Provided that there are no reflectors in some range -

of length equal to the length of the transmit signal, then the

clutter signal C(t) defined in Equation (98 ) will be zero for
some t and no aliasing of the clutter signals, due to the circular
convolution used, will be encountered. fhe range fbr which C(t)
"= 0 is free of clutter, and in this region the linear-limiting
amplifier does not saturate.

The target was included in the range space of the
clutter reflectors. For e@ch simulated transmitter pulse the
convolution of Equation (98) was performed and the summation of
echos was the clutter plus target for that transmitter puls;i A
second convolution with an altered target phase produced the
effect of fixed clutter and a moving tnrgef. By altering the

tlutter reflectors by a small amount on each transmit pulse

fluctuating clutter could-also be simulated. A block diagram

. ¢of the video simulation .is-shown in Fig. 60.5\

The envelope limiter was simulated on>the computer by

testing the magnitude of each complex input sample against a

)
(

]
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threshold A. If the magnitude was less than A the two computer

‘.\ e

words holding the complex sample were not altered;e‘lf the
magnitude.of the complex sample was greater than A then each word
holding the complex sample components was divided by that
nagnitude and multiplied by A so that the output magnitudehwas
equai to A. -

This scaling could be performed using‘a fioating point
package which gave the requ1red accuracy, but limiting 1024
" complex points by float1pé p01nt methods’ requlred two seconds
of computer tlme. Instead a f1xed-po1nt method using double-
prec151on 1ntegers was used to give the requifed accuracy but |
take only 0.2 seconds for 1024 complex input p01nts

White Gaussian noise was obtained by analog-to-digital

conversion to 14 bit accuracy® of the noise output of a random
annlog noise generator. This method of generating noise was
fast and convenient and had the advhntage over computer generated
sequences that the sequence never repeated. However computer
generated sequences do have the advantage that exper1ments can

he repeated with identical s1gnals using different system |
parameters. o -

L

_ Band-limited colored wide-band Gaussién'igise was
'bb;n;pea by adding white noise samples together in groups of 6
samﬁiee;’ By.s}iding the elements of the group one sample. down
-the sequence at a time, @ sliding sum with a triangular auto-
correlation function was prbduced. ﬂy making the width of this
autocorrelat1on function, the same as the widthof the auto-

correlation function of the transmit 51gnal. the colored noise

,
i
~

#
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could be made to have the same bandwidth as the signal.

Hence-

forth the word "colored” as'applied to noise will indicate noise
with the same spectrum as the signal.

Before envelope limiting the noise was added to the
clutter plus target 51gnals. The limit level was set té}limit
the clutter strongly but not to 11m1t the target plus noise alone.
This implies a limit leVel in integer form of about 1000 and a
clutter level of 6,500 with target plus noise below 1000; . thus
clutter is 16 db into limiting. |

The matcheé/filtering was executed similarly to the
convolution, using th—forward FfT’S and one inverse FFT on their
spcctrallproduct with the transmitter signal first times~reversed.
This reVersal makes cross-correlation identical to convolution
with the time-reversed transmitter signal. The output of the
mapfped‘filter had in-phase and quadrafure components which were
stored for coherent MTI cancellation. After coherent subtraction
of two successive matched filter outputs the in-phase and
‘quadrature channels were combined b; squaring and adding them,

and taking the squafe Toot.

6.3 Simulated Experiments

The following 15 a list and detailed account of a series
of simulations which were made with dlfferent transmit 51gnals and
clutter types to determine the effect of a clu};er—captureda
limiter on the target sxgnal -to- n01se ratio at the MTI output.
Both a} f1xed reflectors and b) fluctuating reflectorg are

considered as sources of clutter.
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a)- Fixed Clutter '

i) A comparison between the Barkér 13 phase-reversed code and
an uncoded pulse of the same length in sgrong single
" clutter. |
ii) A 63 bit random code in white noise and strong clutter,
iii) Barker 13 in distributed clutter.
iv) Barker 13 in clusters of . clutter.

b) Fluctuating Clutter

v) Barker 13 in strong singie clutter.

vi) Barker 13 in clusters of clutter.

6.3.1 Details of the Simulated Experiments

Since strong clutter captures the envelope linmiter
and attenuates both signal and noise in a linear fashion it was
possible and convenient to measure their energies separately and
to obtain the resultant signal-to-noise ratio at the MT1 output
by division of those energies.

To obtain ihe noise energy vefsps range both in the’
clear and in clutter a large number of MTf'outputs wifh-no'targqt
were squared and summed using iﬁdependéﬁf noise in each channel
for each transmitter pulse. | : Y

Thé‘tﬁ?E::’;as moved from outside the.g;utter through
those ranges at which clutter was located and the largest peak
¢f the MTI output was tracked ﬁnd its amplitude was plotted.

i) A Comparison between the Barker 13 Phase-Reversal C?de and an
Uncoded Pulse of the same Length in Strong Single Fixed Clutter

ool
o,

Theuncoded pu¥se and the Barker 13 coded pulse were

made 78 complex samples long and were augmented by zeros to fill
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an array of 1024 complex samples. The transm1tter signal array

is shown for each of these s1gnals along with thelr compressed
output from the matched filter, in Fig. 61. For a strong single
fixed clutter the range array consisted of zeros excepe for two
complex samples, one the clutter reflector and the other the
target. The clutter reflector was made strong and fixed by
using a large constant value for the integer sample, i.e., 6,500
in integer form. The target reflector was made 13 times smalfer
and was reprcsented by a constant, i.e., 500 with an adjhstable
range and phase. |

After convolution of the transmitter pu};e and the
reflector array a clutter signal and target echo were generated
as 78 sample 1on§ replicas of the transmit pulse spaced apart by
the same number of samples ?s the two reflectors. By placing
the reflectors less than 78 ‘'samples apart the clutter return
could be mage to overlap £he target return.

Colored noise with the same spectrum as the signal
was added to the target plus clutter by generating two independent
sequences and'edding them te the-real and imaginary or in-phaee
and quadrature parts of the signals. For the qncoded pulse 78
:samples long a random low-pass noise wés generated by taking 3
sliding sum of 78 elements of a whiFe noise sequence. For thed
Barksr 13 puISe 78 samples long, thef;ubpulses were 6 samples long
and therefore the white noise was colored by adding fhe samples
in groups of six. To measure the»output noise 160_t§1als of the

AT

nois;?output were averaged. R

-

|

\
v

’t\
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figure 61. The Computer Arrays a) The Uncoded Pulse, b) The
Autocorreﬁht1on Function of the Uncoded Pulse, t) The Barker
13 Coded Pulse ,d) The Barker 13 Autocorrelatlon‘Functlon,

e) The Range Space Containing the Clutter Reflectors and the
Target. | )
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The Barker 13 was also tested in single fixed clutter

using white additive noise.

ii) A 63 Bit Random Code in White Noise and
Strong Single Fixed Clutter

A 63 hit random plus apd minus sequence was generated
by choosing a 63 element sequence of white noise and replacing
each positive e1emen¥ by + 5000 and each negative element by
- 5000. Two complex samples were used to represent each bit
so that the resulting phase-reversal sequence h;Hmaff;;;:; of
126 compléx samples. Thirty different random sequences were
tested for uniformly low sidelobe structure after matched
filtering before settling on one sequence with the lowest side-

lohes.

The prev1ous Barker 13 code was replaced by the new
63 bit code and the noise 1nput to the 11m1ter was made to be
\ 'white ‘Both 13 to one and 26 to 1 clutter amplitude to target
vamplltude ratlos were tested using 160 transmitter pulses.

11i) Barker 15 1n Distributed Fixed Clutter

For this test the transmitter pulse wad. restored to
the Barker 13 and the colored nOiSe[ﬁith the same bandwidth as
the signal was'employed. \

‘ A new clutter situation was simulated by replacing fhe
single reflector by’%féeries of sixty complex reflectors spaced
six samples apart and chosen from a distribution with uniformly
distributed phase and Rayleigh distributed amplitude.

This type of fixed d15tr1butcd clutter was easily
generated by choosing tﬁe'real parts of the reflectors from a

¢
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ZzeTO-mean Gauss%;n random sequence and choosing the imaginary
parts from another independent Géussian sequence. In some cases
constant amplitude signals could be used and the-same ;esult
would eventually be obtained by the central limit theorem.
However in our simulation, Gaussian distributed numbers could'be
obtained easily from an analog-to-digital converter connected
to a Gaussian random noise generatof.

The clutter signal produced by these reflectors was
zero over part of the 1024 samples to prevent aliasing of the

returns and to allow the SNR in the clear to be measured,

iv  Barker 13 in Clusters of Fixed Clutter

The evenly distributed.refleEtors of the distributed
fixed clutter were modified to group the strong amplitudes at
particular ranges. This was accomplished by weightihg the clutter
reflectors by a cosine squared functioﬁ of range with a period
of 100 samples so that strong clusters of clutter appeared along
the range axis with a spacing of 100 samples between the clusters.
Colored additive noise wag;gmd\?s before.

. . . .
v Barker 13 in Strong S{;gle Fluctuating -Clutter

. Fluctuating clutter is simulated by allowing the

amplitude and phaSe of the clutter refiec> r to vary by a small
amount. This is accomplished by modulating the real and imaginar?
parts of the clutter reflector bf two independent s}owly varying
low-pass random waveforms with @ Gaussian power spectrum and

approximately a Gaussian probability density functign. Barlow [50]

has measured the power spectrum of clutter under varying weather
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conditions and has found his experimentally measured power

spectfum G(f) fits a Gaussian curve where the bandwidth of the

spectrum varies with weather and carrier frequency according to

the equation:

G(f) = exp (- a £2/£,%) - (99)

where "a'" is a parameter depending on the environment and f, 1s

the radar carrier frequency.

In an environment of heavy wooded hills with a 20'mph
wind blowing Barlow finds the parameter a = 2.3 X 1017 in
Equation (99). Assuming a carrier frequency f, = 1.36 GHz we

find Fquation (99) becomes:

G(£) = exp (- £2/8) | : (100)

Bv choosing samples-from Fourier-transformed white Gaussian
noise and weighting them by the square root of Eqpétion (100) we
obtain the sampled frequency weights of Equation (161), shown

in Fig. 62:

W(keF) = W(k) = [EXP (- k2/8)]1Y/2 (101)
' |

where it is imﬁi&cit that the frequency is sampled at intervals
4F where AF 1is eéual to one Hz. The corresponding-slgzly varying
time sequence was obtained by performing the inversg/FFT on a
speétrum augmented by zeros to fill an array of 1024 complex
samples. A typical time sequence is shown in Flg 63. Two such

rcal sequences are required to modulate one complex reflector.
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The time series which modulates the reflector was

stored on a computer disk storagé and one element per transmitter
pulse was called up to add to each component of the refle&tor. T
The modulation index for the clutter was approiimately 10%.

This modulation index was chosen to allow the results
for fixed clutter to be compared with the results for fluctuating
clutter. In the case of fluctuating clutter two additional
components of residual clutter are added to the radar receiver
noise which reaches the MTI display. The obvious component is
that due to the clutter spectrum which passes through the canceller.
Another component of the residue is due to the broadening of the
clutter spectrum bf the limiter [36]. Although for fixed clutter
~the distortion caused by the limiter does not pass the canceller,
for fluctuating clutter.any distortions of the clutter return
‘which do not repeat exactly from pulse to pulse will pass through
the canceller. |

To keep the residue at the MTI display small a low
value of the modulation.index was used. This was done merely
to demonstrate that the residual clutter coAtribution to the
signal-to-noise plus residual clutter limite; loss was additive
to the loss due to the time-varying gain fluctuations of the
clutter-captured limiter. The 10% modulation level for the'fi;e?
clutter was chosen to produce a small additional contribution of
residual clutter to be added to the compressed noise of the |

. j

radar receiver. Too large an index of modulation would tend ;b

swamp the effect we are looking for in residual clutter.
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vi gg;ker 13 in Clusters of ctuating Clutter

N,
The clusters of reflectors from the previous case of

clusters of fixed reflectors were retained but each reflector

Qé; modulated by a slowly varying yime sequence with the power
~spectrum of Equation (100). In this case there were 60 complex
reflectors with 120 components to be varied. For each compcnent

a 1024 element time sequence was stored on a corputer disk storage.
Thus 1200 x IEE}/:: 120,000 words of disk storage were used. To
facilitate picking up the variations for the reflectors at each
transmitter pulse the seduences were weighted for the strength

of their component which they would modulate and then the sequences

th

were Teordered to place the m = element of each sequence in the

same - disk location so that after the m—1th transmitter pulse all

the clutter variations for the mth

pulse could bé retrieved from
the disk in one operation,

In this way up to 1024 transmitter pulses could be
sirulated without interruption. A target was simulated to "fly"
from a clear region into the edge of the clutter and also through

the clutter itself. The main peak of the target MTI output was -

tracked with no ncise and the target amplitude was recorded.

- .
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Chapter 7

Results

The purpose of these simulations was to determihe
the signal-to-noise ratio loss in 2 pulse-compression MTI
radar with an envelope limiter captured by fixed clutter.
In addition some fluctuating reflectorshwere simulated. The
experiments with different types of clutter and different
transmit signals and noise will be discussed in the same order
as they wefé presented in the chapter on formulation. Where
possible the results will bglrelated to the equation ‘for rthe
SNR at the output pf a pulse-compression MTI radar as developed

in the previous chapter.

7.1 Results for Fixed Ciutter

i) A Comparison between the Barker 13 Phase-Reversal Code and an
Uncoded Pulse of the same Length in Strong Single Fixed Clutter

The target amplitude as the range of the target passed
through the range of the clutter was reduced as shown in
Fig. 64(a). This target output reductign was due to the
clutter capturing the limiter and attenuating a portion[of the
desired echo which overlapped the clutter return. This time-,
and hence range-dependent tafget.qtfcnuation g(t,u)‘affects
the mean value of the target'OUtput'according to Eqﬁation ﬁ90)

which is repeated here for convenience.

177
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[N Y

P =2j el sing j g(t,a) Ir(e) | at ' (102)

/,
The té;; 5 eju sin is a tomplex constant if we assume as
constant the arrival angle a and the angle due to Doppler 8,
of the target. Th1s constant determines in which channel”
the compressed target wilf appear, either in-phase or in-
quadrature. In fact up until the two channels are combined
at the MT1 output the angle of the compressed'target return is
preserved. However we shall treat the target angle as unnecessary
information. The decrease in the mean target output with
overlap 1S due to the target attenuat1on factor g(t,a) in
FEquation (102). The integral of Equation (102) has the effect
of averaging g(t, a)'over the non—zero portion of r(t). Recall
|r(t)| is constant since we are con51der1ng a constant'énvelope

. phase-reversal 51gnal._ Hence we may lump the constants in

Equation (102) to obtain: ’ : ‘

P =k g(t,a) dt L e3)
: r(t)¢ O .

-

The mean target output is proport1onal to the mean value of
g(t,a) over the transmitter pulse. But g(t, a) is a function of .

lc(t)| and a through Equation (87) which is repeated here;/////

g(t,o0) "1 YTE%?TT {1+ e-Zj(t(t)+u)]‘ le(e)] > A
1 - ’ le(t)| < A
R L S (108)
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where ¢(t) is the angle of Z%,% , which is_thé phase éngle of

the echo with respect:-to the clutter., In Fig. Gi(a) there

s T Dl Sma b N

are tu%étarget amplitudes shown for ¢(t) = 0 and ¢(t) =m/2,

both for a = Ot_ The lower amp11tude applles when ¢(t) = 0

e fmietla

and the target phase angle is the same as thg clutter phase

angle.

The variation of P with range is seen to be a linear

function which agrees with the averaging of g(t,a) in Equation

o e R atami

(103). Wlth the target return partially overlapping the
clutter return, g(t,g) is equal to one 1n the clear and a
very small value in the clutter. Therq{Pre the target energy
decreases as a parabola as shown in Fig: 64(b), for both ‘the
uncoded pulse and the Barker 13 coded pulse.

The narrow- -band noise which accompanies the ‘uncoded

pulse is coherent over the pulse length and therefore behaves’
?hg same as the target echo. The narrow- band noise energy was‘
obtaintd‘by summing a large number of noise energy. matched
filter output traces in the presence of strong single fixed
clutter:'.The resultaﬁt energy.curve was a parabola when the
signal and ﬁbise-bamhddth were equal.

The Hlde band noise in the case of the Barker 13
code behaves d1fferent1y. For a white noise’ input to the limiter
the noise variance V as given by Equation (94) is proportional
to the mean squared value of ‘the noise attenuation factor
h(t), Eeuation (88). In strong single fixed clutter the noise
ength of noilse free

energy V is therefore proportionnl to the 1

from overlap with the clutter, see Fig. 65.



ENERGY

figure 65. Noise Ene
to an Envelope Limi
Clutter.Two Typical No

RANGE

ersus Range for White Input Noise
r MT]) System Captured by Strong Single
Energy Averages are Spaced -

Vertically One Division Apart. The Pulse Length is 1.6

Divisions Horizontally.

181




b . - :
~, v Ly
For colored noise with the same bandwidth as the
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Barker 13 coded pulée the noise variénce is more complex.
Referring to'Equation (93) we see that evaluation of a double
integral is required. This is simplified assuming infinite
amplitude cluttef in Equation (95). A method of v1sual1z1ng
Equation (95) is shown in Fig. 59. The pr0f11e of V Versus
range for infinite clutter is shown in Fig. 66 as calculated
from Equation (95).

The measured value of V for the Barker 13 code is
shown in Fig. 67. The ‘colored noise js wide-band and is

correlated only over the subpulse length. The noise energy is

asymmetrical in single clutter as a consequence of the asymmetri
code. Although the'clutter exceeds the limiter level A by only
a factor of ten or less, there is good resemblance%petween the
theory for infinite clutter, Fig. 66, and the measured value of
-V, Fig. 67. |

The shape of the noise energy versus range curve .
is entireiy.dua to the 1nteraé¥1on of the noise attenuation h(t)
and the Barker 13 matched filter. In F1g 68 a noise energy
curve is shown which was obtained by matched filteriA; of
colored noise with an attenﬁéted section of a length equal to
one pulse length. This curve also shows the asymmetry of the
noise.

Dividing V by 52 the noise to tnrgét energy ratio A
was ohtained. For white additive noise with a 13:1 ratio between

clutter and target amplitude the increase in noise-to- signal

~
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Barker 13 Coded Pulse with Colored Noise.
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figure 67. Noise Energy Versus Range for an Uncoded Pulse in

Narrowband Noise and a Barker 13 Coded Pulse in Colored Noise. .

Attenuation is Caused by a Strong Fxxed Clutter. Pulse Length
1.6 cm. Horizontally. : f
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by Barker 13 Matched Filtering of” C\?Iored Noise With a '
Section the Length of the Pulse Attcnuated by a Factor
of 16. Pulse Length 1.6 cm. Horizontally. )
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ratio is shown‘ih Fig. 69(a). For the case'of-the Barke} 13
coded p?lse_with'addiiive noise of the same‘bandwidth as the
signal,lthe‘noise-to-signal ratio is shown in Fig. 69(b).
Theoretica - Stnts calculated from the SNR engzion for i,
Equation (99) .are included for comparison.

At one particular range the SNR loss réaches-s db
for a 13 to one clutter-to-target amplitude ratio. Since for
an uncoded puise in narrow-bﬁnd noise there is no SNR loss
caused by the clutter captured limiter while for the coded
pulse in wide- band noise a SNR loss occurs. the uncoded pulse
_ appears to he superior in heavy clutter. This conclus1on is .

m151ead1ng however since if both.the uncoded and the coded

pulse ha\e the same pulse length then the coded pulse w111 have'
superior subclutter range resolution and the greater resolution
of the pulse-compression Eystem wi}l allow targets to be
tracked inside the clutter-captured area. puring tﬁe simulation
a target was moved slowly inEg the élutter and the returns’ |

_ from edual lenéth pulses, one Barker 13 biphase coded and the
other uncoded, were observed. When both returns were partlally
overlapped by a strong single fixed clutter the range indicated
bv the central peak of the output of the pulse compressién system
was able to follow'thé-target-into the,cluttef'while the MTI
output for the uncoded pulse did not enter the clutter, nor
indicate the rang; of the target as clearly as the pulse-
compression system. This is a consequenée of the smaller rafige
cell size for tﬁe pulse-compression system. The ability of the

pulse-compressiOn system to separate targets'whos . returns

iy



186

S . &
= : -
AN — T % : _
-1 . ..l DRI SRR S
[ ] l [
* |2
z | b |
g R
= *“1’“*-"’""*\- M*f“*ﬁt’v'ﬂx ' S"’Weyv?d‘ﬁf' '
L?r o T _!;. e
o . RS 1
i ¥ | %
2 e |
2 . | RANGE
a)~=
e * ‘
it + F 31+ -4
o) ! b |
— B e s i e
2 | T4 |
e | :i} i: .
é | 4 + ‘L.‘: - f;e: HH‘."-
i | < <,
- WM\?: 1l IW
< - ) - -
: S | ,
? ' T v
b - +— + \3— -} RANGE
= T ‘ ’
b) &
n
—
e}
z

figure 69 No1se-to-51gnal Energy Ratio "1/ (LINEAR SCALE)
for Barker 13 Coded Pulse in Single Clutter, a) With White
Input Noise, b) Ihth Colored Input Noise. Pulse Length
1.6 cm. Horizontally. The Crosses are Theoretical Points
Calculated from Equation (96). ‘ v
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partially overlap is useful in this case.

ii} "A 63 .Bit Code in Strong Single Fixed Clutter
with White Additive Noise

>

For the 63 bit code tke thrget amplitude‘as a function
of, ignge was again proportional to the fraé?idnal length of.the
code which was not ovcrlapped by clutter. ‘

The white noise after matched fllterlng had a noise
energy'which was also directly proporxlonal to the fract1onal
non-overlapped length. ’

Two clutter to target amplitude ratios were tested,

13:1 and 26:1. The 13:1 Ease2give§‘a_n6ise-t6-si§nal energy
ratio (qyt shown) which js very similar to the case of the ™
Barker 13 code in white noise. "Qther codes with white noise

could he expected to give similar results.

‘ The 26:1 case requires some caution in interbretation._t
With large attenuation of‘one:section of fhe code by the clutter-
captured ‘limiter, at the MII output the peak-to-sidelobe ratio
of the compressed output deteriorates to such a degree that._
with this severe clutter interference, some instances in which
the sidelobes‘become as largf as ghe central peak{goxsétur,
sece Fig. 70(a). However the majority of theq}arggsF target
peaks do give the correct target range. . ﬁith this understanding
the noise-to- ignal energy ratio is given in Fig. 70(b).

For 13:1 Slutter -to-target a-plxtude up to 3 db loss

in SNR'occurs and for 26:1 clutter-to- target amplitude up to

6.4 db loss was measured. These large Tjjjji/g;;ﬁr at one
N ) v 4
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particular range where the clutter almost completely overlaps

the target return.

'jii) Barker 13 in Distributed-Fixed Clutter } ::j

) For this case the clutter return wa simulated by
/the convolution of a Barker 13 code and a field of six;y
complex scatterers. The resulting clutter return c{t) was
approxiﬁatély f}ve times larger than the target echo in
amplitude and cov?rcd a range abouf four times the length of the

code. In this case the theory is very complex but two useful

simplifications can be made,

1

If |c(t)] >> A and c(t) shows rapid phase variatiOns
such as when the clutter is due to the superposition of a large
nunber of randoyly distributed phase rgtgrns from, say rain,
then we may aﬁp;y the principle of stationary phase- [51] to
g(t,s) and neglect the contribut{on of e'zj(‘(t)*°) from Equation
(87) to the intégral for P in Equation (90); Then in the

cluttered region where [c(t)| >> A.we have:
g(t,a) = g() = yreteT = S (O & - (108)
[€O7 72 ~

From }be SNR equation for A, Equaq{on (96) this
Correspogds to.a IJss in SNR of 3 db. On the other hand if the
phase angle ¢ (t) bgtwcen the clutter and the target is conmstant
modulo n, which may occur when a phase-reversal code is trans-
mitted, and if the phase of c(t) is constant such as wﬁen.the

3] ‘-
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clutter is generated by.a single strong reflector, we may
regard ¢(t) as essentially constant and redefine a to absorb

s(t) thus:

A

g(t,a) = TTETETT {1+ e-2ju]

U (106)
Now a is the target feturn phase angle with respect to the
clutter and unless the target is at a blind phase, o will change
from pulse to pulse. We may treat a as a uniformly distributed
stray paraﬁeter and substitute Equation (106) into Equation (90).
. Evaluating the expected value of ‘ﬁ|2 we find that the result

is equivalent to replacing the g{;,a) by another function |
geq(t) wﬂich is independent of a and defined jn the clutter

region by:

A
RBeq (V) = =

= h{t) | (107)
Y2]e(t)] .

Since le(t)| is assuméd to be constant h(é) is also
constant. This indicates that in this case there is no loss
incurred in the SNR, since both signal and noise are at;enuated
hy'the same constant., ’ .

With these two cases in mind we may examine the
target and noise amplitudes as they encounter evenly distribued
clutter, Fig. 71. The noise represented by the seemingly solid
line was obtained by summing the MTI noise output energy for

160 pulses., The largest target peaks were plotted at the range

)
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Target (Dots of Lower Trace). The Pulse Length is\3.2 cm.
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where theyloccurred as a sigulated target flew from the

clear reéion.into the distfibution clutter. .Ig the clear in

Flg. 71 the signal and noise. appear equal As the'ciutter is

entefed a range is encountered jyéte the target echo is alnost
completely overlaﬁped by clutter; at this range the SNR loss

is 2 db. Inside‘thé clutter the target amplitude varies
rapidly_dueaxo the varying_pha§e-angle'between the target and’ \
the clutter. , \ ‘

Inside’ the ‘clutter the SNR loqs 15 3 db which 1s in .

agreement with Equat1on (105) for the case of rapidly varying

phase. o I T

iv) Barker 13 in Clusters of Fixed Cluttefl .

For this case the clutter reflectors ‘were grouped
into a cosine squared amplitude pattern with a range between .
clusters sligb{iy longer than that of the coded pulse. A
~ Barker 13 code was used and colored noise iith the same band- 7
Wldth as the signal was added to the clutter. {n this case the
clutter amplitude was srongly time- garylng. 7
| It has already been deter-ined that the target signal
amplitude P varies as the mean value of g(t,a) as ;pown by
| Equation {103). The ;grget gain faqtof gjt.af is averaged over
a time duration equal to the pulse length; at 2 time correspond-
ing to the range of interest. | |
‘The noise contribution at the range of 1nterest may
also be evalua}ed from Equation (93) which simplifies for the

“case of'uhite ‘noise to Equation (94) which As repeated here for

, . o
- ‘ . . ’ a
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clarity.

V= 2 Ny S h@1* 1rof® e (108)

From Equation (108) the noise amplitude is proportional to-

the RMS of the noise gain fac£0(;h(t). For long codes and‘

wide-band colored noise it is still essentially true that the

noise gmplitudp is proportional to the RMS of h(t). |
LFor_clutter_wﬁich varies strongly in amplitude

with range (i:e , time). both g(t,a} and h(t) will be time-

varying functlons Therefore the t;SZet—to-noise energy ratio

(SNR) varies W1th range and the SNR is proportional to the

square of the ratio of the mean value of g(t,a) to the RMS

jvalue of h(t).

If g(t) = h(t) as in Equation (107) then the ratio of
the mean to RMS of g(t) is always less than or equal to one;

As an example consider a Barker 13 phase-reversal
code in white ﬁoise with strong qlutter capturing the limiter
to. a time-varying dégree so that three subpulses of the code
are in the clear and the others are reduced to ierb. Then g(t)
= h(t) = 1 over the first three bits and g(t) = h(t) = 0 else-
where. For this‘example the mean value of h(t)‘;s 3/13 and
the RMS is v3/13 and a 5 db SNR 10ss occurs. ‘

In the exper1m:ht’;1mu1ated with clusters of clutter.

the noise amplitude and target amplitude as functions of range
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f1gure 72. Barker 13 in Clusters of Fixed = Clut
Colorcd Input Noise 'a) Noise (Upper Trace) and Target Am
(Lower Trace). The Pulse Length is 3.2 cm. Horizontally.
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Length is 1.6 cm. Horizontally. '
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.are shown in Fig. 72(a). Thé,corresponding SNR is shown in

. B @
Fig., 72(b). The SNR ijs seen to fall from its maximum value as

the clutter is entered and two separate loss curves appear as
~

the target alters its phase by n/2. The SNR never exceeds its
"in the clear” value and at one particular range shows a SNR ‘

loss of 5 db for both in-phase and in~quadrature to the clutter,

7.2 Results for Fluctuating Clutter

The spectrum of clutter from fixed reflectors is an
impulse at zero frequency. - This type of clutter was used 1n1t1ally

in the simulated egper}ments because it had the convenient

property that all the clutter at the MII output could\ge removed

\-

bv a single delay-line canceller. A single delay-line canceller
has the block diagram sﬁown-in Fig. 73. We shall consider the
video signal to be complex therefore a phasg;noherent canceller

was simulated. : .

The frequency response of a phase-coherent canceller

is given by Equatien (199).

H(jw) = 1 - e 3T - . (109)

where T is the tiﬁe of the delay-line. The magnitude of the
frequency resgonse is shown in Fig. 74.#16ng with the.spectruna
of fixed clutter G (f) -‘
¥Wen an additional baussiaé.clutter spectrum component
was simulated by modulating the amplitude snd phase of the clutter

reflectors a hew clutter.
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figure 73. Single Delay-Line Canceller.
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. _
figure 74, The Spectrum of Fixed ~ Clutter and the

Transfer Function of a Single Delay-Line Canceller.

-
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spectrum Gz(f) resulted and a clutter residue remained after
the canceller, (see Fig. 75). To a certain degree the residual
cluiter can be reduced by employing delay-line canceilers )
' of a higher order, (see Fig.'76).

The purpose of this investigation was not té explore
the poséibilities of high order cancellers but was to test the
SNR losses due to a clutter-captured limiter in pulse-conpression
MT1 radar under realistic conditions. . It can be argued thatJt;é
fixed‘clutter with a clutter power spectrum of zero band-
width is not realistic. Therefore a few of the most inéortant

cimulations made with fixed clutter were repeated with a

fluctuating clutter-component with a Gaussian power specCtTuRm.

v) Barker 13 in Strong Single Fluctuating Clutter

of the same bandwidth ‘and the lﬂrtter was captured by the
single fixed clutter. The profille ‘of the noise energy
versus rangé is shown in Fig. 77. This noise trough is asymmetri-
cal also, as is the noise trough for the Barker 13 with S:’
stafiongry clutter. Comparing Fig. 67 for fixed single clutter
and Fig. 77 for fluctuating clutter we can see two principal
differences.’ The first difference is that the asynietry of the
two curves is reversed right to left. This is easily -explained
by the fact ;hat‘the Barker is-ébde was simulated in the reverse
time-order to see the effect on the asymmotry. As expected the
asymmetTy Wwas reversed. This shows;that the asymmetry of the

noise trough is a proﬁerty of the code and was not due to any
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figure 75.. The Clutter Power Spectrum Gz(f) Generated by

Fluctuating Reflectors and the Trapsfer-Function of a

Single Delay-Line Canceller.
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figure 76. The Clutter Power Spectrum G,y
Function of

by Fluctuating Reflectors and the Transfer

a High-Order Delay-Line Canceller.
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systema;ic error. v
The second .principal difference for fluctuating- , €
clutter is that the gréugh is ﬁartially filled in at the bottom
by residual tluﬁker}“ Where the noise energy falls almost to .
zero (i.e., 2%) at the location of the clutter reflector in
Fig. 67 for the fixed case, the noise plus residual clutter
energy of Fig. 77 falls only to about 16% of the'in the clear
value. Also the noise plus residual clutter energy is slxghtly
higher along the sides of the trough for the case of the fluctuat-
"ing reflector. The target energy is the same as thai of the
fixed clutter case. Our conclusion therefore is that the noise
~p1us residual clutter profile versus.range is identical to that

for a fixed reflector except for the addition of residu