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ABSTRACT 

The emerging passive optical network (PON) requires the burst mode clock and 

data recovery (BM-CDR) for the successful data detection, with a strict requirement in 

the locking time. Two innovative BM-CDR schemes are proposed, modeled, simulated, 

and analyzed. They simplify the circuit design and reduce the chip size and the power 

consumption by utilizing the characteristics of the optical components in the upstream 

fiber link. One scheme utilizes the phenomenon of the clock tone generation by the fiber 

dispersion. The other scheme utilizes the nonlinear relaxation oscillation of the directly 

modulated laser (DML) to generate the clock tone. The phenomenon of the clock tone 

generation by the DML relaxation oscillation is discovered for the first time. Both 

schemes do not incur extra cost, additional optical components or electrical circuit blocks. 

In both schemes, the BM clock recovery (CR) circuitry is based on the injection 

locked oscillator (ILO). Its behavior in the BM-CR application with the input of the 

distorted non-return-to-zero (NRZ) data is simulated at the system level for the first time. 

The BM-CR circuitry is designed and fabricated in a standard 0.18 !lm CMOS technology 

to experimentally demonstrate the two schemes operating at the bit rate close to 10 Gbps. 
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Chapter 1 

INTRODUCTION 

1.1 Overview of PON 

The conventional optical network uses point-to-point (P2P) continuous 

mode (eM) transmission, in which the optical data signal always exists in the 

fiber link. One example is the optical synchronous digital hierarchy (SDH) system 

[1]. Nowadays, the passive optical networks (PONs) are emerging and being 

deployed. The PONs can support various network applications by providing huge 

bandwidth directly to the premises of the users homes and the offices [2]. 

Depending on the different specifications, the paN networks can be categorized 

into the A TM paN (APON), the broadband paN (BPON), the Gigabit paN 

(GPON) recommended by the International Telecommunication Union ­

Telecommunication Standardization Sector (ITU-T), or the Ethernet paN 

(EPON) by the Institute of Electrical and Electronic Engineers (IEEE) [3, 4]. 

Their differences reside mainly on the data bit rate, framing and communication 

protocols, while their network physical architectures are similar, as shown in 

Figure 1.1 [5]. The network topology is point-to-multi-point (P2MP). The optical 

line terminal (OLT) resides at the service provider end. The optical network units 

(ONUs) reside at the user end. Both of them possess the laser diode (LD) and the 

photo-detector (PD) with different wavelengths. The wavelength of the ONU LD 

is the same as that of the OLT PD. It is the similar case between the ONU PD and 
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the OL T LD. Between the OLT and the ONU, the optical passive power splitter 

forms the tree-like network topology. The power splitter can broadcast the optical 

signal from the OLT to all the ONUs, and can pass the optical signal from the 

ONU to the OLT. The optical power splitter with multiple ports facing the ONUs 

can be implemented by utilizing several lx2 power splitter in a cascaded way [6]. 

Other implementations of larger size power splitter include the planar lightwave 

circuit (PLC) technology [7] or the multimode interference scheme [8]. The 

wavelength division multiplexer (WDM) components used in both the OLT and 

the ONU are to separate the upstream and downstream wavelengths paths (e.g., 

1310 nm and 1490 nm) from a single fiber to the different optical components. 

Figure 1.1 The network physical architecture ofPON [5]. 

2 
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The operation procedure of the paN can be described in the following 

example. When the user requests the Internet content, for example, by clicking on 

the hyperlink on a webpage, the ONU at the user's side sends an optical packet to 

the OLT in one wavelength (e.g., 1310 nm) through the power splitter. The OL T 

then retrieves the content from the Internet and broadcasts to all ONUs in another 

wavelength (e.g., 1490 nm) through the power splitter. The broadcasting optical 

packet has the header to indicate which ONU shall receive the content. The ONU 

requested for the content then extracts the content from the optical data signal 

received. The paN can provide various applications to the access network, 

directly to the users' homes or offices, due to the huge bandwidth it can offer [2]. 

Larger communication bandwidth is always demanded by the users. Optical 

communication can well support this growing demand due to the wide bandwidth 

the optical fiber can support. However, the costs for the optical transceivers and 

the fibers are higher than the electrical transceivers and the phone wires used in 

the current widely used digital subscriber line (DSL) technology. To offset the 

large cost, different from the P2P topology used in DSL, the paN network 

architecture uses the P2MP topology to share the costs of the fibers and the OL T 

among the users. 

Due to the topology of the paN, the transmission modes for the 

downstream (Le., from the OLT to the ONU) and the upstream (Le., from the 

ONU to the OLT) are different. For the downstream transmission, the OL T 

broadcasts optical signal to all the ONUs in eM, i.e., the downstream channel 

3 
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always has the optical data signal. One given ONU can find which frame in the 

CM stream is for it by reading the header of the frame. However, in the upstream 

channel, the ONUs can not transmit optical data signal in CM. Otherwise, all the 

signals transmitted from the ONUs converge (with attenuation) into one fiber by 

the power splitter (serving as power coupler), and overlap among themselves if 

CM is used. To solve this problem, the BM transmission is adopted for the 

upstream channel. Each ONU only transmits optical packet when it is allocated a 

time slot and it needs to transmit, and all the ONUs share the upstream channel in 

the time domain multiple access (TDMA) mode [5]. The phases ofthe BM optical 

packets received by the OLT are different from packet to packet, since the ONUs 

are not synchronized to transmit optical packet in the same phase. Even if the 

packets are in phase when transmitted at the ONU sides, the packets reach the 

OL T at random phases because the distance between the OL T and the given ONU 

are random. Besides the characteristics of random phases in the burst mode 

packets, the other issue is regarding the amplitudes of the received packets. Since 

the distance between the OLT and the ONUs are not fixed, the optical packets 

received by the OL T have different amplitudes, supposing that the transmitted 

optical powers of the packets at the ONU sides are similar. In order to compensate 

the phase variation and the amplitude variation, the burst mode clock and data 

recovery (BM-CDR) and the burst mode amplifier need to be employed, 

respectively. 

4 
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The PON network discussed so far is called the time-division­

multiplexing (TDM) PON, for the users at the ONU side share the total bandwidth 

by different time slots, in both of the down-stream and the up-stream. The other 

kind of PON, namely the WDM-PON, allows the users to share the total 

bandwidths by the different wavelength channels [9]. The WDM-PON can 

provide larger bandwidth than the TDM-PON if their equipped transceivers have 

the same bit rate, because every user can solely possess one channel all the time in 

the WDM-PON. However, in the WDM-PON, every ONU shall have a 

transmitter with different wavelength. The wavelength of the ONU transmitter 

shall be precise in order not to overlap with the wavelengths of other transmitters. 

This leads to higher fabrication cost. Furthermore, the number of the ONUs in one 

WDM-PON is limited, due to the following two facts. One is that the wavelengths 

of different ONUs cannot be put too close because of the interference 

consideration, and the other is that the total wavelength range available for fiber 

transmission is limited according to the fiber attenuation profile. On the contrary, 

ONU transmitter in the TDM-PON is less expensive for looser requirement of the 

wavelength precision. The TDM-PON can also accommodate large amount of 

ONUs if the output powers of the ONU transmitters and the OL T ones are large 

enough to compensate the attenuations of the fiber and the large size power 

splitters. The WDM-PON is suitable for the users who access the network all the 

time with large uploading and downloading needs. The TDM-PON, however, can 

accommodate needs of the general users, who only access the network 

5 
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occasionally. In this way, the pure WDM-PON may not be economical for the 

general public, and the hybrid WDM/TDM-PON (e.g., [10]) was proposed to 

balance the trade-off between the cost and the accessed bandwidth per user. In the 

hybrid WDMITDM-PON, every wavelength channel is shared by a group of 

ONUs in the similar manner as in TDM-PON. In this work, we are focused on the 

designs for TDM-PON, which are also helpful for the hybrid WDMlTDM-PON. 

In the TDM-PON, the wavelength of the upstream channel is specified as 

1310 nm by the current PON recommendations (e.g., [5]). This is to reduce the 

ONU transmitter cost. At this wavelength, the G. 652 single mode fiber (SMF) 

[11] used in the PON does not exhibit dispersion, so the ONUs can use the low 

cost directly modulated lasers (DMLs) which usually possess large chirping 

effect. The chirping in the DML optical signal can dramatically damage the 

transmitted signal by the fiber dispersion effect. At zero dispersion, however, the 

chirping does not affect the transmitted optical signal. The disadvantage of using 

1310 nm wavelength is that the G.652 SMF usually exhibits larger attenuation at 

1310 nm than that at 1550 nm wavelength. 

The academia and the industry has began the research to use the upstream 

wavelength at around 1550 nm [10, 12-14], to take the advantage of the low 

attenuation of the fiber at this wavelength [11], and the easy optical amplification 

from the Erbium doped fiber amplifier (EDFA) [15]. Correspondingly, the DML 

transmitter originally used at the ONU side shall be replaced by the transmitter 

based on the zero-chirping externally modulated laser (EML) [16] to 
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accommodate the 1550 nm wavelength. Though the cost of the EML is usually 

higher than that of the DML, the EML based transmitter can enable longer fiber 

transmission length [16]. This is because the zero-chirping optical signal 

produced by such EML can transmit farther distance than that from the DML with 

1550 nm in the dispersive fiber (the G.652 SMF exhibits the dispersion at 1550 

nm wavelength). Comparing between the configuration using the 1310 nm DML 

and that using the 1550 nm EML in the P2P optical fiber link, the latter can 

transmit farther distance than the former on the G.652 SMF without optical 

amplification [17, 18], and have the potential to transmit even more distance if the 

EDFA is equipped [14, 19]. By employing the EML, the ONUs can be deployed 

far beyond the 20 km limitation of distance from the OL T, specified in the current 

paN recommendations (e.g., [5]), and/or more ONUs can be deployed in one 

paN than the number specified (e.g., maximum 64 in [5]). As an example, by 

deploying the 1550 nm wavelength EML together with the EDFA, the resulting 

paN is able to support 1024 ONUs with an 100 km reach [14]. In this way, the 

OLTs supporting a large area can be put in one facility site. Conventionally, the 

OLTs have to be deployed sparsely to support the whole large area, for the ONUs 

have to be deployed within 20 km range of the corresponding aLT. The costs of 

building and maintaining those sparse facility sites are high. On the other hand, by 

using the new configuration, fewer OL Ts are required to support such large area 

than the case when the DML transmitters are used at the ONU side. This is 

because the supported ONU number by one OL T increases. This makes the 
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central OL T site smaller and easier to maintain. Furthermore, migration from the 

1310 nm DML to the 1550 nm EML of the upstream transmitter enables the 

possibility to deploy the hybrid WDMlTDM-PON (e.g., [10]). In the hybrid 

WDMlTDM-PON, the upstream channel has several wavelengths, and each 

wavelength is shared by several ONUs. In this way, the upstream bandwidth can 

be boosted and/or the ONUs number in one paN can be increased. 

Besides the migration of the wavelength and the transmitter type, another 

trend is the quest for the bandwidth, both for the downstream and the upstream. 

We all know that the download bandwidth is always increasing to meet the 

demand of the emerging wide-band applications, like the high-definition Internet 

protocol television (IPTV) [20], etc. On the other hand, the Internet users 

nowadays do not restrict their access to the Internet as the pure downloads, but 

also upload their own contents to the Internet. The Y outube [21] is one example 

where users are fond of uploading their videos to the websites. The current video 

resolutions of the uploaded videos are low due to the limitations of both 

uploading and downloading bandwidths. Gradually, the users will not be satisfied 

with such low resolution and demand for larger uploading bandwidth (i.e., 

upstream bit rate). Other examples of the upstream bandwidth hungry applications 

include: 1) the immediate and fast online backup services like the data center; 2) 

the next generation online gaming with the immersive virtual reality system [22] 

uploading the large amount of the detailed actions of the user in three-dimension 

(3D); 3) the video conferences in which both the high definition sound and the 

8 




Ph.D. Thesis - Minhui Van McMaster - Electrical and Computer Engineering 

video contents are transmitted upstream; and 4) the 3D telemedicine [23] in which 

a huge amount of instantaneous data about the patients need to be transmitted to 

the remote hospital from the homes of the patients. In the paN architecture, the 

users at the ONU side share the total upload bandwidth determined by the 

upstream bit rate. For a large paN network holding large amount of ONUs to 

reduce the shared cost, the uploading bandwidth shared by every user is 

dramatically reduced. To tackle this bandwidth sharing problem and 

accommodate the current and future Internet applications, the BM transmitters 

and receivers operating at the high bit rate (e.g., 10 Gbps or beyond) are essential 

to boost the upstream bandwidth. 

1.2 Design Challenge of BM-CDR 

The structure of the optical receiver is illustrated in Figure 1.2 [24-27]. 

The received optical data signal is firstly converted into the photo-current (as the 

electrical current) by the photo-detector (PD), and then converted with 

amplification into the electrical voltage by the transimpedance amplifier (TIA). 

After that, the electrical voltage is further amplified by the limiting amplifier (LA) 

to reshape the pulses. Finally, the reshaped voltage data signal is fed into the 

clock and data recovery (CDR) circuit, and the CDR circuit extracts the clock 

from the data and performs the data decision. The optical data signal is usually 

transmitted in binary format, e.g., the non-return-to-zero (NRZ) format. However, 

after fiber transmission and photo-detection, the data signal is usually distorted 
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and added with noise. The CDR is used to decide whether the bits are logical 

ONE or ZERO, and the following digital circuits after the CDR can treat the 

recovered data as the digital signals. 

RI:~civcd ~ Post-am HCDR~ Recovered clock 
optical data P Recovered data 

Figure 1.2 Illustration ofoptical receiver structure [24-27]. 

Because of the point-to-multipoint network topology, the OL T Rx shall 

work in the burst mode. Here "Burst mode" for the OL T Rx has two aspects. One 

aspect is that the received optical packet amplitude has large dynamic range [5, 

25]. This is because the distances between the OL T and the ONU are not fixed. 

Furthermore, the optical packets transmitted from different ONUs experience 

different attenuations from different power splitters if distributed power splitters 

are used [4,5]. 

The other aspect of "burst mode" is that the phases of the received optical 

packets are different from one to another. This is again due to the different 

distances between the OL T and the ONUs, so the optical packets from different 

ONUs are not in phase when arriving at the OL T. Above all, the BM receiver 

needs to recover the amplitude dynamic range and the phase variation. 

Furthermore, both the amplitude recovery and the clock recovery shall be 

accomplished in a short time, namely, the preamble time [25]. The preamble time 
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defined in the GPON recommendation is different for different bit rates [5, 25]. 

The preamble bits keep increasing when the bit rate increases, however, the 

equivalent preamble time is kept within the range between 35 ns and 64 ns. 

The strict specifications of the preamble times require the burst mode 

receiver to be equipped with both the burst mode amplifier (TIA and LA) and the 

burst mode CDR. The burst mode amplifier is to compensate the huge dynamic 

range, while the BM-CDR is to generate the clock to lock to the phase of the 

received packet in a short time. 

In the current GPON recommendation [5], the data patterns of the 

preamble bits for the amplitude recovery and the clock recovery are the long 

consecutive ONEs and ZEROs, and the alternative ONEs and ZEROs, 

respectively. The long consecutive ONEs and ZEROs used for the amplitude 

recovery can help the BM amplifier easily find the maximum and minimum ofthe 

received packet amplitude. The alternative ONEs and ZEROs for the clock 

recovery can speed up the locking process by providing more bit transitions 

between bits ONEs and ZEROs. However, such data patterns are not necessarily 

the only patterns to be used. For example, the alternative ONEs and ZEROs 

pattern can also be used in the amplitude recovery preamble, and the amplitude 

recovery circuit can still recognize the maximum and minimum of the received 

packets [28]. In this way, the equivalent preamble time for the clock recovery can 

be prolonged and it would be a lot easier for the CDR to fully lock to the data 

packet at the end of the preamble time. On the other hand, the preamble bit 
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pattern for the clock recovery is not necessarily alternative ONEs and ZEROs. As 

demonstrated in this work, even if the preamble bits are replaced by the random 

bits, there are still schemes to perform BM-CDR (e.g., [29]). In this manner, if the 

architectures of the amplitude and clock recovery schemes are designed properly, 

the choices of the preamble bits are very flexible. 

Regarding the BM-CDR, its output clock needs to lock to the random 

phase when the new packet arrives. Its frequency is fixed according to the 

recommendations [5]. Because the BM-CDR has stricter requirement of the 

locking time, the CDR schemes designed for CM situation may not be used for 

BM application without modification. For example, the phase-locked-loop (PLL) 

based CDR can not be easily used for the BM case since its locking time is 

usually more than several hundred nanoseconds or even several microseconds 

[30]. One attempt was made to achieve the fast locking in the PLL-based CDR by 

increasing its loop bandwidth [31]. However, it suffers from a large clock phase 

variation (10%) after the defined locking time. Furthermore, the designed voltage 

controlled oscillator (YCO) inside the CDR has a relatively large gain (Kvco = 2 

GHzIV) [31]. Such large YCO gain can amplity the noise from the frequency­

control-voltage and results in large phase variation in the recovered clock. 

To meet the challenge of short locking time, many BM-CDR schemes 

have been proposed, which can be categorized into three main categories, namely, 

the all-optical schemes, the all-electrical schemes (including the digital and the 

analog approaches) and the combined electrical and optical schemes. All the 
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existing schemes possess their drawbacks, which will be discussed in the 

following paragraphs. 

The all-optical clock recovery schemes use advanced optical or 

optoelectronic components and devices to recover the clock and retime the optical 

data packet purely in optical domain [32-36]. They can achieve a very high bit 

rate (e.g., 40 Gbps) and/or very short locking time (e.g., Ins) [32]. However, in 

order to fit into the PON network, the recovered optical clock needs to be 

converted into electrical signal for the following electrical circuits to perform data 

processing. Therefore, for low-cost applications, it is preferred to reduce the 

number of expensive optical devices and directly recover the clock in the 

electrical domain. Another concern of the all-optical schemes is that most of them 

require the return-to-zero (RZ) data format [32-35], instead of the NRZ format 

which is widely used in the modem PON network. There are some all-optical 

schemes accepting the NRZ format, however, they usually require additional 

components or sub-systems to convert the NRZ format to the pseudo return-to­

zero (PRZ) format [36]. This adds complexity to the system. Finally, the discrete 

optical or optoelectronic components used in the existing all-optical schemes [32­

36] make the overall CDR sub-systems expensive and difficult in system 

integration. Therefore, all-optical schemes are not favored in the low-cost PON 

applications. 

The digital approaches in the all-electrical schemes, e.g., using gated 

oscillators [37, 38] or phase alignment techniques with multiple-phase clocks [39] 
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are usually not suitable for high speed applications. This is due to the fact that the 

delay resulted from the transmission between the multiple cascaded gates in the 

digital circuits can not be reduced easily. The bimodal eyes due to the mismatched 

clock paths also degrade the eye diagram of the recovered clock and data using 

gated oscillators [37]. Other approaches are to use the digital processing 

algorithms after the analog to digital conversion (ADC) on the data [40, 41]. It 

suffers from the huge power consumption because many gates need to be used to 

perform the ADC and the digital computation, and/or the limited bit rate of 

operation because the sampling frequency of the ADC circuit needs to be very 

fast [40] in order to deal with the fast transition in the high bit rate data. 

The analog approaches of the all-electrical schemes can usually work at 

higher bit rate than the digital approaches. They usually need to re-construct the 

clock information at the receiver. The logical circuit blocks (e.g., the one using 

the delay and XOR gates [42]) to convert the NRZ signal to the PRZ one or a 

differentiator to create the pulses at the rising and falling edges of the incoming 

NRZ signal [43] may be used. However, the former has a speed limitation 

restrained by the logical circuits (e.g., the delay gate), and the latter suffers from 

the false locking due to the pulses resulted from the receiver noise passing 

through the differentiator. Furthermore, the circuit blocks needed to re-construct 

the clock information increase the power consumption. 

The combined optical-electrical schemes are the modifications of the all­

analog schemes. They include the clock (or its harmonics) or create the clock 
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information in the optical manner, which releases the burdens on the electrical 

circuitry to generate such clock information. One approach utilizes an additional 

optical modulator to add the sub-harmonic of the clock into the data at the 

transmitter, and the receiver uses a simple band-pass filter (BPF) to extract the 

clock sub-harmonic and restore the clock via frequency multiplier [44]. The 

drawback of such method is the high cost due to the high-level circuit complexity 

at the transmitter. Another approach is to use an optical filter at the front-end of 

the optical receiver to select a portion of the optical spectrum. This results in the 

clock information exhibited in the converted electrical spectrum [45]. However, to 

incorporate a high-precision and narrow-band optical filter gives rise to optical 

assembly complexity and cost. 

The BM-CDR designs for the low bit rate operation cannot be directly 

used or easily modified for the high bit rate operation even if the required locking 

time keeps similar. This is because most of the BM-CDR schemes control the 

locking process by the clock generation circuit, in an integrated manner. When the 

bit rate increases, the clock generation method may need to change, and the 

locking control manner has to change accordingly. The designs of the BM-CDR 

are more challenging for the higher bit rate than the lower one, including three 

aspects. One is that it is challenging to generate the high frequency oscillation 

used as the clock. The second challenge is to force the generated clock to lock to 

the new phase of every arriving packet in a quick manner. The third one is to keep 

the generated clock locked to the data within only small phase variation after 
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being locked. Generally, it is more difficult to design a CDR with higher bit rate 

than the one with lower bit rate. Adding the fast locking ability into the high bit­

rate CDR would be even more difficult. On the other hand, the demand for higher 

bandwidth of the access networks, as discussed in Section 1.1, will further push 

the bi-directional transmission to 10 Gbps bit rates and beyond. This demands for 

the high bit-rate BM-CDR. 

The data modulation format affects the choice and performance of the 

CDR architectures. Two modulation formats are commonly used. One is the 

return-to-zero (RZ) format, which uses short pulses (rising to high level and 

returning to low level within one bit) to represent bit ONE and low level to 

represent bit ZERO [24]. The other is the non-return-to-zero (NRZ) format, which 

uses consistent high level for bit ONE and low level for bit ZERO. The NRZ 

format possesses a big challenge for clock recovery, for it does not contain the 

clock component along with the transmitted data signal [24]. In contrast, the RZ 

format contains the clock component in the data signal, which means that it is 

much easier to recover the clock from the RZ format than from the NRZ one [24, 

46]. However, the industry widely uses the NRZ format in the optical 

communications including the PON [5]. This is mainly because the NRZ format is 

used in the digital processing circuits, and there would be no need of special 

circuits to convert the data formats if the NRZ format is used in the optical 

transmission. The industry has used such format in the metro and long-haul 

optical communications with the data bit rate up to 10 Gbps. The research and the 
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industrial field trial using the NRZ format for 40 Gbps and beyond have also been 

carried out (e.g., [19,47]). Assuming that the NRZ format would be continuously 

employed in the high-speed PON of 10 Gbps and beyond, the effective clock 

recovery schemes for such data format with high bit rate and the burst mode shall 

be studied and proposed to accommodate this tradition and the quest for low-cost 

system. 

We can reduce the cost of the BM-CDR schemes in several ways, and the 

costs include the design, the fabrication and the operation ones. The first way is to 

use the least expensive fabrication process which can still achieve the targeted bit 

rate through clever designs. The expensive fabrication processes, like the 

AIGaAs/GaAs high electron mobility transistor (HEMT) [48], the InP hetero­

junction bipolar (HBT) [49, 50] or the SiGe bipolar [51-53], are able to realize 

high frequency CDR circuits (including CM and BM ones). However, the 

academia and the industry are more in favor of using low cost fabrication process 

(e.g., complementary metal-oxide-semiconductor, i.e., CMOS) to realize the CDR 

function with the same high frequency achievable by the expensive fabrication 

processes. Among all the CMOS technologies, the one with longer gate length 

(e.g., 0.18 !lm) is much less expensive than the one with shorter gate length (e.g., 

0.13 !lm or 90 nm) which is more advanced and more expensive. Normally, it is 

much easier to design the high bit rate CDR circuits using the CMOS technology 

with shorter gate length (e.g., 90 nm in [54], 0.13 !lm in [55]); however, this 

incurs high cost. The 10 Gbps CM CDR circuits have been reported in 0.18 !lm 
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low-cost CMOS technology [30, 56], indicating that the 0.18 ~m CMOS 

technology can be a good choice to realize a 10 Gbps BM-CDR circuit. So far, the 

reported bit rates in the BM-CDR realized in this technology are usually low even 

at the recent journals or conferences (e.g., 2.5 Gbps at 2006 and 2007 [31, 57, 

58]). One published work of the BM-CDR which can achieve 10 Gbps or higher 

using this technology requires the complicated digital control circuit and uses 

half-rate configuration [59]. The digital circuit block increases the chip area and 

the power consumption, and the half-rate configuration is not preferred for it is 

sensitive to fabrication mismatch. This situation provides the opportunity to 

design a better 10 Gbps BM-CDR circuits in 0.18 ~m CMOS technology using 

innovative schemes. 

The second way to reduce the cost is to reduce the size of the circuit chip. 

The fabrication cost is approximately proportional to the chip size in the same 

fabrication technology. The size reduction can be realized by eliminating some 

circuit blocks on the chip. Usually, every circuit block provides certain function. 

If one circuit block is eliminated, the function originally performed by it shall be 

done by the other manners. 

The third way on cost reduction is to reduce the complexity of the circuit 

and the system, so that the design efforts can be reduced. It is desired that the 

changes to the components and the system can be kept minimum. The forth way 

to reduce the cost is to decrease the operation cost, mainly the power 

consumption. 
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According to the characteristics and requirements of the future PON 

networks, the proposed BM-CDR schemes used for such networks should have 

the following advantages: 1) working at the high bit rate (preferable 10 Gbps for 

the increasing Internet communication demand), 2) suitable for the widely used 

NRZ data format, 3) simplified in the design, 4) no requirements of the additional 

components, 5) using low cost fabrication technology (e.g., 0.l8 ~m CMOS 

technology), 6) reduction of chip area and power consumption, 7) easy integration 

with the following digital processing circuits on the same chip, 8) less sensitive to 

the fabrication mismatch. 

1.3 Major Contributions 

There are six major contributions in this thesis, which are listed as 

follows. 

1. 	 A BM-CDR scheme based on the clock tone generated by the fiber dispersion 

[29]. 

2. 	 A discovery of the clock tone generation caused by the nonlinear relaxation 

oscillation in the DML [60]. 

3. 	 A BM-CDR scheme based on the clock tone generated by the DML relaxation 

oscillation [60]. 

4. 	 A systematic approach using the behavioral level simulation to analyze the 

BM-CR process performed by the ILO [29, 60]. 
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5. 	 An application of an ILO-based circuit topology employing a single switching 

transistor for the clock recovery. 

6. 	 An experimental demonstration of a BM-CDR circuitry with the bit rate close 

to 10 Gbps in a standard, low-cost 0.18 ~m CMOS technology. 

1.4 Thesis Organization 

This thesis consists of five chapters. Chapter 1 provides the introduction to 

the PON and describes the design challenges of the BM-CDR. It also summarizes 

the major contribution ofthe work and the thesis organization. 

Chapter 2 proposes a BM-CDR scheme utilizing the characteristics of the 

fiber dispersion. The theory and the modeling of the ILO are firstly discussed. 

Then the phenomenon of the clock tone generation by the fiber dispersion is 

illustrated through the simulations of the fiber link. The BM-CDR scheme 

utilizing this phenomenon is also proposed. The behavioural level simulations are 

performed to demonstrate the scheme and discuss the effects of the system 

parameters. 

Chapter 3 proposes another BM-CDR scheme utilizing the relaxation 

oscillation in the DML. The clock tone generated by the nonlinear relaxation 

oscillation is discovered. By utilizing this phenomenon, the corresponding BM­

CDR scheme is proposed. Simulations and discussions are followed to analyze the 

parameters of the devices and the system. 
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In Chapter 4, the corresponding BM-CR circuit for the two schemes 

described in Chapters 2 and 3 is designed and manufactured. The experiments are 

performed to demonstrate the two BM-CR schemes. 

Chapter 5 summarizes the whole thesis and provides the recommendations 

for the future work. 
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Chapter 2 

BM-CDR USING FIBER DISPERSION 

According to the category definition ofthe BM-CDR schemes discussed in 

Section 1.2, our proposed BM-CDR schemes can be categorized into the 

combined electrical and optical schemes. However, compared with the existing 

combined electrical and optical schemes, our proposed schemes do not need to 

employ extra optical components. Instead, we utilize the characteristics of the 

fiber dispersion (this chapter) and the DML relaxation oscillation (next chapter), 

respectively, to generate the clock tone. Then we choose to use the ILO to restore 

the continuous (sinusoidal) clock from the clock tone. 

In this chapter, the analytical theory and the numerical model of the ILO is 

described at first. Then we discuss on the proposed scheme using fiber dispersion 

in detail. After that, we perform the simulations by employing the 10 Gbps data 

bit rate and the 10 GHz clock oscillation frequency. 

2.1 Theory of ILO 

The ILO can be modeled as a feedback system with external input [61]. 

The parallel RLC tank in the feedback system serves as a frequency selection 

network, with the L as the inductor, the C as the capacitor and the R is the 

equivalent parallel resistance of the parasitic resistance of the inductor and the 
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capacitor. Usually, the parasitic resistance of the inductor dominates the overall 

parasitic resistance of the tank, and the parasitic resistance from the capacitor can 

be ignored. Assuming that both the input and the output are sinusoidal, the 

derivative equation describing the evolution of the output signal phase () 

relatively to the injection signal is as follows [61]: 

dB 010 v,nj p • B 
-={O -{v -_·--'-sm (2.1)dt 0 IYIJ 2Q V ' 

ose,p 

where Q is the quality factor of the inductor. Eq. (2.1) is valid when the injection 

signal amplitude Vmj.p is infinitely small compared to the oscillation output 

amplitude Vose,p. By assuming the injection frequency same as the internal 

frequency «(Om; =(00) which is approximately the case in the BM-CDR, we can 

obtain: 

dB _ aJo v'n;,p • Ll 
----·--Slllu (2.2)
dt 2Q v;,sc,p • 

If the original phase () = 0, i.e., the output signal has the same phase as 

the injection signal, Eq. (2.2) makes sure that () is always 0, i.e., the ILO output 

is always locked to the input. If () is not 0 initially, we need to solve Eq. (2.2). 

After re-arranging Eq. (2.2), we can obtain: 
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dB = _ Q)o • ~nJ,p dt 
(2.3)

sinB 2Q Vosc,p 

Then we can do integration to both sides ofEq. (2.3), and obtain: 

J dB (B(t)) ( B,) J Q)o v"lJ,P Q)o v'nj,p--=In tan-- -In tan- = --·--dt=--·--t 
sin B 2 2 2Q v"sc,p 2Q Vosc,p , 

(2.4) 

where OCt) and 0, are the final phase and initial phase of the ILO output, 

respectively. We can re-write Eq. (2.4) as: 

B(t) = 2 tan -1 [exp (2.5)(_!!l. v'nj,p tJ. tan (B, )] . 
2Q Vosc,p 2 

Here Eq. (2.5) implies the physical meanings of the ILO phase evolution. For any 

given initial relative phase 0" the relative phase OCt) approaches to °as t 

approaches to infinity in a monotonic way. This means that the phase evolution in 

the ILO never oscillates like that in the case of the PLL-based CDR [30, 31]. On 

the other hand, from Eq. (2.5), O(t) never becomes exactly 0, indicating that the 

ILO never "exactly" locks to the injected signal, and some small phase difference 

always exists. So we need to set a threshold of relative phase to define the locking 

time. We can define that the ILO is locked when its absolute relative phase is 

24 




Ph.D. Thesis - Minhui Yan McMaster - Electrical and Computer Engineering 

smaller than a pre-defined value. The time required to reach that state can be 

defined as the locking time. We can also re-write Eq. (2.5) as follows, 

t= 2Q. v;,sc,p [In (tan B, )-In(tan B(t»)] , (2.6) 
OJo Vm/,P 2 2 

Eq. (2.6) provides a simple and intuitive guideline to improve the locking 

time for arbitrary initial and final phase (i.e., e, and e(t», for the ILO with fixed 

frequency as wo' In order to reduce the locking time, we need to increase the ratio 

between the injection amplitude to the oscillation amplitude. This can be 

understood intuitively by assuming an ultimate case when the injection amplitude 

approaches to 0 while the oscillation amplitude keeps finite. In this time, there 

would be effectively no injection, or the ILO can not "sense" the injection. We 

can also find that in order to reduce the locking time, we need to decrease Q. 

When Q is smaller, there is more energy dissipated. Then the external injection 

has the chance to change the phase ofthe ILO. More energy loss in one oscillation 

cycle means injection signal has more chance to change the ILO phase. 

Though Eq. (2.1) provides an insight to the behavior of the ILO, it has 

some limitations [61J, which prevent it from practical application in the analysis 

for the real ILO circuit. For example, the model assumes a sinusoidal injection. 

However, depending on the application of the ILO, other kinds of signal formats 

may be employed, e.g., the clock tone embedded NRZ data signal used in our 

proposed schemes. 
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Furthennore, the guidelines indicated by Eg. (2.6) should not be regarded 

as the only rules in designing the ILO, because other effects are not considered in 

the model. Eg. (2.6) indicates smaller oscillation amplitude of the ILO, larger 

injection amplitude and smaller Q can reduce the locking time, for the fixed 

oscillation frequency. However, improper choices of those parameters would 

bring problems. When the ILO output amplitude is small, it is more likely to be 

affected by the circuit noise, and results in large phase variation. When the 

injection amplitude is too large, it would interfere with the stable oscillation in the 

tank, especially when the injection is not pure sinusoidal but with random data 

pattern. When the Q factor is small, the large loss in the tank needs to be 

compensated by the transistors gain, which in tum consumes large value of 

power. 

We can also understand the injection locking phenomenon intuitively 

through Figure 2.1, the impulse response ofthe LC oscillator [62-64]. Though the 

original intention of such analysis was targeted on the phase noise description and 

calculation [62-64], we find such an analysis technique is also valid for the case 

of injection locking. In Figure 2.1, the injection current signal is assumed to be an 

impulse, and the current impulse is translated into the voltage shift due to the 

capacitance in the tank [62-64]. 
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Figure 2.1 Intuitive understanding of injection locking to oscillator through 

impulse response of the LC oscillator [62, 63] when (a) oscillator is not yet locked 

to the injection signal, and (b) oscillator is locked to the injection signal. 
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In Figure 2.1 (a), the voltage shift due to the impulse current injection 

changes the instantaneous oscillation voltage. After that, the instantaneous voltage 

will be pulled back to zero within half oscillation cycle because of the nonlinear 

oscillator characteristics [63]. After the injection of the impulse, the ILO 

continues oscillation, however, with the new phase. 

In Figure 2.1 (b), if the impulse is injected at the maximum (or minimum) 

of the oscillation waveform, only the amplitude is changed and the phase is kept 

unchanged. In both cases, the changed amplitude would return back to its original 

value due to the nonlinearity attenuating the amplitude variance in the oscillator 

[61, 63]. Ifthe phase is not locked as in Figure 2.1 (a), the periodic injection of 

impulses (or the impulses injection from time to time) with a fixed frequency 

same as the oscillator internal frequency (i.e., the RLC tank frequency) would 

change the phase in every injection cycle, and finally forces the ILO to reach the 

state close to Figure 2.1 (b), though it can never reach the perfect locked state. 

The ILO is constructed based on the LC oscillator, so we can first discuss 

on the LC oscillator. Figure 2.2 represents the general topology of the LC 

oscillator, with the nodes Out+ and Out- forming the differential output. The 

power supply is provided by the node Vdd. The inductors LJ, L2 and the capacitors 

CJ, C2 form the frequency selection tank, with the internal central frequency as 

follows [65]: 

(2.7) 
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C1 C2 
Out+ 1-----4 I-r--~---tll-----I 0 ut-

A 

Vfreq 

Isink 

Figure 2.2 The general topology of the LC oscillator [65]. 

Usually, L} = L2 and C} = C2. Here Cj and C2 are called the varactors for 

their capacitance values are controlled by the voltages across them [65]. For 

example, the voltage difference between node Vp-eq and node OuH decides the 

capacitance of C}. 

It shall be noted that because of the oscillation at the output nodes Out+ 

and Out-, the capacitances of C} and C2 always change during every oscillation 

cycle even when v.,req is fixed. This makes the calculation of the precise internal 

frequency much difficult. The common practice, though not precise, is to 
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approximate their values by averaging the maximum and minimum values during 

one oscillation cycle [65]. If the precise internal frequency is to be obtained, the 

detailed large signal analysis of the oscillation shall be performed to model the 

transient capacitances of the varactors [66]. This is because in this case the 

oscillation can not be modeled as a sinusoidal waveform and the internal 

frequency cannot be calculated by Eq. (2.7). 

In order to sustain the oscillation with fixed amplitude, transistors MJ and 

M2 are used to provide gain and compensate for the loss in Rs! and Rs2, which are 

the parasitic serial resistances ofL! and L2, respectively. The current source Ismk is 

used to control the output swing. 

The general circuit topology of the ILO is shown in Figure 2.3 [67]. It is 

basically an LC oscillator with two injection currents to and from the nodes OuH 

and Out- of the oscillator. The injection currents can be converted from the 

voltage injections [67]. By letting the injection current flow through the RLC 

tank, the current oscillation phase in the tank can be changed, thus fulfilling the 

injection locking. The current injection linJ! and ImJ2 are preferably symmetric with 

the same value but opposite polarity, to ensure that the injection current does not 

flow through the current source Isink. Otherwise, the output swing is modulated by 

the injection current through Ismk, which is not preferred. 
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C1 
Out+ 1-----11 1 

Vfreq 

Isink 

Figure 2.3 General topology ofILO [67]. 

We are now going to study the numerical model [68] which can provide 

the clear link to the circuit for an easy and practical parameter setup, at the same 

time, the numerical model is suitable for any arbitrary injection waveform. We 

can analyze the operation of the ILO as shown in Figure 2.3, by using the AC 

small signal analysis, illustrated in Figure 2.4. 

In the AC analysis, we only care about the differential signals, and ground 

every common mode sources. Let us assume that at one moment, the AC current 

imJ is injected into the ILO at the node Out+, and the LC tank AC current flows 

from the node OuH to the node Out-. Since the current flowing into the tank is 
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positive in AC, then the voltage at node OuH is positive in AC, i.e., gate (G) 

voltage of M2 is larger than that of its DC value in quiescent mode. In this way, 

Ids2 is larger than its DC value, so that its AC component ids2 flows from the drain 

(D) to the source (S) of M2. Due to the symmetric characteristics of the ILO, AC 

current idsl flows from S to D of MI , and adds to itank. We can re-draw the 

relationship at the OuH node as in Figure 2.5. 

Out+ ~---II------II.....----t 1-----1 Out-

Figure 2.4 Analysis and modeling ofILO operation using small signal analysis. 
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Figure 2.5 Modeling of (a) the ILO, and (b) the nonlinear gain model. The model 

is modified from [68]. 

Figure 2.5 (a) represents the left half of the circuit in Figure 2.4, and the 

summation node in Figure 2.5 (a) represents the summation node at drain ofM\ in 

Figure 2.4. From Figure 2.5 (a), we can calculate the AC oscillation output of one 

port (i.e., the node Out+ in Figure 2.4) of the oscillator. If the differential 

oscillation output signal is to be calculated, a multiplication of 2 on the amplitude 
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is needed. The RLC tank in Figure 2.5 (a) is the left half of the RLC tank in 

Figure 2.4, and its transfer function can be calculated as [69]: 

L 2 
H(jOJ) = 1 OJo OJ 

(2.8) 
_ OJ2 + l·OJ OJo + OJ 2 .

Q 0 

where Qand L are the quality factor and the inductance value of the tank inductor, 

respectively. Here ((}o is the internal angular velocity of the ILO, and the internal 

frequency of ILO is ((}o / 21T . 

The nonlinear gain block in Figure 2.5 (a) represents the transconductance 

gain provided by MJ (or M2 in the other half circuit), and the relationship between 

the its input AC voltage (v) and its output AC current (i) is illustrated in Figure 

2.5 (b). By assuming that MJ is always working in the saturation region, 

transconductance gain gm is constant, as shown in Figure 2.5 (b). However, the 

current output of MJ cannot exceed the total current of MJ and M2, which is the 

current value of Ismk. Here imax is used in the AC model to represent the upper 

bound, and -ima:x is the lower bound, of the AC current ofM!, where imax = '12Ismk. 

Such saturation effects are included in Figure 2.5 (b). The abrupt transition of the 

slope in Figure 2.5 (b) is an approximation. In reality, such transition would be 

smoothed if more detailed transistor operations are considered. However, the 

linear and saturation representation of the transistor in Figure 2.5 (b) provides an 

accurate and computationally efficient way in the simulation. 
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The current gain block in Figure 2.5 (a) provides an easy way to adjust the 

injection strength, which can emulate the function of a current amplifier (CA). 

The noise source iN in Figure 2.5 (a) represents the device noises existing within 

the ILO. Such noise source is essential to trigger the ILO or a general oscillator to 

start the oscillation even when no external injection signal is applied. The noise 

source can be modeled as Gaussian noise with zero average and variance of 

IN:. We can implement the model of Figure 2.5 in the numerical simulation 

platform MA TLAB/Simulink [70]. 

Above all, a numerical model is demanded to simulate the details of the 

locking process for arbitrary injection signal, especially when the injection signal 

contains noise or interference. The numerical model in Figure 2.5 is a good 

choice, which not only abstracts the behavior of the ILO from the circuit transistor 

level and speeds up the simulation, but also incorporates nonlinear device 

characteristics and can simulate arbitrary signal injection. 

So far, the analyses and the simulations of the ILO were limited to the 

sinusoidal injection for the frequency division purpose in the literature (e.g., see 

[71]). Though the ILO has been used in the CM-CDR schemes, most of the 

publications on that only presented the experimental results as proof-of-concept 

(e.g., [72]). The BM-CDR scheme utilizing the ILO with the injection from the 

converted data signal has been recently published, again in the experimental 

demonstration without the proper behavior modeling (e.g., [73]). To our best 

knowledge, no one has studied the ILO behavior through high-level behavioral 
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simulation in the application of clock recovery, especially in the case of being 

injected by NRZ data with embedded clock tone. The numerical model adopted 

here is a powerful tool to simulate the ILO behavior in such situation and will be 

used in the extensive simulation and analysis later. 

2.2 Effect of Fiber Dispersion 

We will now discuss on the effect of the fiber dispersion on the optical 

modulated data signal generated by the externally modulated laser (EML) based 

transmitter. In our analysis, the EML in the transmitter is the Mach-Zehnder 

amplitude modulator, and it is assumed to be ideal with zero chirping. The 

normalized baseband representation of the output optical field is [6, 74]: 

(2.9) 

+«> 

where ¢(t) = L bkPs(t - kT) is the normalized binary modulation signal. Here 
k=-«> 

bk =1 for binary ONE and bk =-1 for binary ZERO. Here Ps(t) is the electrical 

driving pulse shape, and T is the bit interval. The Ps (t) is usually the raised 

cosine pulse with rolling factor as, e.g., 0.17, to soften the signal pulse shape [75], 

which can emulate the actual signal pulse. 

To observe the performance ofthe EML, we can numerically modulate the 

EML by the 231 
- 1 pseudo-random bit sequence (PRBS) data pattern at 10 Gbps, 

and feed the generated optical signal directly into the photo-detector. This 
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configuration is called back-to-back (B-to-B). The EML output optical power for 

binary ONE is 0.4 m W, and its power for ZERO is 0 m W. The electrical noise in 

the photodetector and the receiver circuit is also included with the power density 

as 10-20 A2IHz as indicated in [76]. 

In Figure 2.6, we plotted the eye diagram and the power spectral density 

(PSD) of the photo-current from the B-to-B configuration. The photo-current is 

still in the NRZ format. The PSD shown in Figure 2.6 (b) has very little power 

density at 10 GHz, indicated by the arrow. This is expected since the PRBS signal 

has zero power density at the bit rate theoretically [24]. Since the clock recovery 

circuit usually needs the clock tone at the bit rate to provide the frequency 

reference, the B-to-B data current cannot be used directly. We will see that the 

fiber dispersion can change the PSD of the received current in favor of the clock 

recovery. 

In our simulation to demonstrate the fiber dispersion, the optical fiber is a 

standard single mode fiber (SMF) specified in G. 652 [11], and only the 

attenuation and the group velocity dispersion (GVD) of the fiber are considered in 

the fiber model. The higher order dispersions, the nonlinearity and the 

polarization model dispersion (PMD) are not considered. Such assumptions are 

valid for the situation with a data bit rate up to 10 Gbps, a moderate fiber span, a 

low optical power at the transmitter side and a relative large GVD value [77]. 

Furthermore, such assumptions are necessary to prove that the GVD in the fiber is 

the only cause to the clock tone generation phenomenon to be presented later. 
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(b) 

Figure 2.6 (a) The eye diagram and (b) the power spectral density of the back-to­

back received electrical current from EML outputsity. 
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The effect of the GVD on the optical signal can be calculated as follows. 

For any optical signal generated from the modulator, we can first perform the 

Fourier transform to convert the transmitted normalized baseband time-domain 

optical signal Erx (t) to the frequency-domain optical signal Erx (f). Then the 

received optical signal EJU (f) with the effect of the attenuation and the GVD in 

the fiber is calculated by [77]: 

(2.10) 


where a is the fiber attenuation, /32 is the GVD dispersion parameter, and Z is the 

fiber length the signal is transmitted over. Then the received optical signal E Rx (t) 

in the time domain is calculated by performing the inverse Fourier transform on 

ERx(f). We assume that the EML optical signal has the wavelength at 1550 nm, 

which is for the future long-distance PON [10, 12-14]. The attenuation of the G 

652 SMF is 0.2 dBlkm, and the GVD dispersion can be calculated by the 

parameters and formula in [11], to be -20.4 ps2/km. The fiber length is assumed to 

be 20 km. The same photodetector for the previous B-to-B case is used to convert 

the optical data signal to the electrical current. The simulated eye diagram and the 

PSD of the resulting photo-current after fiber transmission are shown in Figure 

2.7. As shown in Figure 2.7 (a), the data signal is distorted by the fiber dispersion. 

The distorted waveform demonstrates the signal component with frequency at bit 
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Figure 2.7 (a) The eye diagram and (b) the power spectral density of full-fiber 

received electrical current from the EML output. 
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rate (i.e., the clock frequency), namely the clock tone, as shown in Figure 2.7 (b). 

We have learned that without the fiber, there is no clock tone generated at 

the bit rate (see Figure 2.6). By inserting the fiber, the clock tone is generated, so 

the cause of such phenomenon is the fiber. Furthermore, we turned off the 

attenuation effect (setting the attenuation as zero), and observed that such 

phenomenon still exists. In this way, we can conclude that the clock tone 

generation phenomenon is solely from the fiber GVD, since we only considered 

the GVD and the attenuation in the fiber model. 

Such clock generation phenomenon is a nonlinear phenomenon. In a 

purely linear system, there would be no signal with new frequency generated. As 

is well known, the fiber dispersion and the attenuation are linear effects, and the 

fiber with only the two effects can be regarded as a linear system. The NRZ data 

has a null at the bit rate in its spectrum. If the NRZ optical data is passed through 

the fiber, the resulting signal in optical domain would not have a signal at the bit 

rate, otherwise, there would be a new signal with a new frequency generated. 

However, the MZI modulator and the photo-detector (with square-law 

characteristics) are the nonlinear components. They generate the new frequency 

signal at bit rate through a complex way [78]. Such nonlinear phenomenon is 

preferred to be demonstrated through the extensive large signal numerical 

simulation, rather than the analytical analysis. In fact, the analytical analysis part 

in [78] does not represent the actual case due to its simplification of the EML 
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driving signal as a pure sinusoidal waveform. This simplification is far away from 

the practical driving signal waveform. Though the whole clock tone generation 

phenomenon is nonlinear, it shall be noted that such process happens with the aid 

of the linear fiber dispersion. In the simulation, if the dispersion is zero, no clock 

tone is generated. 

Let us see how the dispersion generated clock tone can help in the clock 

recovery process from Figure 2.8, which is the waveform of the data photo­

current. In the figure, we can observe that the oscillations appear on top of the 

original NRZ data pulses, and the most significant oscillations are observed as 

overshoots at the rising and falling edges of the original NRZ data. These 

overshoots can be deemed as the added PRZ pulses to the original NRZ data 

signal, and the overall waveform can be intuitively decomposed into the NRZ 

data and the PRZ pulses. These PRZ pulses inherit the frequency and the phase of 

the original NRZ data. It is known that the PRZ pulses can exhibit the frequency 

component at the bit rate, which can be used as the reference for the clock 

recovery (e.g., [73]). The spectrum of the resulting waveform in Figure 2.7 (b) 

demonstrates this phenomenon by exhibiting a precise frequency component at 

exactly 10 GHz. We learned that there were several other methods to generate 

such PRZ pulses from the NRZ data, however, they have the main drawback 

because they have to add an additional electrical circuit block to perform such 

pulse generation. In our proposed scheme later, we can prevent such drawback by 

utilizing the existing fiber dispersion in the transmission link to perform the clock 
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Figure 2.8 Waveform of received photo-current. 

tone generation, which does not need to add any additional optical or electrical 

component. 

It shall be noted that the clock tone cannot be directly used as the clock for 

following two reasons. One is that the clock tone is not continuous (i.e., 

sinusoidal) and with stable amplitude. It is strongest when the corresponding data 

signal makes transitions between ONE and ZERO (i.e., transition from ZERO to 

ONE, or vice versa), as shown in Figure 2.8, marked by circles. However, it is 

weaker when there is no level transition in the data signal, and it even disappears 

in the long consecutive bits (i.e., long ONE or long ZERO). The other reason is 

that the clock tone is embedded in the data signal. The data signal which is not at 
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the bit rate frequency serves as noise or interference for the clock. In order to use 

the clock tone for data decision, the data signal needs to be removed. 

This phenomenon of clock tone generation by the fiber dispersion has 

been discovered in year 2001 [79]. However, it has never been used to assist the 

burst mode clock recovery. Recently, it has been used to do CM clock recovery, 

however, using the all-optical scheme in the complex optical differential phase 

shift keying (DPSK) transmission system [80]. In this work, we use this 

phenomenon for the BM-CDR employing an electrical ILO circuit. 

The dispersion and the receiver noise add phase variation (Le., jitter) of 15 

ps in the received data signal, as shown in Figure 2.7 (a), compared to the B-to-B 

case, as shown in Figure 2.6 (a), which is jitter free. We will use this phase 

variation value later to demonstrate the capability of phase variation reduction of 

our proposed BM-CDR. 

2.3 Proposed Scheme 

Figure 2.9 shows the detailed system configuration for a BM optical link 

utilizing the dispersion generated clock tone. The transmitter (Tx) is a 

conventional EML transmitter which employs an external optical modulator 

(MOD) to modulate the optical signal generated from the laser diode (LD) 

operating at 1550 nm range. The PRBS data from the pulse pattern generator 

(PPG) working at 10 Gbps is fed into the modulator. The modulated optical signal 

is then transmitted through a span ofG.652 SMF. 
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Figure 2.9 The proposed system configuration for a BM optical link (Tx: 

transmitter, LD: laser diode, MOD: optical external modulator, PPG: pulse pattern 

generator, PD: photodetector, TIA: transimpedance amplifier, LA: limiting 

amplifier, CA: current amplifier, ILO: injection locking oscillator, AGC: 

automatic gain controller, and DFF: D-flip-flop). 

At the receiver (Rx), the optical signal is first converted into the electrical 

current through a photodetector (PD), and then the current is fed into two paths, 

namely the data recovery path and the clock recovery path. In the data recovery 

path, the data is converted from current to voltage by a burst mode 

transimpedance amplifier (BM-TIA) (e.g., [39]), and then further amplified and 

reshaped by a limiting amplifier (LA). The BM-TIA used here is to compensate 

the huge dynamic range of the received packet amplitudes from various 

transmitters with different distances with the Rx and/or after experiencing 

different optical power splitter loss. The BM-TIA has been extensively researched 

and one of its key components is the burst mode automatic gain controller (AGC) 

(e.g., [39]). The AGe can enable the TIA gain tunable within a short time [5]. 
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In the clock recovery path, the photo-current is amplified by a current 

amplifier (CA) controlled by the AGC similar to that for the BM-TIA [39] and the 

amplified current is injected into the ILO. It is assumed that the AGC can adjust 

the CA gain to its desired value in a negligibly short time. The ILO recovers the 

embedded clock information (Le., the clock tone) from the injected current, and 

then outputs the clock in voltage. An electrical delay block could be inserted after 

the ILO, if necessary, to compensate the fabrication mismatch between the clock 

and data recovery circuitries. Finally, the amplified data and recovered clock tone 

are fed into the data decision circuit, e.g., a D-flip-flop (DFF), to obtain the data 

message. This scheme is suitable for the situation when the upstream transmitters 

located at the ONUs employ the EML with the 1550 nm wavelength range, which 

is the trend for the future PON network as discussed in Section 1.1. 

We set the CA gain in Figure 2.9 as a negative value. Such negative value 

can be realized by reversing the polarity of current injection in the corresponding 

actual circuit. The reason of doing so is elaborated as follows. As we learned in 

Section 2.1 , the locked ILO would have the same phase as the injected clock 

tone. In Section 2.2 , we also learned that the dispersion generated clock tone has 

the same phase as the original NRZ data. If the injection data current in the clock 

recovery path does not changes its polarity, the recovered clock would have the 

same phase as the NRZ data in the data recovery path. However, the decision 

circuit (Le., the DFF in Figure 2.9) prefers to have the phase of its clock input 180 

degree different from that of its data input, in order to align the rising edge of the 
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recovered clock in the clock recovery path to the center of the data eye in the data 

recovery path. The decision circuit usually performs the data decision at the time 

when the clock rises and reaches its average value. By changing the polarity of 

the injection current to the ILO, the decision circuit can perform the correct data 

decision. The above analysis assumes that the transmission delays through the 

BM-TIA, the CA, and the LA are ignored, as well as the delays in the 

interconnection lines between them. If the transmission delays between the clock 

recovery path and the data recovery path have some mismatch, the optional delay 

element in Figure 2.9 can be used to compensate such mismatch. 

There are two main contributions in this proposed clock recovery scheme. 

Firstly, the clock tone resulted from the fiber dispersion is utilized for the first 

time in the electrical ILO based clock recovery circuitry. Secondly, this is the first 

design to directly inject the signal in current (instead of injecting voltage as in 

[81] and using some circuit block to convert it into the current injection) to the 

ILO. This reduces the design complexity by eliminating the circuits used in the 

current-to-voltage and voltage-to-current conversions. 

2.4 Simulation and Discussion 

We have simulated the eye diagram, waveform and spectrum of the 

received photo-current, as shown in Figure 2.7 and Figure 2.8. We then need to 

specify the parameters of the following circuit blocks along the clock recovery 

path. The internal (natural) frequency fo of the ILO is 10 GHz to match the bit rate 
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of the received data. For the RLC tank, the inductor is designed to be 0.8 nH with 

its Q value at 10. Transconductance gain gm is set as 10 mS, and imax is set as 16.5 

rnA. For the CA, the magnitude of gain as 50 achieved by the single- or multi­

stage amplification is used in our simulation. For the burst mode operation, 

because the data are received at different times, the first thing we need to confirm 

is that the ILO can always lock to the data, and the relative phase of the recovered 

clock compared to the incoming data is always the same. 

For simulation and illustration purpose to demonstrate the phase 

difference between the injected data and the recovered clock, instead of injecting 

the data signal to the ILO at different times, the data signal injection is fixed at 5 

ns but the ILO is turned on at different times, namely at 0 ps, 25 ps, 50 ps and 75 

ps, respectively. In this case, for the injection at a fixed time, under the locked 

conditions the recovered clocks should not depend on when the ILO is turned on, 

because the relative phases between the locked clocks and the incoming data 

should be the same for all cases. 

The method of starting the ILO at different times can also emulate the 

different original clock phases which should have been locked to the phases of 

previous optical packets. Therefore the burst mode locking capability can be 

verified by checking if the waveforms of the locked clocks are overlapped with 

each other for the cases of different original phases. Such method to use limited 

but sparsely distributed cases of different original clock phases to estimate the 

locking time is a common practice in the published papers (e.g., [31]). 
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The data signal used is the 231 
- 1 PRBS instead of the alternative ONEs 

and ZEROs defined in [82]. The PRBS data provide fewer bit transitions 

(between ONE and ZERO) than the alternative ONEs and ZEROs (simplified as 

"1010"), and is expected to reduce the averaged clock tone strength and prolong 

the locking time. In the following simulation, we will demonstrate that even using 

the PRBS, the locking time can still be short. 

Furthermore, if the PRBS data can be used to perform the clock locking, 

then there is possibility to design the receiver architecture to enable the preamble­

free clock locking. For example, we can feed the arriving optical data signal into 

two fibers. One fiber without delay is for the purpose of the clock recovery, the 

other one with proper delay using a fiber delay line (FDL) is for the data recovery. 

Then the recovered clock and the recovered data are fed into the DFF for data 

decision. This architecture is similar to the technique in the optical header 

processing for optical label switching [83]. In this way, when the unlocked clock 

arrives at the DFF, the data is still in the FDL, so no incorrect data decision would 

be made; when the fully locked clock reaches the DFF, the delayed recovered data 

reaches the DFF at the similar time, and the data decision can be done correctly. 
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Figure 2.10 Evolution of the recovered clocks in normalized amplitude (norm. 

amp.) as a function of time at around (a) 1.4 ns, (b) 5 ns, (c) 10 ns, (d) 20 ns, and 

(e) 48 ns, respectively. Different sinusoidal-like waveforms represent different 

injection cases at 10 Gbps. 

The PRBS data signal is injected to the ILO at 5 ns to ensure that the ILO 

reaches its stable oscillation state before performing the clock locking. Figure 

2.10 shows the waveforms of the output clock as a function of time at around 1.4 
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ns, 5 ns, 10 ns, 20 ns, and 48 ns, respectively, for different cases. When the ILO 

just oscillates (see Figure 2.1 0 ( a», the phases are all different because the ILO is 

turned on at different times. Before the data is injected into the ILO at 5 ns, the 

clock phases are different as shown in Figure 2.10 (b). After the data is injected at 

5 ns, as shown in Figure 2.10 (c), (d), and (e), all the waveforms gradually overlap 

with each other and this confirms the locking capability of the proposed scheme. 

The evolution of the clock waveforms provides the insight on how the 

ILO locks to the incoming data. To analyze the locking time for different injection 

cases, we can plot the normalized relative phase as a function of time. Before we 

do so, we choose the ideal data bit at the input of the receiver as the reference and 

define the normalized relative phase as: 

I1T 
Normalized relative phase = -_P , (2.11) 

~II 

where Tbit is the period of the ideal data bit, and I1Tp is the time duration between 

the zero-crossing position of the signal of interest and that of the ideal data bit 

The signal of interest in I1Tp could be the data injected at the ILO input or the 

recovered clock at the output of the ILO. The ideal data bit used in (2.11) is the 

data bit at the input of the receiver without any distortion. Figure 2.11 shows the 

timing diagram to illustrate the definition of the normalized relative phase. The 

zero-crossing position, where the waveform crosses the 0 volt, is defined at the 

rising edge ofthe signal. 
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Figure 2.11 Timing diagram showing the definition of the relative phase for the 

recovered clock. 

In Figure 2.12, different lines are used to differentiate different injection 

cases. As observed, four lines with different initial phases converge at around 35 

ns, which can be regarded as the coarse locking. We can observe that after 

sufficient long time (e.g., after 80 ns), the phase variation is within 2% of the 

average phase. So that we can define the fine locking time as the time at which 

the phase variation is less than 2%. This is how we determine the fine locking 

happens at 58 ns as shown in Figure 2.12 and the locking time is 53 ns (Le., 58 ns 

- 5 ns). In addition, the received data before the clock recovery circuitry has the 

peak-to-peak jitter of 15% (see Figure 2.7 (a)) and our clock recovery scheme 
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improves the jitter performance of the received data by 87%. Jitter may also be 

alternatively reduced by the data dependant jitter equalizer before the clock 

recovery [84] or the jitter reduction circuit after the clock recovery [85]. However, 

such added circuit blocks increase the total power consumption and the design 

complexity. In this work, we chose to use a much stricter criterion of phase 

variation (e.g., 2%) to define the locked state than most of the published papers 

(e.g., 10% in [31 D. 

: 
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Figure 2.12 Phase evolutions of the recovered clock as a function of time for 

different injection cases at 10 Gbps. 
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From Figure 2.12, we can also observe the characteristics of the ILO 

locking process. The instantaneous clock phases for all the cases monotonically 

approach their final value, without oscillation as in the PLL phase or frequency 

locking process [30]. The small noise in the phase evolution is due to the effect of 

the random data pattern, which is the interference to the locking process. 

The CA gain can change the locking time, but it does not change the final 

clock phase under the locked condition. This is because at that time the clock is 

always locked to the phase of the injected data, independent from the magnitude 

of the data. To study the impact of the CA gain on the locking time, Figure 2.13 

shows the locking time as a function of the CA gain for different fiber spans. It is 

shown that for each fiber span, there exists an optimal current gain for the shortest 

locking time. If the gain is smaller than the optimal value, the resulting clock tone 

is not strong enough for an efficient locking, leading to longer locking time. If the 

gain is larger than the optimal value, the NRZ data signal is also amplified to a 

level to saturate the nonlinear gain block in the ILO and interfere with the locking 

process. This increases the locking time. In addition, when the fiber span 

increases, the optimal current gain also increases as expected. This is due to the 

higher fiber attenuation to be compensated. On the other hand, for longer fiber 

span, the resulting optimal locking time is shorter. This benefits from the stronger 

clock tone due to the additional accumulated fiber dispersion. 
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Figure 2.13 Locking time vs. current gain characteristics for different fiber spans 

at 10 Gbps. 
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Figure 2.14 BER and optimal locking time vs. fiber length at 10 Gbps. 
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On the other hand, the BER might stop us from using long span fiber 

because of the accumulated dispersion and the attenuation along the fiber. Figure 

2.14 demonstrates the optimal BER calculated by the model in [86], and the 

shortest locking time (corresponding to each optimal current gain) as a function of 

fiber length. Because of the dispersion caused distortion, the BER is worse than 

that when only receiver noise is considered. When the fiber length increases, the 

BER becomes worse as expected, since the dispersion is accumulated, leading to 

more data signal distortion. On the other hand, the optimal locking time decreases 

when increasing the fiber length from 10 km to around 40 km. The improved 

locking time for a fiber span shorter than 40 km is due to the enhanced clock tone 

by the accumulated fiber dispersion [79, 80]. 

As seen in Figure 2.14, the locking time reduction starts to saturate when 

the fiber length is about 40 km, this is due to the saturation of the clock tone 

strength [79, 80]. The decrease of the clock tone and the corresponding increase 

of the locking time would happen when fiber length is longer than 50 km, for the 

NRZ 10 Gbps data and G.652 SMF. A fiber span longer than 50 km would not be 

directly used in a practical system for 10 Gbps transmission since the 

corresponding BER is larger than 10-5
• If a dispersion compensation fiber (DCF) 

[86] is inserted before the receiver to compensate the accumulative dispersion in 

order to improve the BER, the equivalent dispersive fiber length will be reduced 

to within 50 km, and the total generated clock tone will be still strong enough to 

aid the BM-CDR. Here the equivalent dispersive fiber length is calculated as the 

56 




Ph.D. Thesis - Minhui Yan McMaster - Electrical and Computer Engineering 

sum of the accumulated dispersion from the original fiber and the opposite 

polarity dispersion provided by the DCF, divided by the dispersion parameter of 

the G. 652 SMF. The above discussion on the equivalent dispersive fiber length 

and its affect on a generated clock tone is valid when the optical power is low and 

the fiber transmission link is approximately linear, which is the case for the 

practical system [77]. 

Figure 2.14 provides the very useful information in the determination of 

the feasible fiber length or equivalent fiber length if DCF is used, to perform the 

BM-CDR scheme. For example, if we choose the commonly used 40 ns as the 

maximum clock recovery preamble time as suggested in [5, 31], this determines 

the shortest fiber length to be 17 km with BER of 10-35 
• On the other hand, an 

acceptable BER in an optical link should be lower than 10-9 [86, 87]. We put a 

stricter requirement ofBER to be 10-10
• This determines the longest fiber length to 

be 38 km with a minimum 17 ns locking time. The fiber length limitation for BER 

is mainly due to the fiber GVD. If only the attenuation is considered, by assuming 

a -27 dBm receiver sensitivity, the attenuation limited fiber length is 133 km. 

From the above analysis, our proposed scheme working at 10 Gbps is suitable for 

a wide range of fiber spans from 17 km to 38 km, and guarantees that the locking 

time is shorter than 40 ns and the BER is smaller than 10-10 without specific 

preamble bit patterns. If the proposed scheme is used in the optical transmission 

link with a fiber span shorter than 17 km, an additional highly dispersive fiber or a 

discrete dispersive element can be inserted before a burst mode receiver or after 

57 




Ph.D. Thesis - Minhui Yan McMaster - Electrical and Computer Engineering 

the transmitter to enhance the dispersion to meet the required locking time. On the 

other hand, the fiber length can exceed the 38 km limitation if DCF is inserted 

before the receiver or after the transmitter, while keeping the accumulated 

dispersion sufficient to achieve the specified locking time. Above all, the fiber 

span reach can be further explored to either shorter or longer length, while 

keeping the BER and locking time within specification. In addition, the DCF may 

not be required to improve the BER. The electrical dispersion compensation 

(EDC) circuit [88] can be used to compensate the distortion of the dispersion in 

the data signal, performed in the electrical circuits after the clock recovery, 

without decreasing the clock tone strength for the clock recovery. 

In the simulation, the PD and the CA are assumed to have the infinite 

large bandwidth and flat gain profile, which is to simplifY the simulation and 

analyze the key phenomenon and the key parameter effect. In the practical 

designs, it is preferred to have the bandwidths of the PD and the CA larger than 

the bit rate, so that the clock tone embedded in the received data is not filtered 

out. On the other hand, even if the PD and the CA have slightly smaller 3-dB 

bandwidth than the bit rate, the filtered clock tone could be still strong enough for 

the clock recovery, since the cut-off shapes of the circuits transfer functions 

(usually low-pass) are not infinitely sharp. Furthermore, the attenuation due to the 

circuit transfer functions can be compensated by increasing the CA gain. 

The wideband amplification can also be easily achieved optically. For 

example, a semiconductor optical amplifier (SOA) with AGC can be put in front 
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of the PD to provide the wideband amplification to the optical data signal [41]. 

Such SOA can be used to provide the gain to compensate the dynamic range of 

the optical packets amplitudes, and to strengthen the clock tone at the same time. 

In this way, the BM-TIA as well as the CA and its associated AGC in Figure 2.9 

can be eliminated, simplifying the design and reducing the total chip area. 

Furthermore, the SOA can be integrated with the photo-detector [89], reducing 

the receiver size and the packaging costs. If the gain-controlled SOA is used to 

replace the CA and its associated AGC originally used in the clock recovery path, 

the gain of the SOA provides the equivalent CA gain originally used in the 

simulation, and the above simulation and analysis is still valid. 
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Chapter 3 

BM-CDR USING DML RELAXATION 

OSCILLATION 

In the conventional paN, the BM upstream data link uses the wavelength 

at around 1310 nm, which does not provide dispersion when the general G.652 

fiber is used. In this case, the directly modulated laser (DML) is usually employed 

at the ONU transmitter, to transmit the BM data signal. In this chapter, the photo-

detected spectrum of the DML output is analyzed to illustrate the clock tone 

generation by the relaxation oscillation. The corresponding application in the BM­

CDR is then demonstrated through extensive simulation. 

3.5 Effect of DML Relaxation Oscillation 

The semiconductor laser can be modulated directly by injecting the 

modulating current into the laser, which can change the instantaneous photon 

density inside the laser cavity, and the corresponding output optical power. The 

dynamics of the DML laser can be described by the following rate equations [90]: 

dp(t) ( ) pet) ()--=G n,p,t p(t)---+Rsp n,t ,and (3.1 ) 
dt Tp 

dn(t) let) n(t) ( )= - G n, p, t p(t) , (3.2)
dt qV Tn (n,t) 
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where p(t) is the photon density (defined by photon number in unity volume), 

net) is the carrier density, which is either the density of electrons or holes (they 

are of the same density). They evolve with time t. Here Tp is the photon lifetime, 

defined by one over photon decay rate. Photon density is reduced (decayed) inside 

the cavity because the photon is either absorbed by the materials in the cavity, or 

ejected through the cavity facet. The transmitted optical power is proportional to 

the ejected photons, which is again proportional to the photon density in the laser 

cavity [90, 91]. Here J(t) is the driving current into the laser, and q and V are 

the electrical quantity of one electron and the volume of the active cavity of the 

laser, respectively. Here Tn(n,t) is the carrier life time, and it accounts for the 

recombination effect of the carriers, except the effect of stimulated radiative 

recombination. Here Tn(n,t) can be obtained by [90]: 

(3.3) 

where parameter A is due to the surface recombination or trap mechanism, namely 

non-radiative recombination, B is due to the spontaneous radiative recombination, 

and C is due to the Auger recombination. More details of their physical meanings 

can be obtained in [90]. Here G(n, p, t) is used to link the carrier density and the 

photon density. Here -G(n,p,t)p(t) in Eq. (3.2) is due to the stimulated 

radiative recombination, describing the rate of the carriers consumption to 

recombine and generate photons, based on the instantaneous photon density. Here 

G(n,p,t) can be obtained by [90]: 
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G(n,p,t) =rGo (n(t) - n,) -Gpp(t) , (3.4) 

where Go is the gain constant to describe the linear relationship (with offset n,) 

between the gain and the carrier density, and n, is the threshold carrier density. 

Here G p is used to account for the saturation effect on the gain G(n, p, t), for the 

gain is decreased if the photon density increases. r is the optical confinement 

factor of the active layer. 

In Eq. (3.1), R,p (n, t) is used to consider the spontaneous emitted photons, 

and can be obtained by [90]: 

_ pspn(t)
Rsp (n,t) - , (3.5)

'r(n,t) 

where Psp is the spontaneous-emission factor. Here 'r(n,t) is the spontaneous 

radiative recombination lifetime, equivalent to 1/(Bn) . Here Rsp (n, t) is 

indispensable in describing the dynamics of the DML laser. Suppose there is no 

photon in the laser initially, if Eq. (3.1) does not have the term of Rsp(n,t), 

photons can not be generated whatever the G(n, p, t) is. 

The DML also has the chirping effect in the output optical signal during 

modulation [90]. Chirping (d¢(t)jdt) is dependant on the carrier density as 

shown below: 

d¢(t) = a G(n t) (3.6)dt 2 ,p" 
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where a is the linewidth enhancement factor [90]. The constant frequency shift is 

not considered in (3.6), since it does not affect signal shape when propagating 

along the fiber. As we learned, Eqs. (3.1) and (3.2) do not contain ¢(t), so the 

evolutions of photon and carrier densities in the DML are not affected by ¢(t). 

Chirping does affect the pulse evolution in dispersive fiber [77]. However, in the 

case we study, there is zero fiber dispersion exhibited at DML output wavelength, 

1310 nm. In this case, chirping effect can be ignored. 

Above all, Eqs. (3.1) and (3.2) can be used to describe the dynamics of the 

DML laser and calculate its resulting waveform at the receiver side without 

considering Eq. (3.6), in the case of zero fiber dispersion. Under the small signal 

approximations ofEqs. (3.1) and (3.2), the DML laser can be modeled as an RLC 

equivalent circuit model [92]. It is well known that RLC tank can generate 

relaxation oscillation with damping for a step input. Similarly, when a step input 

current (i.e., input current rise from ZERO to ONE) is fed into the DML laser, 

relaxation oscillation also happens. The detailed explanation through theoretical 

formula derivation can be seen in [90, 92]. The relaxation oscillation discussed 

above, however, is a linear process. To demonstrate the clock tone generation 

phenomenon to be discussed later, the above linear approximation as an RLC tank 

can not be used, and nonlinear large signal simulation strictly using Eqs. (3.1) and 

(3.2) has to be adopted. 

We use the parameters of an Agere D1861C DML in the following 

simulation. It is suitable for the 10 Gbps modulation, and its parameters are 
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provided in OptSim [93] and listed in TABLE III. I. Except those parameters 

discussed above, the fiber coupling coefficient is used to account for the coupling 

loss when the ejected optical power from laser is coupled into the fiber connecting 

to the laser. 

TABLE III. I Parameters Used for the DML in the Simulation [93]. 

Parameters 

Active waveguide volume (V) 


Photon lifetime ( Tp ) 


Threshold carrier density ( nt ) 


Gain constant ( Go) 


Gain derivative to photon number (- G p ) 


Auger recombination coefficient (C) 


Radiative recombination coefficient (B) 


Nonradiative recombination rate (A) 


Spontaneous emission factor (f3) 


Field confinement factor ( r ) 


Fiber coupling coefficient 


Value 

1.73,10- m 

4.5 ps 

1.13.1024 m-3 

m26.10-20 

-8.6'104 m- I 

9.8,10-41 m2/s 

1.9.10-16 m 3/s 

1.02'108 S-I 

3.5'10-5 

0.78 

0.22 

As we learned, the fiber exhibits zero dispersion at the DML wavelength 

in the upstream channel in the PON. In this case, we can model the fiber as a pure 
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attenuator. Attenuation ofG.652 SMF at 1310 nm is around 0.35 dBlkm [11]. The 

length of the fiber in the simulation is 20 km. The threshold current of the laser 

with the parameters in TABLE III. I is around 15 rnA. The raised-cosine driving 

current has 20 rnA for logical ZERO and 40 rnA for logical ONE. After 20 km 

fiber transmission, the photo-detector with same parameters as in Chapter 2 is 

used to receive the optical signal and convert it into photo-current. Figure 3.1 

shows the simulated driving current and the received photo-current, when a PRBS 

data signal is used. The simulation on DML modulation is performed in large 

signal to consider its nonlinearity, through Eqs. (3.1) and (3.2). As can be 

observed by comparing between Figure 3.1 (a) and (b), the relaxation oscillations 

happen at the transitions between ZERO and ONE, some apparent incidents are 

marked by circles in Figure 3.1 (b). For the others unclear appearances such as 

when the data pattern is alternative ONEs and ZEROs ("1010"), relaxation 

oscillation still exists, and will be analyzed later in the electrical spectrum. 

Intuitively speaking, such relaxation oscillation generated overshoot can be 

regarded as PRZ pulses on top of the original NRZ data. Such PRZ pulses have 

the same frequency and phase of the NRZ data, and furthermore, exhibit the 

frequency component at the bit rate, which can be used as a frequency reference 

for the circuit performing full clock restoration. This is the similar case as in 

Section 2.2 , where the dispersion generated clock tone is used. 
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Figure 3.1 (a) The driving current and (b) the received photo-current for the PRBS 

data signal. 

Though the relaxation oscillation phenomenon in the DML is well known, 

however, the phenomenon of the clock tone generation by the relaxation 

oscillation was never published to our best knowledge. Furthermore, such 
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phenomenon has never been utilized for clock recovery, especially for the BM­

CDR. In this work, we utilize such phenomenon for the clock recovery by directly 

injecting the clock tone embedded data into the ILO. 

3.6 Proposed Scheme 

Figure 3.2 illustrates the detailed system configuration for a BM optical 

link utilizing DML relaxation oscillation generated clock tone. 

Figure 3.2 Proposed DML-based system configuration for a BM optical link (Tx: 

transmitter, LD: laser diode, PPG: pulse pattern generator, PD: photodetector, 

TIA: transimpedance amplifier, LA: limiting amplifier, CA: current amplifier, 

ILO: injection locking oscillator, AGC: automatic gain controller, and DFF: D 

flip-flop). 

In Figure 3.2, the DML-based transmitter (Tx) employs a pulse pattern 

generator (PPG) operating at 10 Gbps to generate the data sequence which is 

directly fed into a conventional 1310 nm DML. The DML output optical signal is 

then transmitted through a span ofG.652 fiber. The receiver (Rx) part is the same 

as the case for utilizing a dispersion generated clock tone. The detailed 
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description of the Rx can be seen in Section 2.3 . This scheme is suitable for the 

case when the upstream transmitters are resided in ONUs use DMLs with 1310 

nm wavelength window. This is the case of current paN networks recommended 

in specifications (e.g., GPON in [5]). Similar to Figure 2.9, CA gain has negative 

value to align the recovered clock at the clock recovery path to the center of the 

data eye at the data recovery path. 

3.7 Simulation and Discussion 

In the simulation, we use the system and device parameters discussed in 

the BM-CDR scheme utilizing fiber dispersion. The data signal is composed of 

"1010" repetitive sequence in the 40 ns preamble time as defined in [5], followed 

by the PRBS data, both at 10 Gbps bit rate. Figure 3.3 shows the simulated power 

spectrums and the eye diagrams of the modulation data signal at the PPG output, 

and the PO output photo-current, all at 10 Gbps. Figure 3.3 (a) and (b) are for the 

"1010" repetitive and the PRBS sequence ofOML driving current, respectively. It 

can be seen that the driving data sequence do not contain clock tone at 10 GHz, in 

both cases of"1010" and PRBS sequence. In contrast, after the OML modulation 

and the photo-detection, the clock tone at 10 GHz appears in the received 

electrical spectrum for both data sequence, as shown in Figure 3.3 (c) and (d). 

Note that the clock tone embedded in the PRBS sequence is not continuous due to 

the randomness of the PRBS data sequence. The discontinuous clock tone has to 

be further processed by the ILO to restore it into a continuous clock. On the other 

68 




------ --

Ph.D. Thesis - Minhui Yan McMaster - Electrical and Computer Engineering 

~O'mmm '1\f;(~~u----­
----~ " '­
"0 I 


~ I ~ - ~ - e 1 ,. I " I I I t 1 r ~I ~ 1/1 


~ 1-------1---:- i ~--~~~ --;JI{~ " 
I I I 


g . : I ~'-----'-----' 

'"70 5 10 


Frequency (GHz) 

(a) 

0---­

oo L...---____ '-____--1-. 

'"70 5 10 

Frequency (GHz) 

(b) 

Figure 3.3 (a) (b) Power spectrums and eye diagrams of the PPG output operated 

at 10 Gbps. Here (a) is for the"1 0 1 0" data pattern, and (b) is for the PRBS data 

pattern. 
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Figure 3.3 (c) (d) Power spectrums and eye diagrams of the detected DML output 

operated at 10 Gbps. Here (c) is for the "1010" data pattern, and (d) is for the 

PRBS data pattern. 
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hand, the resulting clock tone corresponding to the first 40 ns "10 I 0" sequence is 

continuous; however, the ILO is still needed to remove the unwanted data 

components. 

The relaxation oscillation phenomenon is usually analyzed by the small­

signal analysis [90]. However, the clock generation phenomenon has to be 

discovered through the large signal analysis by including the nonlinear effect. 

Such clock generation phenomenon, as shown in Figure 3.3, has never been 

published. It is noted that the frequency of the clock tone demonstrated in Figure 

3.3 does not depend on the relaxation oscillation frequency of the DML. In fact, 

the DML relaxation oscillation frequency is obtained in small-signal linear 

analysis, and such frequency changes depending on the biasing for the small­

signal analysis [90]. For the large signal modulation, there is no demonstrated 

relaxation oscillation frequency tone in the resulting spectrum, as shown in Figure 

3.3. In another word, the DML does not need to be designed to have its relaxation 

oscillation frequency at the bit rate for this scheme. For example, the relaxation 

oscillation frequency of the simulated DML is at 8.6 GHz when biased at 40 rnA, 

different from the bit rate of 10 Gbps. 

In the following clock recovery circuit, the natural frequency fa of the ILO 

is 10 GHz to match the bit rate of the incoming data. For the RLC tank, the 

inductor is designed to be 0.8 nH with its Q value at 10, the same values as the 

ones used for dispersion generated clock tone case. Transconductance gain gm is 

set as 20 mS, and imax is set as 33 rnA. For the CA, the gain magnitude of 125 is 
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Figure 3.4 Evolution of the recovered clocks in normalized amplitude (norm. 

amp.) as a function of time at around (a) 0.75 ns and (b) 4.75 ns. 
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Figure 3.4 Evolution of the recovered clocks in normalized amplitude (norm. 

amp.) as a function oftime at around (c) 6.25 ns and (d) 10.25 ns. 
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chosen in our simulation which can be achieved by a single- or multi-stage 

amplification. Similarly, we need to confirm that the ILO can always lock the data 

received at different times, and the relative phase of the recovered clock 

compared to the incoming data is always the same under the locked condition. 

For the simulation purpose to emulate the burst mode operation, we tum 

on ILO at different times, namely at 0 ps, 25 ps, 50 ps and 75 ps, respectively, 

while injecting data signal at fixed 5 ns. Figure 3.4 shows the waveforms of the 

recovered clock as a function of time at around 0.75 ns, 4.75 ns, 6.25 ns, and 

10.25 ns, respectively for different cases. When the ILO just oscillates (see Figure 

3.4 (a)), the phases are all different because the ILO is turned on at different 

times. Before the data is injected into the ILO at 5 ns, the phases are different for 

different cases, as shown in Figure 3.4 (b). After the data injected at 5 ns, as 

shown in Figure 3.4 (c) and (d), all the clock waveforms gradually overlap with 

each other and this confirms the locking capability of the proposed scheme. 

We then can observe the phase evolutions of the ILO for different turn-on 

conditions and plot the normalized relative phases to the received data (according 

to Eq. (2.11)) as a function of time in Figure 3.5. Different lines in Figure 3.5 are 

used to represent different injection cases. Four curves with different initial 

phases converge at around 11 ns and vary only within a small range after. Here 

we define the locking condition as when the phase variation is within 5% of the 

final average value. When the PRBS sequence arrives after the clock is locked to 

the repetitive "1010" sequence, the clock phase variation becomes a little bit 
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larger and demonstrates randomness. However, the variation is still within 5%. 

Compared to the case of dispersion assisted clock recovery, large jitter target of 

5% is used. This is because the DML output data has larger jitter due to the 

pattern dependency problem inherent in the DML modulation method, and the 

embedded clock tone also has larger jitter. Though the ILO can reduce the clock 

jitter from the clock tone, the resulting jitter is still larger than the dispersion 

assisted clock recovery case. The jitter target has to be increased to accommodate 

this situation. However, such jitter target is still much smaller than that in the 

literature (e.g., [31 D. 
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Figure 3.5 Phase evolutions as a function of time for different injection cases at 

10 Gbps. 
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Figure 3.6 Effect of different current amplifier gains on the locking time. 

Similar to the previous scheme, the CA gain in this scheme does not 

change the final average phase, but only the locking time and jitter. To study the 

impact ofthe CA gain on the locking time, Figure 3.6 shows the locking time as a 

function of the current gain. It is shown that when the current gain increases, the 

locking time reduces. This is because a larger injection current assists the ILO to 

reach the locked condition earlier. However, it is observed that when current gain 

is higher than 125, the phase variation is larger than 5%, which we consider the 

ILO is not locked. The larger phase variation is due to the fact that when the gain 

increases, the data component is also amplified. The data component is treated as 

an unwanted signal (like noise) in the clock recovery path and it interferes with 
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the locking process. In this case (with the DML driving currents of 40 rnA for 

ONE and 20 rnA for ZERO), current gain of 125 is the optimal value. 

Figure 3.7 shows the probability density functions (PDFs) of the 

normalized relative phases of the injected data to the ILO and the recovered clock. 

The PDF of the injected data has three discrete local maximums with some 

probability distributions, which demonstrates that the deterministic and random 

jitters co-exist in the injected data [94]. On the other hand, the PDF of the 

recovered clock demonstrates a single local maximum, which indicates that the 

random jitter is dominant in the recovered clock [94]. 
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Figure 3.7 The PDFs of the normalized relative phases of the injected data at the 

ILO input and the recovered clock at the ILO output. 
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Figure 3.8 shows the jitter transfer function of our proposed clock 

recovery scheme, and the jitter transfer bandwidth is around 400 MHz. Such 

relatively wide bandwidth for the clock recovery circuit is not favored in the 

conventional long-haul optical communication, where multiple cascaded repeaters 

along the optical link are used. However, this wide bandwidth is preferred in the 

burst mode receiver [31]. This is because a CDR with narrow bandwidth cannot 

trace to the fast phase transition between packets and slow down the clock locking 

process. 
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Figure 3.8 Jitter transfer function. 
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It is interesting to see how the proposed scheme functions under different 

modulation conditions by changing the current levels for ZERO and ONE of the 

digital data signal. Furthermore, the BER of the received data needs to be 

monitored to ensure the proper information transmission. Figure 3.9 demonstrates 

the calculated BER based on the model in [86], and the minimum locking time 

(under each optimal current gain according to each setting of DML driving 

current values) as a function of current levels for ONE and ZERO. 

In Figure 3.9 (a), when changing the current level for ONE, the current for 

ZERO is fixed at 20 rnA. On the other hand, in Figure 3.9 (b), when changing the 

current level for ZERO, the data amplitude between ONE and ZERO is fixed at 

20 rnA. It is found that when the data amplitude increases, the ratio between the 

overshoot amplitude and the data amplitude increases when the data amplitude is 

low, and decreases when data amplitude is high. Since the NRZ data is regarded 

as the noise or interference in the clock recovery path, a high overshoot-to-data 

ratio leads to a stronger normalized clock tone and faster synchronization, and 

vice versa. So in Figure 3.9 (a) there exists an optimal value for current value for 

ONE. 
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Figure 3.9 Variation of the BER and the minimum locking time as a function of 

the modulation current for (a) ONE with current value for ZERO fixed at 20 rnA, 

and for (b) ZERO with the current amplitude fixed at 20 rnA. 
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In Figure 3.9 (b), there exists an optimal current value for ZERO due to 

another reason different from the overshoot-to-data ratio variation. For the 

modulation bias more than 22 rnA, a higher current makes the overshoot 

phenomenon less pronounced, which results in a weaker clock tone and a longer 

locking time. On the other hand, for the modulation current less than 22 rnA, a 

lower current makes the pattern dependency more severe, which results in a larger 

jitter in the clock tone so that the locking process is jeopardized. As far as the 

BER is concerned, it is improved in both cases due to a better eye diagram when 

the current value for ZERO or pulse amplitude increases. In Figure 3.9 (a), a 

bigger eye is obtained because of the larger amplitude. In Figure 3 .9 (b), the eye 

diagram is improved because the pattern dependency and the overshoot are less 

pronounced when the modulation bias moves away from the threshold. 

Due to the process and design variations, there always exist some 

differences in the laser performance and four physical modeling parameters (i.e., 

the linewidth enhancement factor, the gain constant, the photon lifetime, and the 

gain derivative to photon number) are deemed important in determining the laser 

performance [95]. Among them, the linewidth enhancement factor does not affect 

our simulation because the fiber dispersion is ignored. We varied the remaining 

three parameters by ±30%, and showed their effects on the minimum locking time 

and the BER in Figure 3.10. As observed, if these parameters are tuned in the 

+30% range, both the minimum locking time and the BER are further improved. 

On the other hand, when the laser parameters variations move towards the -30% 
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Figure 3.10 Sensitivity analysis for (a) the minimum locking time and (b) the 

BER with respect to three main laser parameters. 
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Figure 3.11 Peak-to-peak jitter of the recovered clock for the "1010" and PRB S 

patterns as a function of the frequency mismatch between the natural frequency of 

the ILO and the data bit rate. 

range, the minimum locking time is longer, however, it is still confined within 15 

ns. 

In the discussions so far, we assumed that the natural frequency of the ILO 

matches the bit rate of the received data. If there exists a frequency deviation due 

to the fabrication mismatch, it can be corrected by tuning the capacitance of the 

varactor (see Figure 2.2) to change the natural frequency of the ILO to match the 

data rate. If we don't tune the natural frequency via the varactors, Figure 3.11 

shows the peak to peak jitter of the locked clock as a function of frequency 

deviation between the natural frequency of the ILO and the data bit rate. Both the 
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Figure 3.12 Relationship between the locking time and the noise current in the 

receiver. 

"1010" sequence and the PRBS are used in the simulation and demonstrated in 

Figure 3.11. The clock jitter of the PRBS is larger than that of the "1010" 

sequence as expected. This is because the "1010" sequence provides more 

transitions between bit ONE and bit ZERO, which causes a stronger average 

clock tone. Following the 5% locking criteria, the frequency locking range for the 

PRBS is around 10 MHz, while the locking range for the "1010" sequence 

exceeds several hundreds of MHz. 

In the previous simulation, the noise power density of the receiver in our 

simulation was assumed to be 10-20 A2IHz as indicated in [76]. Improper receiver 

design, however, may result in higher noise and degrade the clock recovery 
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process. Figure 3.12 shows the locking time as a function of noise power density 

for our proposed clock recovery scheme. Twenty simulations with randomly 

generated noise are conducted to find the longest locking time among them in 

order to demonstrate the worst case scenario. We observed that, in general, the 

higher receiver noise (or lower signal-to-noise ratio, SNR) results in longer 

locking time. This is because the receiver noise momentarily generates false tones 

close to the frequency of the clock tone. If these noise tones become stronger, the 

ILO has higher chance to mistakenly lock to such noise tones during the locking 

phase and results in longer locking time. Our proposed clock recovery scheme 

demonstrates a good SNR tolerance, and it keeps the locking time within 25 ns 

when the noise power increases from 10-20 to 10-16 A21Hz. 

In a communication protocol, the maximum length of consecutive 

identical bits (ZEROs or ONEs) is defined to ensure the existence of reliable 

timing information (e.g., clock tone). In our proposed scheme, we take 

consecutive ZEROs to study this maximum length. In an ideal case, ifthe receiver 

noise is negligible, and the natural frequency of the ILO and the data bit rate 

matches to each other, the relative phase between the ILO and that of the ideal 

data can be maintained, even when the data bits have infinite number of 

consecutive ZEROs. This means that the tolerable ZERO length is infinity under 

the ideal case. However, because of the noise in the receiver and the finite 

difference between the ILO frequency and the data bit rate, the maximum length 

85 




Ph.D. Thesis - Minhui Van McMaster - Electrical and Computer Engineering 

250 
• 

-. -1O-30A2/Hz 

.;; 200 
--. - 1O-20A2/Hz•OJ) 

~ 
0 

...... 150
0 
~ 

~ 

N 100 
0...... 
~ :... 
0 50...... 
0 


E-< 


0 
0 2M 4M 6M 8M 10M 

Frequency deviation (Hz) 

Figure 3.13 Tolerable ZERO length for different frequency deviation at different 

receiver noise power densities (A2IHz). 

for the consecutive identical bits is finite. Figure 3.13 shows the relationship 

between the tolerable ZERO length and the frequency deviation at different 

receiver noise power densities (in A2IHz). Twenty simulations with random noise 

injections are conducted to find the maximum lengths of consecutive ZEROs at 

which the ILO is out of lock. The shortest length from these twenty simulations is 

chosen to demonstrate the worst case scenario. Larger frequency deviation leads 

to shorter tolerable ZERO length, as seen in Figure 3.13. On the other hand, the 

receiver noise also plays an important role. When the noise power density 

increases (e.g., from 10-30 to 10-16 A 21Hz), the resulting tolerable ZERO length 

reduces. This is because the receiver noise causes the ILO phase to exceed the 

locking criteria easier. It should be noted that the values in Figure 3.13 are 
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obtained according to the 5% locking criteria. Relaxed criteria will lead to longer 

tolerable ZERO length. 
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Chapter 4 

EXPERIMENTAL VERIFICATION 

Though the BM-CDR schemes we proposed use the optical characteristics 

of either the fiber dispersion or the DML relaxation oscillation, those two optical 

characteristics already exist in the future or current burst mode optical 

communication link, respectively, and generally we do not need to engineer them. 

So the design task is focused on the circuit implementation of the BM-CDR in the 

receiver end. In this work, we are focused on the design for burst mode clock 

recovery (CR) circuitry, without the data decision circuit. This strategy helps 

ensure the tape-out quality and easy debugging. 

4.1 Design of BM-CR Circuitry 

The designed BM-CR in this work uses the ILO as the core circuit, as 

shown in shown in Figure 4.1. The ILO is based on the VCO. The designed 

circuit combines the circuit design techniques of both transistor body biasing 

frequency tuning scheme [96] and the voltage injection scheme by the single 

switching transistor [71]. The former technique tunes the oscillation frequency by 

changing the body bias of the transistors and corresponding parasitic 

capacitances. It can eliminate the varactor utilized in the conventional VCO 

design and can boost the oscillation frequency dramatically compared to the 
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conventional design. The latter circuit design technique employs the NMOS 

transistor MmJ in Figure 4.1 to equivalently create current injection by applying 

the voltage injection applied on Mmj. Such technique was originally used in the 

frequency division application, and this work is the first time to utilize it for the 

clock recovery purpose. 

Vfreq 

Figure 4.1 The BM-CR circuit design using both techniques of the switching 

transistor for the injection and body biasing for frequency tuning. 
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Besides the core circuit of the ILO, the total circuit chip ofBM-CR needs 

to include the buffer circuit block to provide impedance matching. The input 

impedance of the measurement equipment is usually 50 Q. However, the ILO is 

able to output larger oscillation amplitude if the load of the ILO has larger 

impedance. In order to provide large loading impedance for the ILO, a properly 

designed buffer is necessary to be inserted between the ILO and the measuring 

equipment. The buffer circuit in our circuit is an inverter with proper sizing of the 

NMOS and PMOS transistor, to provide symmetric rising and falling time of the 

oscillation swing at the buffer output. 

Another reason we choose to use voltage injection instead of direct current 

injection because the commercial photo-detector or photo-receiver usually has 

voltage output instead of current one. Ifwe are to fully implement our schemes by 

using direct current injection, we have to attach the photo-detector chip with the 

BM-CR circuit chip in a multi-chip module (MCM) [97] to access the photo­

current. Furthermore, in the measurement, we have to align and apply optical 

signal onto the photo-detector. The overall packaging and measurement procedure 

would be much more complicated. This work is focused on proposing and 

verifying the BM-CR schemes without divergence on packaging and multi-chip 

mounting, so we choose to simplify our chip packaging and measurement by 

designing an ILO with voltage injection. Among the various voltage injection 

schemes, we choose to use the one utilizing single switching transistor, for its 
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robust design in eliminating the mismatch existed III the balanced voltage 

injection schemes. 

There are two main challenges worth consideration regarding employment 

of the switching transistor Mm) (see Figure 4.1). One is related to the value of the 

current injection. The value of the current passing through Mmj depends on two 

voltages, V;nj and VDS of MIn)' where drain (D) and source (S) of MIn) are 

interchangeable depending on which ports have higher potential. For any given 

VDS, larger V;nj attracts more electrons in the channel under the gate oxide, and 

thus more current can be equivalently injected. The current also depends on the 

VDS• Here VDS always changes since it is the difference between Out+ and Out-, 

which always oscillate. Smaller VDS leads to smaller current injection. At the 

moments VDs = 0, even Vinj is large, there is no current injection. In this manner, 

this scheme may not be as efficient as balanced current or voltage injection, in 

which the injection is independent from the tank voltage drop. 

The other challenge resides on that putting Mmj in parallel with RLC tank 

introduces its own parasitic capacitance into the tank, which leads to two 

problems. One is that the increased capacitance reduces the oscillation frequency. 

Care needs to be taken in deciding the width (W) of Mm) (supposing its length is 

0.18 /lm). Large W introduces large capacitance and decrease oscillation 

frequency. On the other hand, to obtain enough injection current, too small W is 

not preferred. The other problem is that the added parasitic capacitance by MIn) 

always changes for Vmj and VDS of Mmj are not fixed, leading to variation of the 
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internal frequency depending on Vinj and VDS• The problem of internal frequency 

variation affects little in the case of sinusoidal waveform injection by Vinj when 

performing the frequency division [71]. Since the internal frequency variation is 

also sinusoidal, the resulting oscillation waveform is still approximately 

sinusoidal. In our case of random data signal injection by Vznj, the frequency 

variation has some randomness, and the oscillation output waveform may be 

different from cycle to cycle. To reduce such effect, W of the MInJ shall not be too 

large. 

It is also a challenge to add body biasing frequency tuning scheme (Vfreq) 

III the ILO circuit and such combination with the usage of single switching 

transistor has never been published. External injection changes the equivalent 

tank current and voltage drop (between nodes Out+ and Out-) over the tank 

instantaneously, and adds the randomness to the equivalent parasitic capacitances 

of the transistors (M! and M2), since such parasitic capacitances are dependant on 

the gate and drain voltages (Le., nodes Out+ and Out-). This would further add 

additional randomness to the internal frequency beyond the one added by the MI I1i 

itself. Through simulations and experiments, we find that such randomness 

problems of the internal frequency does not affect the ILO locking process much, 

under proper circuit design. This is because the injection locking phenomenon can 

change the oscillation frequency from the internal one to the external injection 

frequency, in the case the difference between the internal frequency and the 

external injection frequency is within the frequency locking range [61]. The 
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variation of the internal frequency directly and indirectly caused by switching 

transistor MIn) is limited within a range supposing the width of MIn) is not too 

large. The actual design of width of MIn) has to be done through extensive 

parameter sweeping and simulation. 

The decision of the signal amplitude on V.freq also needs careful 

consideration. The internal frequency can be increased by letting V.freq be more 

negative, due to the larger SCR depth of the PN junctions of the drain and body in 

the NMOS transistors and the resulting smaller parasitic capacitance value. 

However, the output swing of the ILO would decrease at the same time. This is 

because when the body bias is more negative, the voltage-drop between the 

source and the body of the gain-providing transistors (MJ and M2) increases, 

which in tum increases the threshold voltage due to the body effect. Increased 

threshold decreases the transconductance gain the transistors can provide, leading 

to decreasing ofthe oscillation amplitude. 

We can also insert a DC blocking capacitor before the ILO to reduce the 

strength of the interfering NRZ data, especially its low frequency component. 

However, to block only the low frequency portion but not the high frequency one 

which contains the clock tone, we need to design the capacitor with large 

capacitance. That would translate into a large size for the capacitor, consuming 

chip space. In order to keep small chip size, we do not use DC blocking capacitors 

in this work, and we will find that the BM-CR circuit can still perform well 

without such capacitor. 
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Figure 4.2 Photograph of the fabricated BM-CR circuit. 

Figure 4.2 shows the layout of the BM-CR chip in microphotograph. The 

total size (including the PADs) of the chip is 910 Jlm x 880 Jlm. 

4.2 Experimental Setup 

The experimental setup is shown in Figure 4.3. The signal generator (SG) 

provides the frequency reference for the PPG, which generates the electrical data 

either in continuous or burst mode, in either NRZ format or "1010" pattern. The 

generated electrical data is then fed into the transmitter (Tx) which outputs 

corresponding optical data signal. The Tx can be either an EML or a DML. The 

EML transmitter has its operation bit rate around 10 Gbps. The DML is provided 
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Figure 4.3 Measurement setup for burst mode clock recovery scheme using fiber 

dispersion or DML spectrum (SG - signal generator, PPG - pulse pattern 

generator, Tx - optical transmitter, EDFA - Erbium doped fiber amplifier, opt. 

att. - optical attenuator, Rx - optical receiver, DOT - device under test, referring 

to the BM-CR circuit chip, Osc. - oscilloscope, SA - spectrum analyzer). 

by the Department of Engineering Physics, and it was originally designed for 

operation of bit rate up to 2 Gbps. Both ofthem have output wavelength at around 

1550 nm. 

After the Tx, the transmission fiber type is G. 652 SMF with a length of 

around 20 km. The EDFA and the following optical attenuator (opt. att.) are 

employed to fine tune the optical power of the signal arriving at the optical 

receiver (Rx). The EDF A and the optical attenuator is to provide a fixed gain 

throughout the experiment. The receiver (Rx) converts the received optical data 

signal into the electrical voltage signal, which is then fed into the BM-CR (i.e., 

the device under test, DUT), and the BM-CR is expected to output the clock 

locked to the input data signal. The output of the DUT is fed into the oscilloscope 

(Osc.) and the spectrum analyzer (SA) through a power divider. The optical signal 
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after the optical attenuator is also fed into the oscilloscope through an optical 

power splitter, to display the waveform or the eye diagram of the received data. 

The bandwidths of both the photo-detector inside the oscilloscope and the Rx are 

greater than 10 GHz. The oscilloscope receives the trigger signal from the PPG 

synchronization output, which can be either the pattern synchronization signal or 

the 1164 clock. When the pattern synchronization signal is chosen, the full 

waveform can be displayed. If the 1164 clock is chosen, an eye diagram can be 

displayed. By feeding the waveforms (or eye diagrams) of the received data and 

the recovered clock to the oscilloscope at the same time, we can display both of 

the waveforms (or eye diagrams) on the oscilloscope screen and clearly 

demonstrate the locking phenomenon. 

In the initial measurement of the BM-CR, it was noticed that the internal 

frequency of the ILO could be tuned (through V;req) up to around 9 GHz, I GHz 

less than the designed target. There are several possible reasons causing this. It 

may be due to the parasitic capacitance existing in the layout, which can not be 

fully extracted and considered during the design stage, since the design tools used 

are for university education purpose and the model files for the parasitic post­

layout extraction tool are not complete. Another possible reason is due to the 

parasitic capacitances existing in the cables connected to the chip, and the 

contacts between the chip PADs and probe tips. The cables used in the 

measurement are somehow low quality to save the experimental costs (high 

quality cables with nearly ideal 50 Q impedance and zero parasitic capacitances 
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would cost several thousand dollars per cable). The contacts between the chip 

PADs and probe tips also add parasitic capacitances, which depend on the actual 

contacting positions and the pressure applied on the probe tips. The third reason 

for frequency reduction may be due to the fabrication mismatch. The parasitics of 

the chip are different from one fabrication run (on one wafer) to another and from 

one chip to another in the same run (wafer). There is no way to fully control the 

fabrication mismatch especially in the low cost fabrication technology. The only 

way is to design the circuit to compensate the mismatch. For the ILO, we can 

increase the frequency tuning range to compensate the frequency dropping in 

future tape-outs. 

Measures have been taken to tune the frequency controlling voltage to be 

more negative, to move the internal frequency toward 10 GHz. However, the 

closer the internal frequency approaches 10 GHz, the lower the output oscillation 

amplitude of the ILO, due to the increased threshold voltage caused by more 

negative body biasing. We chose to tune the frequency controlling voltage to 

balance the trade-off between the demands for high frequency and large 

oscillation amplitude, and the resulting internal frequency is at around 8.9 GHz. 

In the following measurement, the testing data bit rate is tuned to be 

around 8.9 Gbps, depending on the actual internal frequency of the ILO under 

test, controlled by the external frequency controlling voltage and the actual 

contact parasitics. We first tune Vrreq to change the internal frequency of the ILO 

to our desired value, usually close to 8.9 GHz, and we measure this frequency 
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through a SA reading. We then tune the PPG bit rate to be similar to the internal 

frequency of ILO. It should be noted that due to the precision limitation of both 

the frequency measured by the SA and the frequency reference generated by the 

SG, the bit rate of data and the internal frequency of ILO may not match exactly. 

However, injection locking phenomenon can force the ILO to have the same 

frequency as the data bit rate if the internal frequency of ILO is within the 

frequency locking rage (around +/- 2 MHz in our measurement) from the data bit 

rate [98]. 

4.3 Components Performance 

We measured the spectrum of the PPG output, as shown in Figure 4.4, 

when its output is 231 
- 1 PRBS at 8.9 Gbps. Theoretically, the spectrum in this 

case should not contain power at the bit rate. However, in the measurement, the 

PPG output exhibits a clock tone at the bit rate. We set the resolution bandwidth 

(RBW) and video bandwidth (VBS) both as 3 MHz for the oscilloscope, when 

displaying the spectrum of the data signal in the full frequency span. 

This phenomenon of clock tone generation from PPG is due to the clock 

feed-through existing within the PPG equipment, or impedance mismatch 

between the PPG output port and connection cables. Better PPG and/or cables 

should be able to reduce the clock tone strength. For example, in [79], the clock 

tone strength in a back-to-back configuration is nearly unnoticeable. 
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Figure 4.4 Measured spectrum of the PPG output at 8.9 Gbps with 231 
- 1 PRBS 

pattern. 

The clock tone generated by the PPG non ideality has been used for the 

CM-CR [81, 99]. However, the clock tone generated through transmitter 

nonideality is so weak, and may only be suitable for CM-CR due to its loose 

requirement of locking time. To enable a fast locking in BM-CR, the embedded 

clock tone must be strong enough. It is noted that the clock tone as shown in 

Figure 4.4 is less than the DC level of the spectrum. We will see in Figure 4.6 that 

the clock tone is strengthened and higher than the DC value of the spectrum after 

experiencing fiber dispersion. 
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Figure 4.5 Measured eye diagrams of data in the configuration of (a) back-to-back 

(Le., EML Tx directly to Rx) and (b) after fiber link (Le., EML Tx - fiber - Rx). 
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To demonstrate the effect ofttber dispersion, the eye diagrams of back-to­

back (i.e., EML Tx directly connects to Rx) and after fiber link (Le., EML Tx ­

fiber - Rx) are shown in Figure 4.5. The bit rate used is 8.9 Gbps. The EML 

output is distortionless, as shown in Figure 4.5 (a), while after the fiber 

dispersion, the signal is distorted, as shown in Figure 4.5 (b). The distortion 

behaves as ripples at ZERO and ONE levels, which is similar to the simulation 

results ofFigure 2.7 (a). 

-10 

-20 I~EML+fiberl 
... EML 

-70 


o 	 2 4 6 8 10 
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Figure 4.6 Comparison between the measured spectrums of back-to-back (i.e., 

EML Tx directly to Rx) and after fiber link (Le., EML Tx - fiber - Rx). The solid 

line is spectrum after fiber transmission, and the dotted line is the spectrum in 

back-to-back. 
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In the power spectrum, the dispersion caused distortion demonstrates a 

strengthened clock tone at the bit rate, as shown in Figure 4.6. The dotted line 

represents the spectrum of the back-to-back transmission without passing through 

the fiber, and the solid line represents the spectrum after fiber transmission. The 

optical attenuator is tuned in both cases to compensate the link loss difference 

introduced by the fiber transmission, and to align the frequency components of 

the data (e.g., DC components, and the frequency components around but not at 

the clock tone) in the spectra. It could be seen that fiber dispersion strengthens the 

clock tone at the bit rate by 8 dB (more than 6 times amplification). 

The DML used in the experiment has the output wavelength of around 

1550 nm. As our intention is to emulate a DML working at 1310 nm range, the 

optical fiber is replaced by an optical attenuator to emulate the fiber attenuation, 

while not introducing dispersion by the fiber. The DML is designed to operate 

below 2 Gbps. However, in the experiment, the 8.9 Gbps electrical data signal is 

used to directly modulate the DML, and the output is highly distorted. In Figure 

4.7 (a), it is barely recognized that the waveform represents "1110101011010", 

and in Figure 4.7 (b), the corresponding eye diagram is closed. On the other hand, 

the distorted waveform still contains the clock tone, as circled, shown in Figure 

4.7 (b). 
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Figure 4.7 Measured (a) waveform and (b) eye diagram of DML output with 

(27 
- 1) PRBS data pattern. 
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Figure 4.8 Measured spectrum of received data from the DML. 

The corresponding spectrum of received data signal generated from DML 

and after optical attenuation is shown in Figure 4.8. As can be seen, at 8.9 GHz, 

clock tone is clearly exhibited. 

Regarding the BM-CR circuit, there are two power supplies to the circuit. 

One is for the core circuit, the ILO, and the other is for the output buffer. Both of 

them have the values of 1.8 V. The BM-CR is usually integrated with other circuit 

blocks in the practical designs, and the buffer circuit block is not necessary. In 

this manner, we only need to monitor the current and calculate the power supply 

of the core circuit. The currents flowing out from the power supply for the core 

circuit is 3.64 rnA and the consumed power is calculated as 6.552 mW. The 
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measurement shows that there is not much difference between the power 

consumptions whenever there is data injection or not. This is because in both 

cases the ILO keeps oscillating and outputs sinusoidal waveform. 

4.4 Data Locking 

Data pattern as alternative ONEs and ZEROs (i.e., "1010") is firstly used 

to test the locking behaviour of the chip. The trigger signal provided from the 

PPG to the oscilloscope is the pattern synchronization signal. The measured 

results in both cases when the Tx is on and off are shown in Figure 4.9. In Figure 

4.9 (a), the upper eye diagram is the received data and the lower eye diagram is 

the output clock from the BM-CR circuit. A clear eye for the clock is shown. 

Since the trigger to the oscilloscope is synchronized with the PPG, a clear eye for 

the clock means that the clock has the same frequency as the data bit rate, and 

keeps a fixed phase relative to the data. It is noted that the recovered clock shifts 

its amplitude and offset (i.e., average value) between two values. This is because 

the interferences from the data are different for different data levels (i.e., bit ONE 

or ZERO). The clock tone injection from bit ONE is larger than that from bit 

ZERO (see circle marking in Figure 4.9 (a». It shall be noted that the phases of 

the data and the clock are not aligned on the oscilloscope, because they propagate 

through different lengths, due to the measurement setup. 
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Figure 4.9 Measured eye diagram of the received data and the recovered clock 

when the received data is continuous, when (a) Tx is turned on, and (b) Tx is 

turned off. 
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In Figure 4.9 (b), the Tx is turned off, and the upper eye for the received 

data only shows noise around ZERO level. The lower eye diagram for the 

recovered clock does not show an eye, indicating that the output clock from the 

BM-CR does not have exactly the same frequency as the data bit rate. However, it 

still demonstrates the peak-to-peak amplitude, indicating that the oscillator of the 

BM-CR is still oscillating. Such state is called free-running. 

The spectrum of the BM-CR output can also indicate the locking 

phenomenon. Figure 4.10 shows the spectra of the BM-CR output when the Tx is 

off and on, with the same conditions as in Figure 4.9. The x-axis is the offset 

frequency from the frequency of the bit rate. When displaying the spectrum of the 

recovered clock, the RBW and VBS are both set as 10kHz. When the Tx is off, 

the clock spectrum distribution is wider and asymmetric, compared to the case 

when the Tx is on. Furthermore, the clock spectrum is not stable during the 

measurement. Although the internal central frequency is close to 0 Hz offset 

frequency, it always shifts around the central point, due to the noise. When the Tx 

is on, the main band of the output spectrum is stable, and the central offset 

frequency is exactly 0 Hz. The bandwidth reduction of the output during external 

data injection is benefited from the injection locking phenomenon [100]. 
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Figure 4.10 Measured spectrum ofBM-CR output when Tx is turned off and on. 

We can also test the BM-CR performance when it is locked to a 27 - 1 

PRBS data signal. Figure 4.11 shows the captured waveforms and eye diagrams 

of the received data and the recovered clock. The received data is distorted by the 

dispersion as expected, and the overshoot-like distortion enhances the clock tone, 

The recovered clock has a clear eye, showing it is locked to the received data. In 

Figure 4.11 (a), we can observe that the instantaneous clock amplitude and 

average value (i.e., offset) are shifted randomly, although such shifting is very 

slightly and even unnoticeable. This is due to the interference from the random 

data pattern. 
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Figure 4.11 Measured (a) waveforms and (b) eye diagrams of received data and 

recovered clock. 
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Figure 4.12 Measured eye diagrams of (a) received data and (b) recovered clock. 

In Figure 4.11 (b), the eye diagrams ofthe received data and the recovered 

clock are displayed by setting the PPG synchronization output as the 1/64 clock. It 

is observed that the variation of the clock amplitude and offset discussed above is 

not severe, although it adds to the jitter of the recovered clock. To further analyze 

the jitter performance, the eye diagrams and the jitters are shown in Figure 4.12, 
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using the eye diagram mode on the oscilloscope (the usual mode used, as in 

Figure 4.11, is the oscilloscope mode). Now the data pattern is set as 231 _1 PRBS. 

The maximum root-mean-squared (RMS) jitter of the received data is 10.9 ps, and 

the recovered clock has an RMS jitter of 2.9 ps. It demonstrates the jitter 

reduction effect by the clock recovery circuit. Such phenomenon has been 

demonstrated in the simulations. 

During the locked state, the recovered clock maintains a good 

performance in the jitter, even though the noise within the ILO exists and affects 

the oscillation. The clock recovery benefits from the bit transitions from time to 

time in the PRBS data sequence. If there is a long time during which the bits are 

identical and do not contain a bit transition, the ILO does not have the proper 

clock tone injection as the reference, and it would grow into free-running status. 

During the free-running, the ILO can accumulate a large value of phase variation 

Gitter) generated from its internal noise. In the practical optical communication 

systems, the protocols usually define the coding schemes, such as 8BIl OB [24, 

101]. Such coding schemes are used to convert the arbitrary random data into the 

encoded data before transmission. They are designed to ensure that the length of 

the consecutive identical bits (e.g., long ONEs) is limited in the converted data. 
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Figure 4.13 Measured waveform of received data packets and recovered clock 

(upper waveform is received data packets, and lower waveform is recovered 

clock). 

We can program the PPG to generate the burst mode packets, as shown in 

Figure 4.13 (see the upper waveform). The data pattern length (i.e., the repetitive 

period) is the sum of 608 bits and the length of the gap period. The 608 bits can 

be either PRBS or alternative ONEs and ZEROs ("1010"), depending on the 

different testing we perform. In the gap period, the PPG output is all ZEROs. The 

PPG output repeats such combined data pattern (i.e., the 608 bits and the gap 

bits). In this way, we can generate burst mode data packets. In the following 

paragraphs, we will demonstrate the case of burst mode "1010" data. The PRBS 

data case has the similar phenomenon. 
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The recovered clock waveform is shown in the bottom waveform in 

Figure 4.13. Though it is hard to judge the jitter performance from the waveform, 

it can demonstrate the stability of the clock amplitude, and shows that the ILO is 

always oscillating, whether there is data input or not. 

We can increase the gap period between the packets from zero gap bit 

(i.e., continuous mode case) to a larger value, to observe the effect on the locking 

performance of the BM-CR in the burst mode. Since the pattern length is very 

long, it is more convenient for one to obtain the eye diagram which is the overlay 

of all the clock waveforms, including when the data pattern contains the bit 

transitions or all ZEROs. By comparing among the jitters or observing the 

background noise of the recovered clock for different repetitive periods, we can 

observe how the jitter accumulates during the gap period. 

We tried to record the clock waveform by using the pattern 

synchronization signal from the PPG as the oscilloscope trigger. However, when 

the pattern length is very long (e.g., 4208 bits), the trigger signal frequency is very 

low, and the oscilloscope cannot perform the measurement correctly and reports 

the error of slow triggering signal. In order to compare the measurement results 

conveniently, we chose to only measure the clock eye diagrams. 
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Figure 4.14 Measured eye diagrams of recovered clock, and the repetitive period 

is (a) 608 bits, (b) 1008 bits, and (c) 4208 bits. 
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We change the repetitive periods in the measurements. Figure 4.14 (a), 

(b), and (c) show the resulting eye diagrams of recovered clock for the repetitive 

period as the length of 608 bits, 1008 bits, and 4208 bits, respectively. We 

observed that when the number of gap bits increase, the jitter increases. This is 

because during the gap period, the ILO in the BM-CR goes into free-running 

state, and accumulates jitter over the time. The jitters of the ILO are usually from 

two sources. One is the internal noise of the ILO which universally exists for all 

kinds of oscillators [102]. The other is the noise from the frequency control 

voltage which is biased externally, due to the equipment noise. Longer gap period 

leads to larger accumulated jitter. In Figure 4.14 (c), the BM-CR reaches a state 

when its phase and frequency have no link to those of the data signal, namely pure 

free-running, during the gap period. However, we can observe a clear eye 

displayed with the background noise. By linking to Figure 4.11, we can 

understand that the eye diagram as shown in Figure 4.14 (c) is actually the 

combination of eye diagram in locked mode (i.e., Tx is on in Figure 4.14 (a» and 

that in pure free-running mode (i.e., Tx is off in Figure 4.14 (b», and indicate that 

the BM-CR locks to the data packets when they arrive, and goes to free-running 

during the gap period. This figure can prove that the locking time for the burst 

mode packet is well within 608 bits (equivalently around 68 ns), since clear eye of 

clock in locked state is shown. It is noted that such method is not precise in 

determination of locking time. Such method and corresponding eye diagram are 

very similar to the case in [103] (see Fig. 2 (c) inside), which also uses this kind 
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of overlapped clock eye diagram (including the clock eye diagrams at both data 

packet and gap periods) to confirm locking to burst mode packets. 

We have demonstrated the burst mode clock recovery capability when the 

injected data signal is embedded with the clock tone due to the fiber dispersion. 

We are now going to demonstrate the BM CR capability when the data signal is 

generated by DML transmitter. It is noted that the obtained DML in the 

experiment is not stable at high bit-rate modulation (e.g., 10 Gbps) beyond its 

designed operation bit rate (i.e., less than 2 Gbps), especially when this DML is 

modulated by burst mode data. So we have to only use continuous mode data 

modulation. 

In our measurement, the fiber length connecting various optical 

components (e.g., optical attenuator, DML transmitter) is kept as short as 

possible, to reduce the effects from fiber dispersion. In our simulation, we 

assumed that the DML laser has wavelength of 1310 nm, so we ignored the fiber 

dispersion. However, in the measurement, the DML laser we obtained has 

wavelength of 1550 nm. So we have to use an optical attenuator to emulate the 

fiber attenuation which does not introduce fiber dispersion. 

We will test both the cases when the data pattern are "1010" and 27 
- 1 

PRBS, respectively. The result for the "1010" data pattern is shown in the 

waveforms in Figure 4.15. The recovered clock waveform is clear, indicating that 

the clock is locked to the"1010" data. 
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Figure 4.15 Measured waveforms of received data and recovered clock when the 

data pattern is "1010" (upper waveform is the received data, and the lower 

waveform is the recovered clock). 

The measurement results for the PRBS data are shown in Figure 4.16. In 

Figure 4.16 (a), the upper waveform is the received data from DML transmitter. It 

is hard to tell the corresponding logic bits from the waveform, which 

demonstrates huge distortion because the DML is modulated at the frequency (8.9 

GHz) much higher than its designed specification (less than 2 GHz). The lower 

waveform in Figure 4.16 (a) is the recovered clock, which is still clear, showing 

that the BM-CR can still lock to the data even when the data is highly distorted. 

To further analyze the performance, the eye diagram of the recovered clock is 

shown in Figure 4.16 (b). 
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Figure 4.16 Measured waveforms and eye diagrams of received data and 

recovered clock when the data pattern is PRBS. (a) The waveforms of received 

data and recovered clock, and (b) the eye diagram ofthe recovered clock. 
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We can recall that the data eye from the DML is almost closed, in Figure 

4.7 (b). However, the clock tone due to the relaxation oscillation can still provide 

the clock information for the locking process. In Figure 4.16 (b), the jitter RMS of 

the recovered clock is 9.4 ps, demonstrating excellent jitter reduction capability. 

The measurement results demonstrate the usefulness of our designed BM-CR to 

be able to work in the situation the data is not well modulated due to poor DML 

performance. 
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3) Simplification in design - these schemes are simpler than the existing 

schemes by eliminating the clock tone generation circuit blocks or extra optical 

components; 

4) No need of additional components - these schemes does not need to 

add additional electrical or optical components, but utilize the characteristics of 

the optical components already in the optical link, existing in either currently 

deployed or future PON; 

5) Using low cost fabrication technology - 0.18 /lm CMOS technology is 

used to tape out the BM CR circuit for its low cost; 

6) Reduction of the chip area, the fabrication cost and the power 

consumption - since the circuit block to generate the clock tone is eliminated, the 

chip area, the fabrication cost and the power originally consumed by that circuit 

block are saved; 

7) Easy integration with the following digital processing circuits on single 

chip - the choice of CMOS technology for fabrication allows the designed BM 

CR to serve as one circuit block to be integrated into the following digital circuits; 

and 

8) Less sensitive to the fabrication mismatch - this is achieved by two 

ways, one is by allowing external frequency tuning, and the other is by using full­

rate clock recovery architecture. 
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5.2 Recommendations 

In Chapter 4, we designed and taped out the circuit using low cost CMOS 

technology, and the obtained BM-CDR bit rate is slightly less than 10 Gbps. In 

future work, we can use more advanced technologies, and design BM-CDR with 

higher bit rate, e.g., 40 Gbps or even 100 Gbps. Those high bit rate BM-CDR 

chips are very useful for the far future optical networks using burst packet 

transmission mode. 

The burst mode clock recovery chip designed does not contain the 

function ofdata decision, mostly because the design for high bit rate data decision 

circuit (e.g., DFF) in low cost CMOS technology is very challenging and need 

much extra endeavour. Since it is not the focus of this work, it is not designed and 

included on chip. The future work could be including such circuit block on chip 

by exploring the published circuit topology and/or inventing new one. 

Finally, the designed clock recovery chip used voltage injection instead of 

current injection. As explained, this option is chosen because the commercial 

photo-detector outputs voltage instead of photo-current, so the voltage injection 

scheme has to be employed if we need to use commercial photo-detector to 

simplify the experiment. However, using voltage injection induces less efficient 

injection for the current injection strength is dependant on the current oscillation 

in the RLC tank. The future work could be implementing the direct current 

injection scheme into the circuit chip, and attaching the photo-detector chip onto 

the circuit chip using MCM technology. 
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