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Lot Streaming with Detached Setups in 
Three-Machine Flow Shops* 

Jiang Chen and George Steiner 
Management Science and Information Systems Area 

McMaster University 
Hamilton, Ontario, Canada 

Abstract 
Lot streaming is the process of splitting a job or lot to allow over­

lapping between successive operations in a multistage production sys­
tem. This use of transfer lots usually results in a shorter makespan 
for the corresponding schedule. In this paper, we study the structural 
properties of schedules which minimize the makespan for a single job 
with detached setup times in a flow shop. Although the structure of 
the optimal schedules is more complex than in the case with no setups 
[6], it is possible to find the optimal solution with s sublots in O(log s) 
time for the three-machine case. 

Keywords: Scheduling, flow shop, lot streaming. 

1 Introduction 

Lot streaming is the process of using transfer batches to move the processed 
portion of a production lot to downstream machines so that the makespan 
of the schedule can be shortened and the work-in-process inventory levels 
can be lowered. The term was introduced by Reiter[l6], but the idea has 

*This research was supported in part by the Natural Sciences and Engineering Research 
Council of Canada under Grant No. Al 798. 
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been considered many times under different names. The increased interest in 
its applications over the last few years is probably due to the fact that it is 
consistent with the Just-In-Time ( JIT) philosophy of making small or single 
unit sublots and it also agrees with the basic idea of the OPT scheduling 
package [5], [7]. 

Szendrovits[l 7] analyzes the lot streaming problem in a flow shop for a 
single job with equal sublot sizes. Goyal [8] finds the optimal sublot sizes 
in Szendrovits' model. Moily[12], Jacobs and Bragg [10], Kulonda [11] and 
Graves and Kostreva [9] also demonstrate reductions in production time and 
cost by using transfer lots. Steiner and Truscott [18] find the optimal lot 
streaming schedules in an open shop with equal size transfer lots and no 
idling on the machines. Cetinkaya and Gupta [3] analyze the lot streaming 
problem for a single job in a flow shop with the total flow time criterion. 

Most papers on lot streaming consider the objective of minimizing the 
makespan in an m-machine flow shop where each item is processed on the 
m machines in the order 1, . . . , m. Trietsch, in [19] and [20], and Baker [1] 
independently develop a conceptual framework for the problem. They present 
a classification scheme and review the most important results in [21 ]. Vickson 
[22] solves the lot streaming problem for multiple jobs in a two-machine flow 
shop with job setup times and sublot transfer times. 

In this paper, we consider the problem of minimizing the makespan by 
splitting a single job into s sublots in an m-machine flow shop, where the job 
requires a detached setup on each machine. A setup is detached (or antici­
patory) if it can be performed as soon as the machine is available. We use 
the more frequently used assumption of batch availability, i.e., items become 
available for processing at the next machine after the current machine finished 
processing the last item in their sublot (batch). More formally, we have m 
machines, denoted by Mi, M2, ... , Mm, the job has positive processing times 
PliP2,···,Pm and detached setup times 81, 82, ... ,Sm on Mi,M2, . . .  , Mm, respec­
tively. If Xi,j (i = 1, . . .  , m, j = 1, . . .  , s) is the size of the jth sublot on Mi, 
then our objective is to find the xi,j values which minimize the makespan. We 
assume that the sublot sizes are normalized to represent the corresponding 
proportion of the job, i.e., L:j=1 Xi,j = 1 for i = 1, ... , m. Thus, the processing 
time of sublot j on Mi is PiXi,j· The sublots are consistent if Xi,j = Xi+I,j for 
i = 1, . . .  , m - 1, j = 1, . . .  , s, otherwise they are variable. For consistent 
sublots we can write Xj instead of xi,j· 

Another, less frequently studied lot streaming model uses the assumption 
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of item availability when individual items become available for processing 
at the next machine as soon as they are finished on the current machine 
(unit size transfer lots). Vickson and Alfredsson [23] solve the makespan 
minimization problem with no setups in the two machine ft.ow shop. The 
same problem is solved with detached setups in [4] and with attached setups 
in [2]. 

Most analytical results using the model with batch availability apply to 
flow shops with no setups, with the exception of the two-machine case [22]. 
Baker [1] shows that linear programming can be used to find the consistent 
sublot sizes which minimize the makespan. As Glass et. al. [6] point out, 
however, the linear programming approach provides little insight into the 
structure of the solution which would enable more general models to be 
solved. Potts and Baker [14] show that for a single job, it is sufficient to 
consider identical sublot sizes on the first two machines, and on the last two 
machines. The m = 2 case is solved in [14] and in [19]. Glass et. al. [6] 
develop the solution to minimize the makespan for a single job in a three 
stage production process without setup times. Their algorithms compute 
the minimum makespan in O (log s) time for both the ft.ow shop and job shop 
problem. They also present some structural results for m > 3. In this paper, 
we generalize these results for ft.ow shops with detached job setups. The 
presence of setups makes the structure of the optimal solution substantially 
more complex in most cases. Nevertheless, it is possible to extend most of 
the results from [6] to our case. For the three-machine ft.ow shop, this leads 
to an algorithm which finds the optimal schedule in O(log s) time. 

The paper is organized as follows. Section 2 develops some fundamental 
structural results and introduces reduced versions of the problem, which are 
simpler but equivalent to the original one. Section 3 gives a detailed analysis 
of the three-machine network. Section 4 presents the algorithms for solving 
the problem on three machines. The computation time required is O (log s) . 
A summary and conclusions are presented in Section 5. 

2 Networks and Fundamental Results 

In this section, we study first the relationships between optimal sublot sizes 
on different machines, which reveals that the sublot sizes could be made 
consistent on the first two and the last two machines. By further simplifying 

3 



the problem, we show that it is equivale;nt to an alternative problem with no 
setups on Ml l}nd Mm. 

Let · Ci,j denote the completion time of sublot j on machine i ( i = 
1, 2, . . , m, j = 1, 2, ... , s ) . The following constraints must be satisfied by 
any feasible solution. 

1) Machine capacity constraints : 
Ci,j � Ci,j-1 +Pi Xi,j ( i = 1, 2, . .. , m, j = 2, .. . s ) ; 

2) Production constraints : 
Ci,j � ci-1,h(i,j) + Pi Xi,j ( i = 2,  . . .  , m, j = 1, 2, ... , s ), 

where h( i, j) is the last sublot on machine i-1 containing items included 
in sublot j on machine i ;  

3) Initialization constraint : 
Ci,1 � Si+ PiXi,1 ( i = 1, 2, . .. , m ). 

Theorem 1 There exists an optimal schedule in which x1,j = x2,j and Xm,j = 
Xm-l,j for j = 1, 2, ... , s. 

Proof. Suppose there is an optimal schedule 7r, in which the sublot sizes 
on the first two machines, xi,j i = 1, 2, j = 1, 2, ... , s are not consistent. We 
construct a schedule 7r

1 which is no worse than schedule 7r with respect to 
the makespan and has consistent sublot sizes on the first two machines. Let 
x�,j denote the size of sublot j on Mi in the schedule 7r1• 

First, keep sublot sizes on M2, M3, • • •  , Mm the same as in the schedule 7r ,  
i.e., x�,j = xi,j (i = 2, 3, . . .  , m) . Second, let sublot k be the first sublot such 
that X1,k =F X2,k, and we set the sublot sizes of schedule 7r

1 
on M1 using the 

sublots from 7r: 
x�,j = x1,j for j = 1, 2, ... , k - l and x�,j = x2,j for j = k, . . . , s. 
Let ti,j and t�,j denote the starting times of the jth sublot on Mi ( i = 

1, 2) in the two schedules, respectively. We claim that ti,j � t�,j for j = 
1, . . . , s. For j = 1, ... , k - 1, this is obvious. If x1,k > x2,k, then from 
x�,k = X2,k it follows that c�,k < C1,k, implyin� t;,� ::::; t2,k· If X1,k < X2,k, then 
h(2, k) > k and C1,h(2,k) ::::; t2,k by the production constraints, so enlarging 
X1,k to x�,k = X2,k will result in c�,k ::::; C1,h(2,k) ::::; t2,k· Thus, the larger lot 
size x�,k will not delay beyond t2,k the start of the kth sublot on M2, i.e., 
t�,k ::::; t2,k· A similar argument can be used to show inductively that t2,j � t;,j 
for every j > k. 
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So no sublot starts later in 7r
1 than in 7r on M2. Since x2,j = x�,j for 

j = 1, . . .  , s, no sublot finishes later in 7r
1 than in 7r on M2• So 7r

1 is at least 
as good a schedule as 7r. 

To prove that there is an optimal schedule 7r,, with consistent sublots on 
Mm-I and Mm, we can make the sublots on Mm the same as on Mm-1' i.e., 
define x�,j = Xm-l,j for j = 1, . . . , s and a similar argument to the one above 
proves that 7r,, is also optimal. D 

Corollary 2 For the two- and three-machine problem there exists an optimal 
schedule with consistent sublots. 

We note that Corollary 2 does not extend to the case of four or more 
machines. This was demonstrated by an example in [14], even without setup 
times. 

The following lemmas can further simplify the original problem. 

Lemma 3 If C!iax denotes the optimal makespan for the alternative lot stream­
ing problem (Al) in which the setup times Si are replaced by max{ Si -
Si, O} (i = 1, 2, ... , m) , then Cmax = C� + S1 and the optimal sublot sizes 
for (Al) are also optimal for the original problem. 

Proof. Since the setups are detached, we can assume that all machines 
are being set up during the setup of M1 in the interval [O, S1). Thus, our 
lot streaming problem is equivalent to an alternative problem in which no 
setup may start before t = S1 and the ith setup time has been reduced to 
max{Si - S1, 0} (i = 1,2, ... ,m).D 

Lemma 4 Consider an alternative lot streaming problem (A2) in which the 
setup time on Mm is replaced by 0 and let C!.a.x be the optimal makespan for 
this problem. Then Cmax = max{ C!ax, Pm + Sm} and the optimal sublot 
sizes for (A2) are also optimal for the original problem. 

Proof. Let Im be the total idle time on Mm in the optimal schedule for 
the alternative problem (A2). W.l.o.g. we can assume that all sublots are 
scheduled on Mm as late as possible without increasing the makespan. Thus, 
t = I m represents the start time for processing the first sublot on Mm in 
this schedule and C!.ax = Im +Pm· We clearly must have Cmax � C!ax and 
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Cmax � Sm + Pm· Therefore, if Sm ::; Im, then we can finish setting up Mm 
before t = Im for the original problem and use the optimal schedule obtained 
for (A2). This must result in an optimal schedule for the original problem 
as we obtain Cmax = C!ax· If Sm > Im, then Cmax > Im + Pm = C!ax· In 
this case, we can use the optimal schedule for (A2) on M1, M2, • •• , Mm-l as a 
schedule for the original problem and start the continuous processing of the 
sublots at t = Sm on Mm. The resulting schedule will have Cmax = Sm + Pm 
and so it must be optimal.D 

By the consecutive application of the above two lemmas, we obtain the 
following theorem. 

Theorem 5 The m machine problem is equivalent to an alternative prob­
lem ( A3) in which there is no setup time on the first and last machine and 
the setup time on the ith machine is reduced to s; = max{ Si - Si, O} for 
i = 2, .. , m - 1. If C!ax is the optimal makespan for ( A3), then the op­
timal sublot sizes for (A3) are also optimal for the original problem and 
Cmax = max{C!ax, Pm +max{Sm - S1,0}} + S1. 

From this theorem, we immediately get the following corollary. 

Corollary 6 The three-machine problem with detached setup times S1, S2 
and Sa on Mi, M2 and Ma, respectively, is equivalent to an alternative 
(reduced} problem with no setup time on M1 and Ma and setup time S� 
= max{S2 - S1, 0} on M2· 

Motivated by the previous Corollary, we restrict our attention to a special 
case of problem (A3) in which s; = 0 for if= 2. We refer to this as the reduced 
problem. If we set s; = 0 too in a reduced problem, then this is a problem 
with no setup times, which we refer to as the relaxed problem. 

In the r_emainder of this section, we study the structure of optimal solu­
tions for the reduced problem, with the assumption that there is an optimal 
solution with consistent sublots. Following the approach in [13], such a solu­
tion can be represented by a network N(x) which contains a vertex for each 
setup and each sublot on every machine (see Fig. 1). 

In the network, x0 is a dummy variable and Xi, i = 1, 2, .. ., s, is the sublot 
size. The directed arc from vertex ( i, j) to vertex ( i + 1, j) ( i < m) represents 
the production constraint that sublot j can be processed on machine (i + 1) 
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only if it is completed on machine i. The directed arc from vertex (i, j) to 
vertex (i, j  + 1) (j < s) represents the machine capacity constraint that 
sublot (j + 1) can start on Mi only when the jth sublot is completed on it . 
The vertex (i, 0) has weight O for i # 2 and S� for i = 2, and vertex (i, j) has 
weight PiXJ for 1 :::; i � m, 1 � j � s. 

Using the network representation, the objective becomes to determine the 
sublot sizes which minimize the length of the longest path in the network, 
where the length of any path is the sum of the weights of the vertices on it. 
Any longest path is referred to as a critical path. A subpath of a (critical) 
path is called a (critical) segment. We call sublot j critical in N(x) if there 
is a critical segment containing the arc from ( i, j) to ( i + 1, j) for some 
iE {l, 2, . . . ,m- 1}. 

Mt 

M2 

Mm 

Xo X1 Xk Xs rr1--r1r 
rr1--rrr 
J:I:I:CI:I 
Figure 1: The network for a solution with consistent sublots 

Theorem 7 Consider an optimal solution with consistent sublots for the 
reduced problem on m machines, then every sublot k is critical in the cor­
responding optimal network for 1� k � s. If s� > PI xf' then sublot 0 is 
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_ .,  

- -- - --- - - ------1 

also critical, where xf is the optimal si�e of the first s.ublot for the relaxed . -
problem. 

Proof. For any vector x = ( x1, x2, • • •  , X8) of the sublot sizes, let L( i ,  j, i ' ,  j ' ,  x) 
represent the length of the longest path from vertex ( i, j) to vertex ( i' , j') 
and let M(x) be the length of the longest path from (1,0) to (m, s). 

For any machine h and i (1 :::; h :::; i :::; m) and any sublot j, where 
1:::; j :::; s, let H(h, i , j, x) be the length of the longest path from (1, 0) to 
(m, s) containing the vertical segment (h, j) - ... -(i , j). Thus, 

i 

H(h, i , j, x) = L(l , O, h, j - 1, x) +xj LP9 + L(i , j + l , m, s , x) 1 :::; j :::; s ,  
g=h 

assuming L(i, s + 1, m, s ,  x) = 0. So, for any sublot j, 

M(x) = ma:x {H(h, i , j, x)} . 15:h5:iSm (1) 

Now let x = (x1 , X2, ... , x8) be a vector of optimal sublot sizes, which 
yields the minimum makespan M(x), and suppose that sublot k is non­
critical. Because sublot k is non-critical, each segment ( h, k) - ... - ( i ,  k) 
( h < i) is non-critical and we have 

M(x) = m.ax {H(i, i , k, x)}. ISiSm 

We construct x' = (x� , x; , ... , x�), where x� = (1 - c:)xj for 1:::; j :::; k .....:. 1 
and k + 1 :::; j :::; s and x� = xk(l - c:) + c:. From (1), M(x' ) = H(h, i ,  k, x') 
for some h and i ,  satisfying h :::; i. We show that H(h, i , k, x') < M(x), 
contradicting the assumption that x yields the minimum makespan. There 
are two cases. 

Case 1. h < i 

m 
Let c: = {M(x)- max (H(e , f, k, x))}/(LP9 + .s;) 15,e</5,m 

g=l 

Since sublot k is non-critical, c: > 0, and note that c: < 1. 
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If h = 1, then the longest path from ( 1, 0) to ( m, s) which contains the 
segment (h,j)-, ... - (i,j) must avoid the setup node on M2, and therefore, 

i 

H(h, i, k, x ') = (1 -c)L(l, 0, h, k - 1, x) + (xk(l -c) + c) LP9 + 

(1-c)L(i,k + l,m,s,x) 
i 

_ (1 -c)H(h, i, k, x) + c LPY 
g=l 

m 
< H(h,i,k,x)+cL:p9 

g=l 

< M(x), 

g=l 

where the last inequality follows from equation (2), which defines c. 
If h > 1 and the set up s; is not contained in L( 1, 0, h, k - 1, x'), then 

I i 
H(h, i, k, x )  = (1 -c)L(l, 0, h, k - 1, x) + (xk(l -c) + c) I: p9+ 

g=h 
(1-c)L(i,k + l,m,s,x). 

If h > 1 and s; is contained in L(l,O,h,k -l,x1), then 
/ i 

H(h, i, k, x )  ::; (1 -c)L(l, 0, h, k - 1, x) + (xk(l -c) + c) I: p9+ 
g=h 

(l-c)L(i,k+ l,m,s,x) +cs;. 
Therefore, in either case, for h > 1 

i 
H(h, i, k, x') ::; (1 -c)L(l, 0, h, k - 1, x) + (xk(l -c) + c) I: p9+ 

(1 -c)L(i, k + 1, m, s, x) + cS; 
i I = (1 -c)H(h, i, k,x) + c I: p9 + cS2 

g=h ffl I 
< H(h,i,k,x) +c I: p9 +cS2 

g=h 
::; M(x), 

where the last inequality follows from (2) again. 

Case 2. h = i 
Let c > 0 be arbitrary. 
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If h = i = 1, then 

1 
H(h, i, k, x1) = (1 -c:)L(l, 0, h, k - 1, x) + (xk(l -c:) + c:) L pg 

+(1 -c:)L(i, k + 1, m, s, x) 
- H(h, i, k, x) -c:(H(h, i, k, x) -P1), 

Using H(h,i,k,x) > p1 in (3), we get 

H(h,i,k,x1) < H(h,i,k,x) < M(x). 

g=l 

(3) 

If h = i > 2 and the setup s; is not contained in L(l, 0, h, k-1, x'), then 
H(h, i, k, x') = (1 -c:)L(l, 0, h, k -l,x) + (xk(l -c:) + c:)pi+ 

(1 -c:)L(i, k + 1, m, s, x). 
If h = i 2:'.: 2 and the setup s; is contained in L (l, 0, h, k-l, x'), then 

H(h,i,k,x1):::; (l-c:)L(l,O,h,k- l,x) + (xk(l-c:) +c:)pi+ 
(1 -c:)L(i, k + 1, m, s, x) + c:s;. 

'Therefore, in either case, if h = i 2:'.: 2, then 

H(h, i, k, x') :::; (1 -c:)L(l, 0, h, k - 1, x) + (xk(l -c:) + c:)pi 
+(1 -c:)L(i, k + 1, m, s, x) + c:s; 

- (1 -c:)H(i, i, k, x) + c:s; + c:pi 
- H(i, i, k, x) -c:(H(i, i, k, x) - s; -Pi)· (4) 

H(i, i, k, x) should be longer than s; +Pi, so from (4), we get again 
H (h,i,k,x1) < H(h,i,k,x):::; M(x). 
Thus, we have proved in every case that M(x') < M(x), which contradicts 

the assumption that x yields the minimum makespan. Therefore, sublot k 
must be critical for 1:::; k :::; s. 

Now we consider the dummy sublot 0. We show that it is also critical if I R S2 > P1X1. 
The relaxed problem has no setups. The structure of the optimal network 

for such a problem was described in detail in [6]. Of this, we need only 
the fact that every sublot is critical in an optimal solution of the relaxed 
problem. In particular, sublot 1 is critical, which implies that (1,1)-(2,1) is 
always a critical segment. If we add the setup time s;, we have to compare 
the lengths of the segments (1, 0) - (2, 0) - (2, 1) and (1, 0) - (1, 1) - (2, 1). 
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The first segment has length s; + p2 xf and the second segment has length 
P1Xf + P2Xf. If s; < p1xf' then the setup does not affect the length of the 
critical path, thus it can be ignored and the reduced problem is equivalent 
to the relaxed problem. Ifs; > P1Xf' then the segment (1,0)-(2,0)-(2,1) is 
always at least as long as (1, 0) - (1, 1) - (2, 1) in any optimal solution x for 
the reduced problem, otherwise, H(l, 2, 1, x) = M(x) and we could reduce 
M(x) by reducing x1 [6], contradicting the optimality of x. D 

The above proof indicates that the reduced problem is really different 
from the relaxed problem only ifs; > P1Xf. For the remainder of the paper, 
we assume that this is the case we are dealing with, so that the segment 
(1, 0) - (2, 0) is always critical. 

Corollary 8 There is a consistent-sublot optimal solution for the reduced 
problem on three machines in which every sublot is critical. 

Corollary 9 In any consistent sublot optimal solution of the reduced problem 
on m machines, all the sublot sizes are positive. 

Proof. Let x be the optimal sublot vector and assume there are sublots 
k and j for which Xk = Xk+I = . . . = Xj = 0, j > k. There are two cases. 

Case 1. Xj+I =f 0 
By Theorem 7, there exist h and i (1:::; h < i:::; m) for which (h, k), ... , (i, k) 

is a critical segment for the sublot k, i.e., 

M(x) = H(h, i, k, x). (5) 

Since Xk = Xk+I = ... = Xj = 0, 

H(h, i,k,x) = L(l,O, h,k- 1,x) + L(i, j + l, m, s,x). (6) 

There is an alternative path, however, which contains the segment 
(h, k)- (h,k + 1)- ... - (h, j + 1)- (h+ l, j + 1)- ... - (i, j + 1) with length 
L(l, 0, h, k-1, x) + L(h, k, h, j, x) + L(h, j + 1, i, j  + 1, x) +L(i, j  + 1, m, s, x). 
Using (5) and (6) and the fact that L(h, j + l, i, j  + l,x) > 0, we see that 
this alternative path is longer than M(x), a contradiction. 

Case 2 :  j = s 
According to Theorem 7, there must be a critical segment for sublot k, 

say (h, k) - (h + 1, k). Let the critical path containing (h, k) - (h+ 1, k) have 
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the length LENl, then since xk+1 = ... = X8 = 0, 

LENl = L (l, 0, h, k -l,x). 

There is an alternative path, however, which coincides with the above critical 
path until vertex (h, k - 1) and has the segment (h, k - 1) - (h + 1, k - 1) . 
If its length is LEN2, then 

LEN2 = L (l,O,h,k-l,x) + xk-lPh+i > LENl. 

This is in contradiction with the assumption that LENl is the length of a 
critical path. 0 

Corollary 10 There is a consistent-sublot optimal solution for the reduced 
problem on three machines in which all sublot sizes are positive. 

Observation 1 We call ( i, l) an upper critical corner in the network if there 
is a critical path containing (i, k)-(i, k+ 1) - ... - (i, l) - (i + 1, l) - ... -(g, l) , 
where 1 $ k < l. An upper critical corner has the following property: 

l g g l 
( L xi) Pi+ ( L Pi) X1 � (I: Pi) Xk + ( L xi) Pg· 
i=k j=i+ 1 i=i i=k+l 

Observation 2 We call ( i1, k) a lower critical corner in the network if k � 1 
and there is a critical segment (i, k)- ... - (i', k)- (i1, k+l)- . .. -(i', l) , where 

i1 > i. A lower critical corner ( i', k) has the following property : 
l i' i' l 

(E xi)Pi+ (  L Pi) x1$ (LPi) xk+ (  I: xi)Pi'· i=k i=i+l i=i i=k+l 

Observation 3 We call ( i, l) and ( i', k) matching critical corners in the 
network if i < i1, 1 $ k < l and both ( i, k) - ... - ( i, l) - ( i + 1, l) - ... - ( i', l) 
and ( i, k) - .. . - ( i', k) - ... - ( i', l) are critical segments. Matching critical 
corners ( i, l) and ( i', k) have the following property: 

l i' l l 
(� xi) Pi+ (_� Pi) X1 = (�_Pi) Xk + (_ L xi) P/· 
J=k 1=i+l J=i J=k+I 

3 Network Structure on Three Machines 

We first study the two-machine reduced problem with setup time s; on M2. 

Theorem 11 The optimal sublot sizes for the two-machine relaxed problem 
are also optimal for the reduced problem. 

12 



Proof. Let x} be the optimal first sublot size in the relaxed problem on 
two machines. 

Ifs; � p1xl, it is obvious that adding the setup time s; to the relaxed 
problem will not affect the optimal solution. 

Ifs; > P1X}' by making the sublot sizes equal to the optimal sublot sizes 
in the relaxed problem, the critical path in the network is (1, 0) - (2, 0) -
(2, 1) - ... - (2, s). The makespan of this schedule is s; +p2• This is also 
the lower bound, however, for the optimal makespan. Therefore, the optimal 
sublot sizes for the relaxed problem are also optimal for the reduced problem 
on two machines. D 

From now on, we focus on the reduced three-machine problem. By the 
above analysis, we know that we only need to consider consistent sublots for 
the problem and every sublot is critical. Similarly to the relaxed problem 
[6], we have to distinguish three cases, depending on whether (p2)2 <PI p3, 
(p2)2 =Pi p3 or (p2)2 > Pi p3. 

Case 1 (p2)2 < PIP3 
If s; is "very large", it is clear that no horizontal segment on M1 can 

be critical. Later we calculate the exact threshold value for 82 (see Remark 
1 after Corollary 18). Ifs; exceeds this value, then the problem becomes a 
relaxed two-machine problem (on M2 and M3), which was solved in constant 
time in [14]. In the meantime, we consider only the other case, in which there 
is a critical segment on M1. 

Lemma 12 If (p2)2 < Pi p3, then there is no critical segment of the form 
(1,k) - (2,k) - ... - (2,l)- (3,l) with l > k > 1. 

Proof. If (1,k) - (2,k) - ... - (2,l) - (3,l) is a critical segment, then 
(2,k) and (2,l) must be lower and upper critical corners, respectively. Using 
Observation 2 for (2, k), we obtain 

which simplifies to 

I I 
P1Xk + P2 Lxi �Pi L Xi + P2Xz, j=k j=k 

1 -1 I 
P2 L Xj >PI L Xj. 

j=k j=k+l 

13 
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Using Observation 1 foi (2, l), we get 

which simplifies to 

l l 
P2 LXi + p3Xz � P2Xk + p3 L.: xj, 

j=k j=k 

l l-1 
P2 I: Xj � P3 LXj· 

j=k+I j=k 
(8) 

Multiplying (7) and (8) side by side yields a contradiction with the assump­
tion (p2)2 < PIP3. D 

The structure of the critical paths in this case is best described by Figure 
2, where heavy lines show critical segments, light lines non-critical segments 
and the dotted line could be critical or not depending on the actual data. We 
note that the critical path structure here is a lot more complex than in the 
case of no setups [6]. The following theorem summarizes the distinguishing 
properties of the critical paths. 

Theorem 13 If (p2)2 < p1p3, then there is a k E {1, 2, ... , s} such that 

i} no segment (l, j) - (2, j) is critical for 1 < j < k; 

ii} no segment (2, j) - (2, j + 1) is critical for k ::;  j < s; 

iii} the segment (2, k - 1) - (2, k) may or may not be critical, depending on 
the actual data; 

iv) every other 2-node segment is critical, except (2, 0) - (3, 0) and (3, 0) -
(3, 1) . 

Proof. Suppose the kth sublot is the first sublot that has critical"segments 
(1,k) - (2,k) - (3,k) in the optimal schedule.' We can deduce that segments 
(2, j) - (2, j + 1) fork ::; j ::; s-1 are non-critical by Lemma 12. By Corollary 
8, each sublot is critical, so at least one of the segments (1, j) - (2, g) ,  (2, j) -
(3, j) for k ::; j ::; s is critical. Since (2, j) - (2, j + 1) cannot be critical for 
k S:_ j < s - 1, however, both segments (1, j) - (2, j) and (2, j) - (3, j) should 
be critical for k ::; j ::; s. 

14 



- i  

Xo X1 Xk Xs 
Ml 0 1-1 M1 

M3 OCJ - �--c=i 

Figure 2: The network structure when (p2)2 < P1 p3 

We show now that (2, k - 1) - (3, k - 1) is critical. Suppose it is not, then 
by Corollary 8, (1,k - 1) - (2,k - 1) and (2,k - 1) - (2,k) must be critical 
segments, so (2, k - 1) and (1, k) are matching critical corners. Together 
these imply : 

and 

which is in contradiction with our assumption of (p2)2 < p1 p3, So (2, k -
1) - (3, k - 1) must be a critical segment. Similar argument can be used to 
show that (2, j) - (3, j) must be a critical segment for 1 s; j s; k - 2. 

. 

By definition, k is the first sublot which has critical segment (1, k) -
(2,k) - (3,k), therefore, (l, j) - (2, j) is not critical for 1 < j s; k - l. 

Each critical segment (2, j) - (3, j) for 1 s; j s; k - 1 must be part of a 
critical path, and since (1, j) - (2, j) is non-critical, this implies that (2, j -
1) � (2, j) must be critical. Finally, since (2, 0) - (2, 1) is critical, (1, 0) - (2, 0) 
must be critical too. The status of the dotted segment (2, k-l  ) - (2, k) cannot 
be decided based on the above analysis. This· will be demonstrated later by 
actual examples. 0 

We note that when S� = 0, then k = 1 and the optimal network structure 
reduces to the one proved in [6] . 

15 
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Case 2 

Theor�m 14 ,,If (p2)2 =PI p3 , the. optimal network satisfies the following: 

i) segment (1, 0) - (2, 0) is critical; 

ii) segments (2, i) - (2, i+l), (2, j)- (3, j) and (3, g)- (3, g+l) are critical 
for 0 $ i < s ,  1 $ j $ s and 1 $ g < s ;  

iii) all other 2-node segments are non-critical. 

MI 

Figure 3: The network structure when (p2)2 = p1 P3 

Proof. Suppose sublot k is the last sublot which has a critical segment 
(1, k) - (2, k ). According to Theorem 7, (2, j) - (3, j) should be critical for 
k < j $ s ,  so (2 ,  i) - (2, i + 1) should also be critical for k $ i <" s - 1, as 
otherwise we could not reach (2, j) on a critical path. Thus (2, k) and (2, s) 
are lower and upper critical corners, respectively, unless k = 0 or k = s. If 
k # 0 and k # s, then from Observations 1 and 2, we get 

s s-1  
PI L Xi < P2 L Xi 

i=k+I i=k 
s s-1 

and P2 L Xi 2: p3 L Xi . 
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The multiplication of tliese inequalities yields a contradiction, however, with 
the assumptio:q of (p2)2 = P1P3· Therefore, k � {1, 2, . . .  , s - 1}. 

If k -= s, then (1, s). is an upper critical corner. Furthermore, we show 
that in this case the segment (1, j) - (2, j) must be critical for 1 :::; j :::; s - 1. 
Suppose it was not for some j E {1, 2, ... , s - 1}, then 

s-I s 

P2 L Xi < PI L Xi • 
i=j i=j+l 

(9) 

By Theorem 7, (2, j) - (3, j) must be critical, implying that (3, j) is a lower 
critical corner. By Observation 2, 

s-I s 

p3 L Xi ?::. P2 L Xi • 
i=j i=j+l 

(10) 

Multiplying (9) and (10), however, yields a contradiction with (p2)2 = PIP3· Since 
(1, s ) - (2, s) is clearly critical, we have proved that if k = s, then (1, j) - (2, j) 
is critical for 1 :::; j :::; s. 

We show now that segment (2, s - 1) - (2, s) is also critical, if k = s, and 
(1, s) and (2, s - 1) must be matching critical corners, implying 

(11) 

Suppose segment (2, s - 1) - (2, s) was not critical. Then segment (1, s -
1) - (2, s - 1) - (3, s - 1) - (3, s) must be critical, which means that (1, s) 
and (3, s - 1) are matching critical corners, i.e., 

(12) 

But ��!: = � when (p2)2 = p1p3, so (12) is equivalent to (11), contradicting 
the non-criticality of (2, s - 1) - (2, s) . Thus, segments (1, s - 1) - (2, s -
1) - (3, s - 1) - (3, s) and (2, s - 1) - (2, s) must be critical if k = ·s. 

Repeating this argument inductively for i � s .!.... 1, s - 2, . . .  , 1, we can get 

(13) 

8 
Substituting (11) and (13) into E Xi = 1, we obtain 

i=l 
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{ � 'f -1- 1 I s i qI r X1 = 1-q1 •1 , where qI = P2/PI· 1 s i qI = 1 
This is the optimal first sublot size of the relaxed problem, i.e., XI = xf. 
Segment (1, 0) - (2, 0) - (2, 1) is critical, segment (1, 1) - (2, 1) was shown to 
be critical above, so s; = PIXf. This means that our problem is equivalent 
to the relaxed problem and we have excluded this case from our analysis by 
assuming that s; > PI xf. 

Therefore, k # s and the only remaining possibility is k = 0. The struc­
ture of the optimal network is shown in Fig. 3. 0 

Case 3 (p2)2 >PI p3 
Similarly to Case 1, ifs; is very large then no horizontal segment is critical 

on MI. Later we calculate the exact threshold value for s; (see Remark 2 
after Theorem 22). Ifs; exceeds this value, then this problem also becomes 
a relaxed two-machine problem (on M2 and M3), which was solved in [14]. 
In the meantime, we only consider the other case, when there is a critical 
segment on MI. 

Theorem 15 If (p2)2 > PIP3, then there exist sublots k and j, with 1 < k < 

j S k + 1, such that 

i} no segment (1, i) - (2, i) is critical for k < i S s; 

ii} no segment (2, i) - (3, i), or (3, i) - (3, i + 1) is critical for 0 s i < j; 

iii} the segments (2,k) - (3,k) and (3,k) - (3,k + 1) may or may not be 
critical, depending on the actual data; 

iv) every other 2-node segment is critical. 

Proof. Suppose k is the last sublot with critical segment (1,k) - (2,k) 
and j is the first sublot with critical segment (2, j) - (3, j). We show that 
j � k. 

One extreme case is when k = 1. In this case, it is obvious that (2, 0) -
(3, 0) - (3, 1) is not a critical segment and both (1, 0) - (2, 0) - (2, 1) and 
(1, 0) - (1, 1) - (2, 1) are critical segments. If k > 1, then suppose j < k. 
This implies that (1, 0) - ... - (l ,k) - (2,k) is a critical segment and (2, j) -

18 



MI 

M2 

M3 

Xo Xs 
- c=J - � 

J J 

Figure 4: The network structure when (p2)2 >PI p3 

(3, j) - .. .  - (3, k) is another critical segment. (1, k) is an upper critical 
corner and (3, j) is a lower critical corner, so by Observations 1 and 2, we 
get 

k k-l k-1 k 
P1 L xi 2:: P2 L Xi and p3 L Xi 2:: P2 L xi, 

i=j+l i=j i=j i=i+l 
which is in contradiction with the assumption (p2)2 > p1 p3. So j 2:: k indeed. 

Finally, we cannot have j > k + 1 ,  as this would make sublot k + 1 non­
critical, contradicting Theorem 7. We note that j 2:: k and Theorem 7 imply 
that (1, i) - (2, i) must be critical for i E {l, 2, . . . , k } .  The resulting network 
structure is depicted in Fig 4. D 

We will refer to sublot k of Theorem 13 and 15 as the pattern-changing 
sub lot. 

4 Optimal Sublot Sizes on Three Machines 

By lmowing the characteristics of the critical paths in the network, we can 
find the optimal solution in each case. 
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Case 1 (P2)2 < P1 p3, 

Theorem 16 If (p2)2 < p1p3 and k is the index of the pattern-changing 
sublot, then the optimal sublot sizes are determined by 

D- S1B x - 2 i - AD-BC ' 

C- S1A 
Xk - 2 

BC- DA' 

j-I 
Xj = X1q2 for 1 < j < k (14) 

Xi = Xkqi-k fork <  i � s, (15) 

k-l ._1 s-k+I . k-1 ._1 where A= 2: � , B = 2: q2-1, C= (pi-p3) 2: � -p2, D =p1+P2, 
j=I i=l j=l 

q = E2..±.Ea+ and q2 = p3/P2· Pl P2 
The optimal makespan is given by 

k-1 ·-1 s 
i k M(x)=X1P1 L� +xk(P1+P2+p32:q - ). 

j=I i=k 

Proof. According to Theorem 13, (3,j) and (2,j+l) are matching critical 
corners for 1 � j � k - 2, so p3 Xj = p2 Xj+I by Observation 3. Therefore, 
Xj+i/Xj = P3/P2 = q2 for 1� j � k - 2, or 

·-1 Xj = X1efi for 1 � j � k-1 (16) 

Furthermore, (3, i) and (1, i + 1) are also matching critical corners for k � 
i � s-1, so xi(P2 + p3) = Xi+1(p1 +p2). Therefore, xi+i/Xi = (p2 +p3)/(P1 + 
P2) = q for k � i � s - 1, or 

s 

i-k Xi = Xkq fork �  i � s. (17) 

Using E Xj = 1 and the fact that (1, 0) - (1, 1) - ... - (1, k) - (2, k) - (3, k) 
j=I 

and (1, 0) - (2, 0) - (2, 1) - (3, 1) - ... - (3, k) are critical segments, we get 
the following equations after substituting (16) and (17): 

k-I s-k+I 

X1 L �-I +xk L qi- I = 1 .  (18) 
j=I j=I 

k-1 k-I 

p1x1 I: �-1 + xk(p1 + P2) = s; + x1p2 + x1p3 I: iA -1. (19) 
j=I j=l 
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(18) and (19) can be rewritten as 

AxI + B xk = 1 
c xI + D xk = s;. 

I I 
S _ D-S2B .  _ C-S2A o, XI - AD-BC' Xk - BC-AD' 

Substituting (16) and (17) into the critical path (1, 0) - .. . - (l, k) -
(2, k)- (3, k)- ... - (3, s), we obtain 

k-I . I 8 
M(x) = XI PI L �- + xk(pi+P2) + xk p3 2: qi-k. D j=I i=k 

In order to determine the actual value of k which defines the pattern­
changing sublot, we show that varying the setup time s�, while keeping all 
the other data (the processing times and s ) fixed, will result in monotone 
changes in the value of k. Let S2(k) denote a setup time on M2, for which k 
is the pattern-changing sublot in the optimal solution for fixed Pi (i = 1, 2, 3) 
and s. 

Theorem 17 If (p2)2 <PI p3, then k can increase only if S2(k) is increased 
sufficiently. 

Proof. Let us denote the optimal sublot sizes by Xj(k) (j = 1, 2, ... , s) if k 
is the pattern-changing sublot. Note that Xj(k) (j = 1, 2, ... , s) must satisfy 
the formulae of Theorem 13. Substituting xj(k) into (18), we obtain 

XI(k) (1 + q2 + ... + q�-2) + xk(k) (1 + q + . .. + qs-k) = 1. (20) 

(3, k-l) is a lower and (1, k) is an upper critical corner, so we get Xk-I(k) p3 2: 
xk(k) P2 and xk(k)(p1 + P2) 2: Xk-I(k)(p2 + p3), implying 

Xk-I(k)q::; Xk(k) ::;  Xk-1(k)q2. (21) 

Therefore, we have 

XI(k) ((1 + q2 + ... + q�-2) + q�-I (1 + q + ... + qs-k)] 2: 1 (22) 

Now we show that, for a fixed xI(k), k is the smallest positive integer 
number to satisfy inequality (22). For any integer number kI > k, it is 
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obvious that the inequality is valid with a fixed x1 ( k) because q2 > q. For 
any integer k2 < k, we obtain from (20) using (21) 

x1(k) [(l+q2+ ... +q�2-2)+q�2-I(l+q2+ ... +q�-k2-l)]+xk-1(k )q(l+q+ ... +qs-k) ::=; 1. 

Using Xk-i(k) = x1(k)q�-2 and q2 > q, we get 

xi(k) [(l+q2+ ... +q�2-2)+q�2-l(l+q2+ ... +q�-k2-l)+q�-2q(l+q+ ... +qs-k)] < l, 

implying 

x1(k) [(1 + q2 + ... + q�2-2) + q�2-l (1 + q + ... + qs-k2)] < 1. 

Thus, with a fixed x1(k), k is indeed the smallest positive integer to satisfy 
the inequality (22) . 

Let us study now the relationship between x1(k) and k. Consider two 
problems where k and k1(k < k1) are the pattern-changing sublots, respec­
tively. If we had x1(k) ::=; x1(k1), then replacing x1(k) in (22) by x1(k1) 
yields 

X1(k1) ((1 + q2 + ... + q�-2) + q�-l (1 + q + ... + qs-k)) 2:: 1. 

This contradicts, however, the fact that k1 is the smallest positive integer 
for which x1(k1) and k1 satisfy (22) . Thus we must have x1(k) > x1(k1) if 
k < ki. 

Now we show that X8(k + 1) > X8(k). From (15) 

x·(k) 1 . . x·(k+l) 1 . . -3- = (-)s-3 for k< J < s and 3 = (-)s-3 for k+l < J < s. X8(k) q - X8(k + 1) q -

Therefore, we have 

Xj(k) 
X8(k) 

Xj(k + 1) 
Xs(k + 1) 

for k + 1 < j ::; s . (23) 

(1, k + 1) and (3, k) are matching critical corners if the pattern-changing 
sublot is k and (1, k + 1) is an upper critical corner if the pattern-changing 
sublot changes to k+l, therefore xk(k)(p2+p3) = Xk+i(k) (pi +P2),and xk(k+ 
l)(p2 + P3) < Xk+1(k + 1) (p1 + p2), implying 
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Xk(k + 1) Xk(k) 
Xk+i(k + 1) < 

Xk+i(k). 

Multiplying both sides of (24) by 1/(qs-k-1), we get 

xk(k + 1) xk(k) 
-'--- < --Xs(k + 1) X8(k). 

From (14), we have 

Xi(k + 1) 
= 

Xi(k) 
= (�)k-i-1 for l < i < k- l. Xk-l(k+l) Xk-1(k) q2 

(24) 

(25) 

(26) 

Because (3, k- l) is a lower critical corner if the pattern-changing sublot is k, 
and (3, k- l) and (2, k) are matching critical corners if the pattern-changing 
sublot is k + 1, we have Xk-1(k)p3 � xk(k) p2 and xk-1(k + l)p3 = xk(k + 1) 
P2, implying 

Xk-1(k+ l) Xk-1(k) 
( 

< . 
Xk k + 1) - Xk ( k) 

Multiplying (25) with (26) and (27), we obtain 

Xi(k + 1) 
< 

Xi(k) for l < i < k _ 1. X8(k + 1) Xs(k) - -
s s 

(27) 

(28) 

Summing (23), (25), (28) and using the fact that I: xi(k) = I: xi(k+l) = 1, 
we get 

1 1 -,...--- <--Xs(k + 1) X8(k) . 

i=l i=l 

Therefore, Xs(k + 1) > Xs(k) indeed. 
Consider now the optimal network when k is the pattern-changing sublot. 

The paths (1, 0) - (1, 1) - ... - (1, s) - (2, s) - (3, s) and (1, 0) - (2, 0) -
(2, 1) - (3, 1) - . . .  - (3, s) are both critical, so they should have the same 
lengths, i.e., 

PI+ (p2 + p3) Xs(k) = S2(k) + P2 X1(k) + p3. (29) 

We have proved that when k increases, x1(k) decreases and X8(k) increases. 
Therefore, since (29) must hold, k can increase only if S2(k) increased. 0 
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Corollary 18 When (p2)2 < p1p3, the value of k can be found in O(log s) 
time. 

Proof. Let Smax(k) be the maximum value of s; at which k is the pattern­
changing sublot. We show that (2,k - 1) - (2,k) is critical ifs; = Smax(k). 

Suppose it was not, then xk(k) < xk_1(k)q2 = x1(k)q�. Substituting this 
into (20), we obtain 

X1(k) ((1 + q2 + ... + q�-2) + q�-l (1 + q + ... + qs-k)) > 1. (30) 

Now if we increases; slightly, then X1 (k) changes only slightly by Theorem 
16, so the inequality still holds for k, which implies that k is still the pattern­
changing sublot. This, however, contradicts the assumption of s; = Smax(k). 

Therefore, we can find k by binary search in the interval [1, s]. Start 
with the trial value k0 = f s /21 . Using the fact that (2, k0 - 1) - (2, k0) must 
be critical, (20) becomes 

X1(ko) ((1 + q2 + ... + q�0-2) + q�o-l (1 + q + ... + qs-ko)) = 1, (31) 

By the fact that both (1, 0) - (1, 1) - ... - (1, k0) - (2, k0) and (1, 0) - (2, 0) -
(2, 1) - .. . , - (2, ko) must be critical segments, we have 

Smax(ko)+x1(ko)P2(l+q2+ ... +q�0-2) = X1(ko)P1(l+q2+ ... +q�0-1). (32) 

Smax(ko) can be determined from (31) and (32) in 0(1) time. ff Smax(ko) < 
s;, then k0 < k. Otherwise, k0 � k.  Therefore, the binary search will end in 
O(log s ) iterations. 0 
Remark 1 The problem becomes a relaxed problem, if S� is greater than 
Smax (s) . WhenS; = Smax(s), (2, s - 1) - (2, s) should be critical. Using Theo­
rem 16 and the fact that (1, 0) - .. . - (1, s ) - (2, s) and (1, 0) - (2, 0) - (2, 1) -

(2 ) •t• 1 t S ( ) - l-(p3/p2)8-l . . . . - , s are en 1ca segmen s, we can get max s - P1 - P2 l-(P3/p2)s · 
Therefore, the setup time which makes the problem relaxed must satisfy 
s' l-(p3/p2)a-l 
2 > P1 - P2 1-(pa/P2)s 

The following example demonstrates how the presence of setups changes 
the optimal solution. It also shows that the dotted segment (2, k - 1) - (2, k) 
of Theorem 13 and Fig. 2 may or may not be critical, depending on the 
actual data. 
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Figure 5: Case a. of Example 1 

Example 1 Let p1 =6; p2=4; p3=8; s=2 . 

Case a. Let s;=o. 
In this case, q = �!�: = � and k = 1. The optimal solution is X1 = 1

5
1, 

x2 = :1 and M(x) = 1;�. It is clear that segment (2, 0) - (2, 1) is not critical, 
but if we increased s; to ft' then it would become critical. 

Case b. Let s; = 3. 

Xo X1 X2 
M1 k2116 I 54116 I M1

T � T 
M2 I 3 i2a11� I 36116 I M2 [LJ RBr' '

3
r� 

M3 cb 
I M3 I 56/16 I 72116 I f5s11sl lniH� 

Figure 6: Case b. of Example 1 

Since s; = 3 > i�, the solution obtained for Case a. is no longer 
optimal and sublot 2 becomes the pattern-changing sublot. In this case, 
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X1 = {6, X2 = {6 and M ( x) = 2�. The length of the longest path containing 
(2, 1) - (2, 2) is 1

1864• Therefore, segment (2, 1) - (2, 2) is not critical. . 

G SI 14 ase c. Let 2 = 3. 

M1 I s13 I 1213 I 

M2 I 14/3 I 4/3 I 

M3 I 

Xo 
M1 

er I 8/3 M' I 8/3 I 16/3 I M3 o 

Figure 7: Case c. of Example 1 

X1 X2 

; 11,31 

T 
3 

I 813 I � 

Using Theorem 16, we obtain q2 = � = 2, x1 = �; x2 = � and M(x) = 

14. As it can be seen from Fig. 7, (2, 1) - (2, 2) is critical in this case. If we 
increased s; to more than 14 /3, then no horizontal segment on M1 would be 
critical and the problem would become equivalent to a 2-machine problem 
on M2 and M3. 

Case 2 (p2)2 = P1 p3, 

Theorem 19 When (p2)2 = p1p3, the optimal sublot sizes are determined by 

x = 
{ (1- q)/(1- q8) if P2 =J P3 X· = qi- 1x 1<1. < s 1 1 Is if P2 = p3 J 1, - - ' 

where q = (p2 + p3)/(p1 + P2) = p3/P2· 
The optimal makespan is 

M(x) = { �; + P2(l - q)/(l - qs) + p3 
. 
if P2 =J p3 S2 + P2/ s + p3 if P2 = p3. 

Proof. By Theorem 14, (2, j + 1) and (3, j) are matching critical corners 
for 1:'.S j :::=; s - 1, so Xj p3 = Xj+l p2, i.e., Xj+i/xi = p3/p2 = q. 
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s 
Substituting into I: Xi = 1, we obtain XI = (1 -q) /(1 -q8) and M( x) = 

i=I 
s;+P2 (l-q) /(l-q8) +P3ifqf=1 and xI = 1 /s with M( x) = s;+p2fs+p3 if 
q2 = l.D 

Case 3 (p2)2 >PI p3 

Theorem 20 For the case (p2)2 >PI p3, the optimal sublot sizes satisfy 

S'/ i-I f 1 . k XI = 2 PI, Xi = xiqI ;OT ::; 'I,::; ) { I k (I-q1)P1- S2(I-q1) I-q2 if q ...J. land q ...i. l _ P1(I-q� k) I-q1 I I 2 I 
Xk+I - k-I s-k-I (PI - s; I: qi ) /(pI I: q�) otherwise 

i=O i=O 
i-k-I f k + 1 < . < Xi = Xk+Iq2 ;OT _ 'l. _ s, 

where qI = p2f pi, q2 = p3/p2, and k is the pattern-changing sublot. 

The optimal makespan is given by 
I k-I i I k-I 8-k-I i M( x) = S2 I: qI + S2p2qI /PI+ Xk+i(p2 + p3 I: q2).  

i=O i=O 

Proof. According to Theorem 15, (2,i) and (1,i +l) are matching critical 
corners for 1::;  i ::; k - 1, so PIXi+I = p2 xi, implying 

i-I Xi = X1q1 f or 1 ::; i ::;  k - 1. (33) 

We know that (2,i+l)  and (3, i) are also matching critical corners for k+l::; 
i ::; s - 1, so p2 Xi+I = p3 xi, implying 

i-k-1 
Xi = Xk+Iq2 

8 

fork+ 1 ::; i ::; s - 1, 

Substituting (33) and (34) into I: Xi = 1, we get 
i=l 

(34) 

X I (l + ql + .... + q�-l) + Xk+I(l + q2 + ... + q�-k-l) = 1 .  (35) 

Both(l, 0) - (1, 1) - (2, 1) and (1, 0) - (2, 0) - (2, 1 )  are critical, therefore 

X1PI = s;. (36) 

Solving the above two equations, we obtain 
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(I-q1)P1 - S2(I-q,) l::.!l2. if __/.. 1 and __/.. 1 
{ I k 

, Pi(I-q� k) I-qi qi r q2 r 
X1 = S2/P1, Xk+I = 1 k-I . s-k-I . 

(p1 - S2 i� qi)/ (p1 i� q2) otherwise. 

Substituting into the makespan, 
k s 

M(x) =P1LXi+xk p2+xk+1 P2+p3 I: Xi, i=l i=k+I 
which, after some easy algebraic manipulations, yields the formula in the 
theorem.D 

In order to determine the actual value of k in this case, we show that 
varying the setup time s;, while keeping all the other data (the processing 
times and s) fixed, will result in monotone changes in the value of k. Let 
S2(k) be a setup time on M2 for which k is the pattern-changing sublot in 
the optimal solution for fixed Pi (i = 1, 2, 3) and s. 

Theorem 21 If (p2)2 > p1p3, k can increase only if S2(k) is decreasoo. 

Proof. Let us denote the optimal sublot sizes by xi(k) (i = 1, 2, .. . , s) if 
k is the pattern-changing sublot. The xi(k) must satisfy the formulae of 
Theorem 20. Substituting xi(k) into (35) , we get 

X1(k) (1 + qI + · · ·  + q�-I) + Xk+1(k) (1 + q2 + . . . + q�-k-I) = 1 (37) 

By Theorem 15, (2 , k) is a lower critical corner and (1, k) - (l, k  + 1) is not 
critical, so p1xk+I(k) < P2Xk(k), implying 

Xk+I(k) < xk(k) q1 = X1(k)q� = (S2(k)f P1) q�. 

Therefore, if we replace xk+I(k) in ( 37), we get 

(S2(k)/ P1) (l+q1+ ... +q�-1+q�(l+q2+q�+ .. . +q�-k-I))>1. (38) 

We show that k is the minimum positive integer for which the inequality 
is valid for fixed S2(k). For any integer k1 > k, it is clear that the inequality 
is valid, because qi> q2. (2, k+ 1) is an upper critical corner, so Xk+I(k)p2 > 
xk(k)p3, implying 

Xk+I(k) � xk(k)q2 = (S2(k)fp1)q�-Iq2. 

Substituting this into (37), we obtain 

28 



s 
1 = Lxi(k) � (S2(k)/pi) ((l+qi + ... +q�-i)+q�-1q2(1+q2+ ... +q;-k-i)). 

i=i 

Using this and qi > q2, we get, for any positive k 2  < k, 

1 = (S2(k)/pi)[(l +qi+ ... + q�ri) + q�2(1 +qi+ ... + q�-kri 

+ k-k2-l (1 + + + s-k-1)] ql q2 q2 ... q2 
> (S2(k)/P1) ((1 +qi+ ... + q�2-1) + q�2(1 + q2 + ... + qrkri)). 

Thus, k is indeed the smallest integer for which (38) is satisfied. There­
fore, k can only increase, if the setup 82 ( k) is decreased sufficiently, otherwise 
k would no longer be the minimum integer to keep the inequality valid. D 

Theorem 22 If (p�)2 > p1p3, then the pattern-changing sublot k can be 
found in O(log s) time. 

Proof. Let Smax(k) be the maximum value of s; for which k is the 
pattern-changing sublot. We show that (2,k) - (3,k) - (3,k + 1) is critical 
when s; = Smax(k). 

Suppose it is not, then by Theorem 15, Xk+i(k) > Xk(k)q2 = (s;/Pi)q�-iq2. 
Substituting into (37), we get 

(S;/P1) (1 +qi+ ... + q�-i + q�-1q2(l + q2 + ... + q;-k-i)) < 1. 

If we increases; a little, this inequality still holds fork, which implies that k 
still is the pattern-changing sublot. This, however, contradicts the assump­
tion of s; = Smax.(k). 

Now we can do binary search in the interval [1,k*) for k, where k* is 
the pattern-changing sublot when s; = 0 [6). Start with the trial value 
ko = f k* /21. By Theorem 20 and the fact that (2, ko) - (3, ko) - (3, ko + 1)  is 
critical ifs; = Smax(ko), we have Smax(ko) = PiXi(ko), Xi(ko) = xi(ko)q�-i 
for 1 ::; i $ ko and Xj(ko) = xk(ko)tA-ko for k0 < j $ s. Substituting into 

s :L xi(ko) = 1, we can get xi(ko) and Smax(ko) in 0(1) time. If Smax.(ko) > 
i=i 
s;, then k0 < k, otherwise, k0 � k. Therefore, the total time required is 
O(log s ). D 
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Remark 2. If s; > Smax(l), then no sublot is critical on M1 and the 
problem becomes a two-machine problem (on M2 and M3) with setup time 

s; on M2 and 0 on M3• It is clear, however, that the optimal sublot sizes for 
this two-machine problem are the same as for its relaxed version, i.e., when 

s; = o. 
By Theorem 20, Smax(l) = p1x1 = P1 t�/:as;t;:)�. Therefore, if s; > 

Pi 1
1
�;:/�t , then the original three-machine problem is equivalent to the re­

laxe pro lem on M2 and M3 with no setups. 

5 Summary and Concluding Remarks 

We have analyzed the structural properties of lot streaming schedules which 
minimize the makespan for a single job with detached setup times in an m­
machine flow shop. The results of Glass et.al.[6] , for the no-setup case, have 
been extended to the case of detached setups. For m = 2 or 3, we have 
proved that there is always an optimal schedule with consistent sublots.We 
have shown that the general problem is equivalent to one in which there is 
no setup time on the first and the last machine. Therefore, it is sufficient 
to consider a nonzero setup time (S;) only on the second machine when 
m = 3. Ifs; :::; P1Xf' then the setup does not affect the optimality of the 
schedule without setups. However, ifs; > P1Xf' then the setup time causes 
an increase in the makespan. We have proved that every sublot will be critical 
and will have a positive size for this case too. 

The structure of the optimal network depends on the relative size of 
the job processing times on the three machines. When (p2)

2 = p1p3 , the 
optimal solution is the same as with no setups, but none of the sublots 
stays critical on the first machine and the makespan is equal to s; plus the 
length of the optimal schedule with no setups for the two-machine problem 
on M2 and M3. When (p2)2 =/= p1p3, the optimal schedule and its structure 
change substantially in comparison with the no-setup case: The optimal 
network can be characterized by a combination of two patterns with a pattern­
changing sublot between them. The optimal sublot sizes follow one geometric 
progression up to the pattern-changing sublot and another one after it. The 
index of the pattern-changing sublot depends on the setup. Each index 
k remains valid in an interval of setup times and changes in a monotone 
fashion with the setup time, but in different directions, depending on whether 
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(p2)2 < p1p3 or (p2)2 > p1p3. Exploiting this monotonicity has resulted in 
O (log s) time computations of the optimal schedule. 

In certain situations it is desirable to have no-wait schedules, i.e., to be 
able to start the processing of each sublot on each machine immediately after 
it is finished on the preceding machine. It can be easily checked from the 
structure of the optimal networks that, similarly to the no-setup case [6], 
the no-wait requirement can be satisfied without increasing the length of the 
optimal schedule. 

Sometimes no-idling may be required, i.e., each machine should be kept 
working without any idle time once it starts. (This was called the contiguity 
of work assumption in [17] and in [18].) It is straightforward to transform 
the optimal schedules into a no-idling schedule on the first and last machine. 
The situation is more complicated, however, on the second machine. When 
(p2)2 = P1P3 or when (p2)2 > p1p3, then every horizontal segment of the 
network is critical on M2, and the no-idling requirement is satisfied. When 
(p2)2 < p1p3, however, a no-idling schedule will have an increased makespan. 

There are many related topics for future investigation. It seems to be 
natural to try to extend the results in this paper to the case of job shops and 
open shops. The analysis of the lot streaming problem in a flow shop with 
attached setup times on the machines is another possibility. Some of these 
questions will be studied in the future. 
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