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ABSTRACT

Software agents are a major innovation in how people use information systems,  
and they have parallels with how Decision Support Systems (DSS) support human  
decision-making. A DSS approach to the development of software agents suggests a  
highly interactive and flexible interface between the agent and its user, and addresses  
some potential barriers to the successful adoption of agent technologies. Within a DSS  
model, agents can be classified as providing search, choice or interface support. Each of  
these classifications uses techniques originating from separate disciplines and requires  
different performance measures. We use a real estate agent as a metaphor to examine the  
descriptive, procedural and semantic knowledge bases that agents can use to support  
search and choice activities in an exchange of goods or services.
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1. Introduction

Software agents are computer programs that run in the background and perform tasks autonomously, as delegated by the user. Although there has been much research on this topic, usable software agents are at an early stage of development, and are only now starting to appear in real applications. A fruitful application area for software agents is in the area of electronic commerce where agents can help buyers and sellers deal with the flood of information that can be exchanged and processed.

A Decision Support Systems (DSS) approach to software agent development provides insight into how interactive systems can provide flexible and adaptive ways of approaching the complex decision-making processes involved in electronic commerce. This approach also suggests a functional classification system for agents based on their reference disciplines and provides effective ways to evaluate agent performance.

The knowledge that human agents use to provide their services is a useful metaphor for the knowledge bases that software agents may employ. A number of different knowledge representation techniques may be required for different parts of the business process and the choice of technique may depend on the nature of the information
and the level of interactivity that is designed into the system. We show how research and development in areas such as Extensible Markup Language (XML) and Knowledge Query and Manipulation Language (KQML), are expected to enhance the knowledge-acquisition and knowledge-sharing abilities of future agent-based systems.

1.1 Approaches to Software Agents

In reviewing the current research and development activity in software agents it is helpful to acknowledge some of the different approaches to this new field of information technology. Software agents were originally conceived and developed within the Artificial Intelligence (AI) research community, and within this community agents are seen as a potential vehicle through which traditional AI techniques can be built into practical applications. The Computer Science/Systems (CS/S) research community views agents as a means to design the distributed and flexible systems that today’s systems environment demands. Within the field of Management Information Systems, agents are most closely related to the study of DSS, and we believe that many principles and findings from the DSS field can be applied to software agents to manage the exchange of goods and services. Expert systems (ES) can be viewed as a hybrid of AI and DSS and may provide clues for the successful implementation of intelligent agents in decision support. Table 1 summarizes some basic characteristics of AI, ES, DSS, and software agents.
Table 1 – Comparing AI, DSS, Expert Systems, and Agents

<table>
<thead>
<tr>
<th>Objective</th>
<th>ARTIFICIAL INTELLIGENCE</th>
<th>EXPERT SYSTEMS</th>
<th>DSS</th>
<th>AGENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Replicate human intellectual activity</td>
<td>Replicate human decision-making</td>
<td>Assist human decision-makers</td>
<td>Make decisions on behalf of human users</td>
</tr>
<tr>
<td>Decision-Making Roles</td>
<td>System replaces human decision maker</td>
<td>System replaces human decision-maker (often with human review of decision)</td>
<td>Human decision-maker interacts with system</td>
<td>User delegates tasks to agents</td>
</tr>
<tr>
<td>Application</td>
<td>Abstract problems</td>
<td>Real-life problems</td>
<td>Real-life problems</td>
<td>Real-life problems</td>
</tr>
<tr>
<td>Model for Knowledge Base</td>
<td>General knowledge</td>
<td>Expert</td>
<td>Data and models to supplement individual user's knowledge</td>
<td>Individual user or expert</td>
</tr>
<tr>
<td>Critical Success Factor(s)</td>
<td>Similarity to human behaviour</td>
<td>Trust</td>
<td>Usefulness</td>
<td>Usefulness and trust</td>
</tr>
</tbody>
</table>

AI attempts to model and replicate human intellectual activity. Reasoning and learning capabilities developed within AI provide the autonomous and adaptive behaviour that we want for agent applications. However, AI systems are designed as "black box" systems that focus on results. The classic "Turing test", where an AI system is expected to produce behaviour that is indistinguishable from that of a human being, is evidence of this focus. [Turing, 1950] Because of the difficulties involved in capturing
and representing general knowledge, many AI research projects are designed to address simplified, abstract problems with limited problem domains. Etzioni [1997] argues that AI researchers who want to develop agents for use in the Web, must follow a “useful first” policy, with intelligence as a secondary goal. He also points out that AI research has not been concerned with issues such as robustness, usefulness, and usability that become critical considerations in commercial applications.

Expert systems (ES) apply rule-based reasoning capabilities developed by AI to real life problems, and have been the most successful commercial application of AI technology to decision problems. Many of the characteristics of DSS systems have been integrated into expert systems as they evolved from research projects into practical applications. We might expect to see agent technologies follow a similar path to adoption and examining how DSS principles have been applied to ES may help developers ensure that agents make this transition smoothly.

The CS/S approach to software agents uses the agent paradigm to provide modularity for designing flexible and distributed architectures for information systems (e.g. Joeris, 2000; Simons et al, 2000). The CS/S approach does not necessarily require agents to be intelligent or adaptable. A popular example of the CS/S approach is the use of agents as “wrappers” for legacy systems. Mobile agents, employed primarily to increase the efficiency of networks, can also be seen to have developed out of the CS/S approach, where the agent’s existence is not apparent to the end user of the system. While the CS/S approach is frequently encountered in the agent literature, it is not applicable to e-commerce applications where the system and the user collaborate in making decisions.
1.1.1 The DSS Approach

The study of DSS examines how information systems can be used to help decision-makers make better decisions. Decision-making is a complex, multi-staged process. DSS research recognizes that computers can complete certain parts of this process faster and more accurately than people can. People, however, bring abilities such as creativity, intuition, and experience that enable them to complete other parts of the process more effectively than machines. The DSS approach is to structure parts of an ill-structured problem. These structured parts can then be performed by the system. Humans interact with the system, using their own knowledge to "join" the structured parts together and develop a complete solution to the problem.

This approach demands a lot of interaction between the decision-maker and the system. Some experienced agent developers propose an approach to the design of software agents which is remarkably similar to DSS design, describing a level of interactivity very different from the "black box" model of the AI approach. From their experience developing the Information Lens agent system, Malone, Grant and Lai [1997] propose two principles for agent design that fit well within the DSS paradigm:

1. "Don’t build agents that try to solve complex problems all by themselves...

   Build systems where the boundary between what the agents do and what the humans do is a flexible one. We call this the principle of semiformal systems..."

2. "Don’t build agents that try to figure out for themselves things that humans could easily tell them. Instead try to build systems that make it as easy as
possible for humans to see and modify the information and reasoning processes their agents are using. We call this the principle of radical \textit{tailorability}…” [pg. 110]

DSS are often built to support individual decision-makers, with one-time or ad hoc problems, and DSS developers recognize that their human users learn during the development process and while using the system. A fast and highly interactive development process is necessary and DSS tools allow changes to be made quickly and flexibly during the process. Similar problems arise in the design of software agents. A defining characteristic of software agents is the ability of an agent to be “personalized” for each user. Agents must be able to satisfy the needs of users with different levels of experience, different perceptions of risk, and different decision-making preferences. This will require tools comparable to those used in DSS development, where users can experiment with “prototype” agents and change their agent’s characteristics as they gain experience and trust in the agent’s abilities.

A critical success factor of a DSS is the system’s usefulness, as defined by the user. While other organizational information systems, such as transaction processing systems and management information systems are usually “mandated” into use, the use of a DSS is generally considered to be optional. Similarly, we assume that people will choose to use an agent, and will do so only if its usefulness is clearly evident.

Current research in DSS is incorporating AI to add structure to larger and more complex areas of the decision-making process. [Siskos & Spyridakos, 1999] By segmenting the overall problem, smaller components can be defined to require very specific domain knowledge and reasoning capabilities, making them well-suited to the
limitations of current AI technologies. Bui and Lee [1999] take a DSS approach to developing a system of collaborative agents to assist in crisis management. Their development process involves deconstructing the overall problem-solving process into primitive tasks, specifying the required functionality and behaviour of agents for these tasks, and deciding if use of an agent is justified. Coordination and collaboration mechanisms are then designed so that humans and software agents can integrate their activities into an overall workflow.

1.2 Agent Classifications from a DSS Approach

DSS are commonly considered to include a data subsystem, a model subsystem and a dialogue subsystem. Turban [1988] suggests that AI can be embedded into DSS to support the model, data or dialogue subsystems, the complete system, or the user. We propose a classification of agents according to whether they support search functions through the data subsystem, choice functions through the model subsystem, or interface functions through the dialogue subsystem. This is shown in Figure 1. Much of current software agent development is focused on supporting the dialogue subsystem, primarily through natural language processing (which can be viewed as a specific area within the AI approach). The following discussion concentrates on search and choice support functions but it must be recognized that the boundary between the dialogue subsystem and the other subsystems is often not clearly defined.
We can distinguish between search, choice and interface agents according to the disciplines from which they borrow their techniques and how their performance should be measured. Table 2 summarizes these disciplines and measures. Agents that support the search function use techniques and measures developed within the information retrieval (IR) community. Agents that support the choice function borrow their techniques from economics, psychology, management science and other disciplines that describe how people make choices between alternatives and how to improve decision quality. The different theories proposed by these disciplines result in a variety of evaluation criteria.
Interface support is based on principles developed in the study of human-computer interaction, where various measures can be used to evaluate a system’s “usability”.  

<table>
<thead>
<tr>
<th>Type of Agent</th>
<th>Reference Discipline(s)</th>
<th>Potential Performance Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEARCH SUPPORT</td>
<td>Information Retrieval</td>
<td>Precision</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recall</td>
</tr>
<tr>
<td>CHOICE SUPPORT</td>
<td>Decision theory from:</td>
<td>Consistency of decisions</td>
</tr>
<tr>
<td></td>
<td>• Economics</td>
<td>Compare choice to optimal</td>
</tr>
<tr>
<td></td>
<td>• Psychology</td>
<td>Amount of information used or processed</td>
</tr>
<tr>
<td></td>
<td>• Management Science</td>
<td>Time to make decision</td>
</tr>
<tr>
<td>INTERFACE SUPPORT</td>
<td>Human Computer Interaction</td>
<td>Usability measures such as:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• User satisfaction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Errors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Learning time</td>
</tr>
</tbody>
</table>

2. Knowledge Requirements

2.1 A Human Agent Metaphor

The roles of human agents can serve as useful metaphors to derive models of what software agents may do. [Jennings and Wooldridge, 1998] There are many examples of human agents that operate in traditional commerce. We will use real estate agents to

---

1 Experiments with agents may use sets of measures that cross these boundaries. In one experiment, Periera [2000] evaluates three different choice mechanisms by asking users to assess their trust in the agent’s abilities, confidence in the decision made, propensity to purchase, satisfaction with the decision-making process, perception of cost savings and cognitive effort involved. In another experiment, Vinaja et al [2000] compare the result to an optimal decision, measure the percent of information found and the number of sources used, and obtain user attitudes toward both the process and the outcome.
illustrate the various types of knowledge that a human agent may possess and how this knowledge is linked to the perceived value of their services in supporting search and choice activities. Real estate agents were chosen as our example because they may act for either the buyer or the seller.

Some of a real estate agent's knowledge replicates the client's knowledge. In this case the agent is valued for being able to reduce the time that the client must spend in the process. Software agents that allow the user to build and add to the knowledge base or where the agent learns from the user's actions, would be examples of systems that attempt to replicate this type of support. Real estate agents also possess knowledge that the client may not have, and in this case they are valued for their expertise. Corresponding software agents are those based on the traditional class of rule-based expert systems (ES) and collaborative agents that combine the knowledge of a number of different users to arrive at decisions or make recommendations.

2.2 Types of Knowledge

What knowledge does a real estate agent possess? The agent knows "facts" about properties, sellers, buyers and the market. This type of knowledge will be referred to as descriptive knowledge. The agent also knows what to do with information - how to process it to arrive at and implement decisions. We will call this procedural knowledge. Finally, the agent also knows what facts are important, both in general and to the client, and how various facts relate to each other. This allows them to evaluate and assimilate
new information and communicate by exchanging knowledge in a meaningful way to others. We will call this **semantic** knowledge.  

### 2.3 Knowledge Representation

A fundamental concept in any AI system is knowledge representation - using symbols to build a model of the portion of the real world that is of interest. Knowledge representation techniques include logic, frames, rules and semantic nets. The choice of representation will determine how the knowledge base is processed and the type of reasoning that the system employs. [Davis et al, 1993]

AI research has explored a number of different theories of intelligent reasoning. Davis et al [1993] classify five of these theories according to the disciplines from which they originate as follows: pure logic-based systems (mathematics), probabilistic reasoning systems (statistics), frames (psychology), connectionist systems such as neural networks and genetic algorithms (biology), and utility theory and rational agents (economics). The choice of representation, and its theory of intelligent reasoning, will determine the responses that the system allows. [Davis et al, 1993]

---

2 In the context of building knowledge-based decision support systems, Holsapple and Whinston [1996] define three primary types of knowledge (descriptive, procedural, and reasoning) and three secondary types of knowledge (assimilative, linguistic and presentation). Our definition of descriptive knowledge is consistent with their classification. We use the category of procedural knowledge to discuss knowledge that can be represented in the processing code of systems, including reasoning capabilities, or procedural knowledge that can be stored and retrieved from a knowledge base. Our classification of semantic knowledge combines the three secondary types of knowledge (assimilative, linguistic and presentation).
If we ask a real estate agent what effect a proposed price will have on mortgage payments, or if the current zoning is consistent with proposed use of the building, we want a logically sound, correct answer. However, many business decisions involve uncertainty and an answer that is "probably" true may be preferable to no answer at all. If we ask our real estate agent to identify the best neighborhoods or schools, we want an informed but necessarily subjective answer. This knowledge could be provided by an "expert" or by a poll of the community. It is important to choose a representation technique that meets the needs of the problem situation. In many e-commerce applications a combination of representation techniques, each for different parts of the overall problem, may be required.

If the user must interact with the system it is important to use models that represent the way that the user conceptualizes the system or the problem. Some models are more understandable than others, and the choice of representation may depend in large part on the degree of the user's involvement and interaction with the system. An ES "replaces" the decision-maker in the same way that we envision tasks being delegated to an agent. By studying the adoption of ES we may be able to identify important design elements that facilitate the development of trust that is necessary for such delegation. For example, while learning to use an ES, users often want to know how the system arrived at a decision. "Explanation" capabilities are now considered a necessary component of ES design. If "explanation" is a design requirement for a part of the process that we want an agent to handle, representations based on connectionist systems like neural networks should not be used because they provide "black box" solutions and no explanations.
3. Search Support

3.1 A Model of Search

Figure 2 shows a basic search model that contains an information source and its representation, an information need and its representation, and a method for comparing these representations.

**Figure 2 - A Model of Search**

[adapted from Belkin & Croft, 1992]

Both the information source and the information need may change over time. Information retrieval deals with a “static” set of sources and a “dynamic” set of one-time needs (queries). A real estate agent deals with this situation when a new buyer arrives. The client’s needs are represented by a query and the current listings are searched to retrieve a list of potential properties. Information filtering deals with “dynamic” sources and a “static” need (a profile). [Belkin & Croft, 1992] In our example, if the initial search
fails to find a satisfactory property, the buyer's query is stored as a "profile" that can be compared to any properties that are subsequently listed.

Information sources can be unstructured (e.g. full text), semi-structured (e.g. integrated catalogues) or structured (e.g. databases), and the degree of structure will affect the kind of representation used. Full text sources may be represented by sets of index terms. Catalogue items may be represented by minimal information (e.g. a product name and a supplier) with a link to the full information source. The records or objects in a database represent structured information. Similarly, queries or profiles can be unstructured (e.g. a natural language request), semi-structured (e.g. a list of key words or phrases, possibly enhanced by logical operators), or structured (e.g. an SQL command to a database).

Information retrieval often consists of finding structure in predominately free text documents, such as those that make up the Web. Structure can be inferred from features such as hyperlinks [Arocena et al, 1999], header tagging [Guan & Wong, 1999], or question-answer formats [Burke et al, 1997]. An important area of development involves Extensible Mark-up Language (XML). XML allows creators to encode additional structure into their information sources, producing more "searchable" documents by allowing more complex and complete representations to be built.

3.2 Knowledge Bases for Search Support

What knowledge does a real estate agent use in the search process and what types of knowledge bases can agents possess and use to produce the same kinds of results? Table 3 identifies some of the knowledge bases that an agent may use in the search
process, classified as descriptive, procedural, and semantic knowledge. Related examples are discussed in the following sections.

Table 3 – Agent Knowledge Bases for Search Support

<table>
<thead>
<tr>
<th>Search Support</th>
<th>DESCRIPTIVE KNOWLEDGE</th>
<th>PROCEDURAL KNOWLEDGE</th>
<th>SEMANTIC KNOWLEDGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Directories, matchmakers, brokers</td>
<td>Search strategies</td>
<td>Ontology</td>
<td></td>
</tr>
<tr>
<td>Information sources (databases, catalogues, indices and documents)</td>
<td>Creating representations (e.g. automated indexing, query formation)</td>
<td>Communications protocols</td>
<td></td>
</tr>
<tr>
<td>Information needs (queries/profiles)</td>
<td>Matching algorithms</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.1. Descriptive Knowledge

A real estate agent knows where to obtain information and has access to directories and catalogues such as multiple listing services. From these and other sources (i.e. first-hand observation and secondary information from colleagues) the real estate agent can gain considerable descriptive knowledge about properties, sellers, buyers, and market conditions. For an experienced real estate agent, this information covers both the current and past states of the market. The real estate agent also determines and clarifies the client’s information needs. These needs can be stated or observed.

Similarly, software agents can use directories, matchmakers, and brokers to identify potential information sources and gain access to current and historical recorded
facts through databases, indices, catalogues and documents. Collaborative agents can request and obtain descriptive knowledge that has been collected by other agents [Ackerman et al, 1997]. Learning agents can derive important descriptive information by “observing” information objects [Etzioni, 1997].

Software agents can ask clients to state their information needs. A form or questionnaire can be used to elicit the representation requirements where information is highly structured. However, where information needs are complex and ill-structured, more open processes of collection may be required and these processes can be time-consuming and inaccurate. Significant efforts have been made to design software agents that use proxy information to develop profiles [Rucker & Polanco, 1997] or learn their user’s preferences by observing behaviour [Lieberman; Ng & Wu, 1997]. Collaborative filtering involves comparing profiles to find users with similar information needs so that information judged relevant by one user can be shared with others. This is another way to reduce the profiling effort required by each user. [Balabanovic & Shoham, 1997] Kuflik and Shovel [2000] review a number of approaches to profile generation and updating, and suggest that further research is required to determine how these approaches perform in different application domains.

IR research has shown that efforts to improve the query will contribute more to retrieval success than similar efforts to improve indexing. [Pao, 1989] Twidale and Nichols [1998] suggest that intelligent search support should be designed to “fail gracefully”. They develop a graphical representation of the search process that helps the

3While the client's information needs may indicate potential decision criteria, this is not necessary at the search stage.
user to analyze what the system has attempted to do. This same representation also provides a visual tool to clarify the information need through constructive collaboration with trained information intermediaries or other users.

3.2.2. Procedural Knowledge

We expect a real estate agent to develop an efficient search strategy that will determine the sources to be used and the order in which they are used. This strategy must consider the representation techniques in use and must then be implemented by constructing appropriate representations. A buyer’s real estate agent will query the MLS catalogue and may discuss the client’s needs with other agents. A seller’s agent will construct a listing for the MLS and perhaps develop an information sheet as a supplementary representation of further information. The agent must then be able to compare the representations to find potential matches and produce a "reasonable" number of alternatives.

Most software agents have pre-defined search strategies. Some attempts to design adaptive strategies have used query optimization [Duschka & Genesereth, 1997], the efficient use of network resources [Howe & Dreilinger, 1997], or balancing source cost against quality [Lesser et al, 2000].

Software agents are able to create representations and translate between source and need representations. Information extraction techniques such as automated indexing systems are used to create feature-based representations of web documents. Within a specified domain, systems that use more sophisticated linguistic analysis can create structured databases out of information extracted from full text sources. [Cardie, 1997]
Some meta-search agents are able to translate phrase-based requests into either keyword or phrase-based queries acceptable to popular Web search engines. [Etzioni, 1997] "Virtual service representatives" can extract key words and patterns from natural language queries [Neuromedia]. Duschka and Genesereth [1997] suggest three levels of abstraction or representation for a centralized "smart" catalogue. By using different representations at the need, the source, and at an intermediary position, new sources can be added while accommodating a dynamic set of queries. Matchmakers and brokers can provide a similar intermediary state of representation in distributed multi-agent systems.

The agent must be able to compare the source and need representations to find potential matches and produce a "reasonable" number of alternatives. Simple agents may use traditional Boolean systems of information retrieval to match queries to documents, but many agents use more advanced probabilistic systems that weight index terms or look at the statistical distribution of terms within a document. These systems also allow document to document comparisons, creating clusters of sources or user profiles that can be used in retrieval and filtering operations. [Belkin & Croft, 1992; Pao, 1989]

3.2.3 Semantic Knowledge

Computers can store vast amounts of descriptive knowledge, and process this knowledge at speeds greatly beyond human capabilities. However, it is semantic knowledge that will produce what we consider to be intelligent and adaptive systems. A real estate agent knows the relationships between objects and concepts, and can therefore determine the relevance and importance of facts. For example, knowing the age of a heating system, the real estate agent can estimate when the cost of replacement will
occur. By using this knowledge of relationships, unexpected information can be assessed and the agent can broaden or narrow the search if the expected information is missing or the amount of information retrieved is overwhelming.

Ontologies are formal descriptions of the relationships between objects and concepts within a domain. These formal descriptions provide a common vocabulary, allowing agents to exchange information in a meaningful and unambiguous way. [Gruber, 1993] Frames and semantic nets are commonly used to represent these relationships. The objects and concepts in a commercial transaction or relationship can be described at many levels. A base ontology covers terms common to all transactions such as those for finance, measurement, and standard contractual conditions. Domain ontology describes objects and concepts within a product category. Individual suppliers or intermediaries can create translation ontologies that relate proprietary terms to the domain ontology. [Keller & Genesereth, 1996] An agent should be able to handle market requests in both surplus and shortage situations. Widemeyer and Lee [1986] describe the ontological requirements for an AI system that can broaden the search to include substitute products in a shortage situation. The system can also apply increasingly stringent criteria to represent the need in a surplus situation. Mukherjee et al [2000] use a similar ontology to reformulate overly specific or overly general queries and to include suggestions of alternate products.

We have indicated that the representation system should be chosen to fit the application domain and that different representations may be required within an e-commerce application. Agents must also be able to communicate with other agents and systems. The Knowledge Sharing Effort (KSE), a project of the University of Maryland
(Baltimore) has contributed in both of these areas, developing the Knowledge Query and Manipulation Language (KQML) and the Knowledge Interchange Format (KIF). [KSE, 1998] KQML provides communications protocols and has been adopted for use in many multi-agent systems, including matchmaking and brokering systems for information retrieval and filtering. KQML specifies the "intent" of the message, based on speech act theory. The message content can be written in any knowledge representation language that is understood by the recipient. [Finin et al, 1994] KIF provides a common representation language for message content. By translating their knowledge into KIF, agents can exchange knowledge even if they have different internal representations and use different programming languages to reason with their knowledge bases. [Bigus & Bigus, 1998]

4. Choice Support

4.1 A Model of Choice

In the real world, the choice problem can be described as interrelated sets of alternatives, criteria and consequences that are processed and analyzed by the decision-maker. [White, 1975] To model the problem (see Figure 3) each alternative can be represented by a set of variables. Parameters are set to represent the selected criteria and any assumptions about the problem situation. A decision model is used to process each alternative, returning a result that represents the consequences of that choice. Prescriptive models compare results and determine the best choice of alternatives, but descriptive models present the results associated with each alternative to the decision-maker.
Figure 3 - A Model of Choice
[adapted from White, 1975]

4.2 Knowledge Bases for Choice Support

What types of knowledge does the real estate agent use in the choice process and how can similar knowledge bases be used by software agents? Table 4 identifies some of the knowledge bases that agents may use to assist in the choice process. The following sections provide explanations and examples of these knowledge bases.

Table 4 – Agent Knowledge Bases for Choice Support

<table>
<thead>
<tr>
<th>Choice Support</th>
<th>Descriptive Knowledge</th>
<th>Procedural Knowledge</th>
<th>Semantic Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes to describe alternatives</td>
<td>Decision models and algorithms</td>
<td>Restructuring</td>
<td></td>
</tr>
<tr>
<td>Decision criteria (weights, thresholds, trade-offs, etc.)</td>
<td>Process and workflow knowledge</td>
<td>Negotiation protocols</td>
<td></td>
</tr>
<tr>
<td>Cases</td>
<td>Negotiating strategies</td>
<td>Transaction protocols</td>
<td></td>
</tr>
</tbody>
</table>
4.2.1 Descriptive Knowledge

Through the search process, a real estate agent has gathered descriptive knowledge of the alternatives - a set of attributes that describe each property. There may also be information about buyers or sellers that will influence the decision process and the agent may use knowledge about market conditions to make reasonable and useful assumptions that help define the problem space. The real estate agent has also collected and refined information about the client’s decision criteria including the relative importance of the various attributes, acceptable trade-offs, and threshold levels on specific attributes.4

Similarly, software agents have access to descriptive information about the alternatives collected through the search process and can ask the decision-maker to weight the importance of attributes or to set threshold levels for various attributes. Some theories of consumer choice argue that buyers often do not know these preferences in advance. [Bettman et al, 1998] These theories support the need for a highly interactive system, where users can see results and vary their criteria in an iterative process.

The complexity of some commercial transactions and relationships arises from the many outside factors that may or may not warrant consideration. Resource limitations, potential risk and reward, goals, time-pressure, and many other factors can change from one transaction to another. In this context, case-based systems that collect a number of
features describing a situation or "case" may be the most effective way to represent the parameters involved in complex purchasing or selling situations.

4.2.2 Procedural Knowledge

A real estate agent is expected to facilitate and assist in decision-making, suggesting different ways of processing information about the alternatives. Experienced agents are likely to have a number of different decision-making techniques that they can match to the situation and the client's individual preferences. A real estate agent often handles transactions where there is more than one decision-maker (such as a husband and wife or a logistics department within a large corporation). An understanding of the information flows and decision-making processes employed within these groups can be used to ensure that the appropriate information is conveyed to each party at each stage in the process. A real estate agent also knows how and when to negotiate.

Theories of consumer choice have developed out of research in economics and psychology. Economic theories of choice assume a perfectly rational decision-maker, able to state clear preferences at the beginning of the choice process. These preferences are used to develop a utility function that can be optimized to form the decision model. Psychological theories of choice have developed out of the belief that humans have limited information-processing capabilities and often use heuristics to reduce the amount of information processing required in decision-making. Heuristic models of decision-

---

4 In the search process the client's profile represented the information needed to identify a set of alternatives. While a search query or profile may indicate something about the way that a choice will be made, it may be important that other parties not be able to determine
making use a series of constraints to eliminate alternatives until a decision can be made
with minimal effort. [Meyer & Kaun, 1991; Bettman et al, 1998]

We can find examples of agents from both of these paradigms. PersonalLogic uses
a heuristic approach [Maes et al, 1999], asking the user to specify both hard and soft
constraints on the attributes describing alternative brands of a product. It eliminates
brands that do not meet the specified hard constraints and presents the remaining
alternatives ranked in order of how they compare on the soft constraints. Tete-a-Tete is
based on a rational model of decision-making [Maes et al, 1999], using weighted-
averages and a utility function to recommend a product choice. Consumers often use a
combination of decision models. [Bettman et al, 1998] In an interactive system, if the
agent is to follow a process that is familiar and recognizable to the user, information may
need to be passed between coordinating agents with different modeling capabilities.

The models of buyer behaviour described above are static models that assume that
a buyer’s choice is independent of previous purchases. Market researchers have also
developed models that represent the dynamic nature of consumer decision-making,
incorporating factors such as learning, loyalty, novelty seeking, or inertia. [Meyer &
Kahn, 1991] Today’s technologies make it possible to collect large amounts of time-
series data for individual consumers. An agent that is able to predict behaviour from
historical purchase information could make timely suggestions based on the loyalty,
inertia or variety-seeking tendencies in that consumer’s behaviour.

the choice criteria from the information request as this could jeopardize future negotiating
strategies.
In a business to business environment, agents can use procedural knowledge to integrate activities within buying or selling organizations. While not an e-commerce application, Bui and Lee’s [1999] crisis management system shows how procedural knowledge can be used to coordinate the activities of specialized agents. Agent systems designed to assist in organizational purchasing may require similar procedural knowledge. Joeris [2000] outlines three approaches to agent-based workflow management: 1) role-based autonomous agents as cooperating actors, 2) reactive, task coordination agents, and 3) mobile agents that migrate a workflow instance to different “service stations”.

Negotiating strategies are procedural knowledge in that they describe a plan of action that can be employed to change the set of attributes describing the alternatives. Simple, one-dimensional (price) time-dependent negotiating strategies have been used by buying and selling agents in an electronic marketplace [Chavez & Maes, 1996]. More sophisticated theories of negotiation can include cooperative and non-cooperative situations and multi-dimensional solution spaces. Negotiating agents must agree to use a common ontology and there must be a way to represent buyer and seller preferences as a utility function. Agents can be preprogrammed with negotiating strategies or equipped with ways to learn effective strategies through techniques such as probabilistic networks or genetic algorithms. [Beam & Segev, 1996]

---

5 See Yu & Schmid [2000] for the link between role-based analysis and agent-based design. Filipe [2000] discusses policies as “normative knowledge” that can represented in role-based agents as “default rules”, reducing the need to negotiate on every action while preserving the agent’s autonomy.
4.2.3 Semantic Knowledge

To assist the decision-maker, a real estate agent is able to select information that the chosen model requires, transform it into the form required, and provide reasonable assumptions about missing information. A real estate agent is also expected to know the “rules” of negotiation, and how to communicate with other parties during the negotiation process in a series of offers and counter-offers. Finally, a real estate agent is expected to be able to communicate the results of a decision so that it can be implemented.

“Restructuring” refers to functions that edit, transform, and infer information so that the chosen decision model can be populated with alternatives. [Coupey, 1994] To restructure information, software agents must rely on an ontology to standardize attribute values, eliminate redundant information, and infer missing information. Restructuring can also be seen as a constructive process. Transforming attribute data into standardized values, eliminating redundant or irrelevant information, and rearranging information, may reveal patterns and regularities that suggest the use of a particular choice model. [Coupey, 1994] The constructive nature of restructuring is another indication that an interactive process may be preferred by the decision-maker. By restructuring and presenting information in different ways, the system can help decision-makers to choose models they are comfortable applying in particular situations.

A negotiation protocol defines the rules for an economic mechanism and the form of communications between parties. Negotiating agents must have knowledge of these rules in order to communicate with systems, other humans, or other agents. While a protocol is defined for a particular environment, individual agents can have different strategies as they act within the environment. Users must ensure that the chosen strategy
is effective with the given protocol [Brenner et al, 1998] and that the strategy cannot be inferred by other parties. [Beam & Segev, 1997] Many electronic auctions allow participants to "instruct" agents that can monitor for certain events and act on their behalf according to the rules defined for the auction.

There are also rules that must be followed to complete a transaction. EDI messages enable systems to exchange information and create contractual agreements between parties in a transaction. Moore [1998] has shown how standard EDI messages can be interpreted in terms of speech act theory. Covington [1998] examines how KQML, based on speech act theory, can provide a way for software agents to exchange similar messages. Both Covington [1998] and Genesereth [1997] suggest improvements or modifications to simple KQML message protocols so that they can convey the level of detail necessary for commerce transactions.

5. Conclusions

We have shown how a DSS approach to software agents leads us towards flexible and interactive systems that accommodate the capabilities of AI systems and adjust to the user’s individual and changing needs. Table 5 summarizes these contributions.

The DSS approach also suggests a classification system according to whether agents support search, choice or interface functions. The techniques used in these functions have different reference disciplines, and agent performance should be measured differently in each function. We have provided examples of the knowledge bases that agents may use to duplicate the services of a human agent in search and choice functions.
Software agents may be an important innovation in how people deal with distributed, complex and ubiquitous systems [Jennings & Wooldridge, 1998] such as those envisioned for e-commerce. While it is desirable to delegate certain activities to such agents, we believe that users will want to retain control of other parts of the process. The boundary between these areas may vary with the user, the task and the situation. How this boundary varies, and how to design systems that accommodate these variations, are important areas for future research.

Table 5 – Contributions from a DSS Approach

<table>
<thead>
<tr>
<th>The DSS approach promotes…</th>
<th>In the development and design of software agents, this accommodates…</th>
</tr>
</thead>
<tbody>
<tr>
<td>… the segmentation of a large ill-structured decision problem into smaller components</td>
<td>… the limited problem domains that AI applications can adequately address</td>
</tr>
<tr>
<td></td>
<td>… the need for different representations and reasoning systems in separate parts of the problem</td>
</tr>
<tr>
<td>… flexible boundaries between the user and the system allowing for many levels of interaction</td>
<td>… the development of trust</td>
</tr>
<tr>
<td></td>
<td>… user learning</td>
</tr>
<tr>
<td></td>
<td>… dynamic situational factors</td>
</tr>
<tr>
<td></td>
<td>… constructive search and choice behaviour</td>
</tr>
<tr>
<td>… an interactive development process with tools that allow the user to adapt and customize the system</td>
<td>… the need for agents to be personalized for each user</td>
</tr>
<tr>
<td>… “usefulness” as a critical characteristic of the system</td>
<td>… the need to consider the voluntary nature of agent use.</td>
</tr>
</tbody>
</table>
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