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Abstract
Indoor optical wireless links offer the potential for high data rates due to the wide and

unregulated bandwidth of the optical spectrum. However, achieving ultra-high data

rates in such systems requires using narrow infrared laser beams to focus optical power

on the receiver. While narrow-beam links can enhance communication performance by

concentrating power more effectively, they are subject to stricter eye safety constraints

that limit the maximum allowable transmit power as the beam becomes narrower. More-

over, narrower beams are more susceptible to misalignment between the transmitter and

receiver, as well as blockage by opaque objects. These factors restrict the mobility

and range of such systems, limiting their adoption in commercial applications. Conse-

quently, considerable research has focused on developing new configurations for indoor

optical wireless links that utilize narrow laser beams to overcome these limitations.

This thesis presents a novel architecture for indoor optical wireless communication,

referred to as the dynamic beam steering (DBS) system, which is designed to localize and

track a mobile user while delivering high average data rates via a single ultra-narrow laser

beam. Different from other indoor infrared communication systems that utilize multiple

narrow beams, the proposed design employs a single emitter and achieves tracking and

coverage through beam steering. Initially, a discrete multistage spiral search approach is

developed to estimate the initial user location with sufficient precision to meet tracking

requirements in the next phase while minimizing delay. Then, a tracking algorithm based

on discrete beam scanning is developed along a circular pattern, enabling the prediction

of the direction of the user movement and ensuring coverage during each scan cycle

without the location information of the user. With a single bit feedback from the user,

this system supports real-time tracking and communications.
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This work proposes a theoretical model for the proposed DBS system, outlining its de-

sign and addressing considerations for tracking user movement while maintaining ultra-

high data rates. Computer simulations show average achievable data rates of up to

10 Gbps over a 1.5 GHz bandwidth for a randomly moving user, and the results are

compared with existing architectures to highlight the effectiveness and simplicity of the

proposed scheme.
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Chapter 1

Introduction

The rapid advancement of digital technologies has driven an unprecedented demand for

ultra-high-speed wireless connectivity [1], [2]. Internet-driven services such as 4K/8K

ultra-high-definition (UHD) video streaming, immersive virtual reality (VR) and aug-

mented reality (AR) applications, holographic telepresence, and multi-access edge com-

puting are pushing existing wireless networks to their limits [3]. Supporting the real-time

operation of these applications requires extremely high data rates, with next-generation

systems targeting capacities beyond 1 Terabit per second (Tbps), particularly in short-

range indoor scenarios such as immersive experiences and ultra-dense access point (AP)

deployments [4]. These requirements are driven by emerging use cases such as ex-

tended reality, holographic communication, and digital twins. These scenarios have been

highlighted by 3GPP under 5G-Advanced and are expected to evolve further in sixth-

generation (6G) wireless systems [5]. Achieving such data rates remains a fundamental

design challenge for future 6G networks [4], [5].

Latency is another vital performance metric in 6G, particularly for time-sensitive and

mission-critical applications. As noted in early 6G vision work [4], end-to-end latencies

below 0.1 ms are essential for high-precision manufacturing and holographic communi-

cation. More recent studies confirm that immersive services such as extended reality,
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telepresence, and the tactile internet demand not only high throughput but also ultra-low

latency to maintain consistent performance and system responsiveness [6]. Meeting these

targets will require advances across the physical, MAC, and network layers, including

edge computing, AI-driven control, and high-speed links.

To address these demands, optical wireless communication (OWC) has emerged as

a promising alternative to radio-frequency (RF) systems, offering ultra-high data rates,

reduced latency, and immunity to RF interference [7]. In particular, indoor OWC using

infrared (IR) laser-based OWC has demonstrated significant potential in delivering multi-

gigabit-per-second (Gb/s) data rates for multi-user environments, such as offices and

conference rooms [1], [2], [8]–[11].

Indoor OWC systems offer low latency not only due to negligible light propagation

delay, but also because their dedicated channels reduce signal processing and queuing

delays, supporting higher throughput. The line-of-sight (LoS) OWC links with narrow

beams exhibit negligible multipath components, unlike RF systems, which typically expe-

rience significant reflections and delay spread in indoor environments. As highlighted by

[12], this results in much shorter channel impulse responses and enables sub-microsecond

latency regimes. Furthermore, OWC links often employ intensity modulation with di-

rect detection (IM/DD), where the transmitted information is carried by modulating

the emitted optical power, and the receiver detects this power as a proportional elec-

trical current [13]. This IM/DD approach yields simpler receiver architectures. These

factors collectively allow OWC to outperform RF systems in latency-sensitive indoor

applications. Moreover, while OWC is immune to RF interference, it remains sensitive

to ambient optical emissions from natural and artificial sources, which must be carefully

managed. On the positive side, optical beams are easily confined within indoor spaces,

allowing for high spatial reuse and isolation that significantly improve spectral efficiency
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[14]. Eye safety is another critical consideration in indoor OWC systems, where opti-

cal transmitters must comply with maximum permissible exposure limits to ensure safe

operation for human occupants [15].

In the following, the fundamental concepts and challenges of indoor OWC systems

are introduced, and the potential of narrow IR beams to achieve ultra-high data rates is

examined, while the critical challenges of user localization, tracking, and beam alignment

are addressed. The objective of this work is to develop a robust and efficient solution for

next-generation indoor OWC systems that can deliver consistent, high-speed connectiv-

ity in dynamic environments.

1.1 Indoor Optical Wireless Communications

OWC offers various advantages over traditional RF communications, including utilizing

the unlicensed optical spectrum, being electromagnetic interference-free, which thus can

coexist with existing RF systems, and the potential to be integrated with indoor illu-

mination systems to reduce the deployment cost and energy consumption. Since optical

signals cannot pass through walls, indoor OWC systems are naturally more secure than

their RF communication counterparts. This makes it possible to have optical devices

that work worldwide without interfering with any other devices.

Indoor optical wireless links are typically short-range, spanning a few meters, and

are categorized based on the light wavelength used, such as visible light communication

(VLC) [16], [17], and IR wireless communication (IRWC) [13]. Fig. 1.1 illustrates the

electromagnetic spectrum, highlighting the optical spectrum, which includes the infrared,

visible, and ultraviolet regions. VLC systems operate in the 400–700 nm range, offering

a bandwidth (BW) of over 320 THz.

VLC systems typically employ wide, diffused beams generated by indoor illumination
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Figure 1.1: Electromagnetic spectrum regions [18, Figure 1]

sources, such as light-emitting diodes (LEDs), which serve the dual purpose of providing

lighting and communication. In contrast, IRWC systems can utilize either narrow or

wide beams but operate independently of visible light, thus providing no contribution

to indoor illumination. Instead, IRWC systems rely on dedicated light emitters, such

as laser diodes (LDs) or vertical-cavity surface-emitting lasers (VCSELs), to establish

communication links.

Data transmission in VLC systems is primarily facilitated by LEDs, which modu-

late light intensity at high speeds without perceptible changes to human vision [19].

This allows VLC systems to achieve impressive data rates, with a single LED capa-

ble of reaching 10 Gb/s using orthogonal frequency division multiplexing (OFDM) [20].

Light Fidelity (LiFi), a bidirectional and fully networked extension of VLC, has further

demonstrated data rates of up to 15.73 Gb/s using off-the-shelf LEDs [21]. The wide

coverage of LEDs enables them to serve multiple users simultaneously, but this can lead

to traffic congestion under high loads. Additionally, high-speed VLC systems rely on il-

lumination being turned on, which may increase power consumption and limit flexibility

in non-illumination scenarios.

IRWC offers a promising alternative to address these limitations. Using narrow IR

beams for user-specific communication reduces traffic congestion and enhances user pri-

vacy by directing the beam solely toward the intended receiver. Furthermore, IR beams
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are energy-efficient due to their high directivity, ensuring that a significant portion of

the transmitted power reaches the user. The low beam divergence of VCSELs improves

spatial reuse and minimizes interference, while their compatibility with array config-

urations enables scalable multi-user support in high-capacity optical wireless systems.

Thus, utilizing VCSEL enables IRWC links to achieve data rates beyond 10 Gb/s and

up to 100 Gb/s in advanced systems [22].

1.1.1 Optical Sources for Indoor OWC

White light LEDs, commonly used in VLC systems, are fundamentally limited by the

slow response of the phosphor layer used to generate white light, restricting their mod-

ulation BW to a few megahertz. Even with advanced equalization techniques, their

effective BW rarely exceeds tens of megahertz, resulting in data rates generally below

100 Mb/s [2], [4], [23]. In contrast, specialized high-speed visible light sources such

as GaN-based micro-LEDs and RGB LED arrays have demonstrated data rates in the

Gb/s range by utilizing high-speed modulation, spectral multiplexing, and advanced

signal processing techniques [20], [21]. Furthermore, standard LEDs in VLC systems

typically exhibit power conversion efficiencies of around 25%–50%, limiting their energy

efficiency in communication applications [24]. Increasing the modulation BW of an LED

typically leads to a reduction in its power conversion efficiency [13].

LDs are more expensive than LEDs but offer several advantages, including much

higher modulation BW typically in the GHz range, and better power conversion efficiency

ranging between 30–70% [13], [25]. LDs are well-suited for high-speed, long-distance ap-

plications such as free-space optics and fiber-optic communication systems. VCSELs,

on the other hand, are solid-state micro-lasers that emit light vertically from the surface

of a wafer in a narrow, cylindrical beam. Fabrication relies on standard microelectronic

processes, and devices are available in both 1-D and 2-D array formats, enabling seamless

integration with on-board components and reducing the complexity and cost of optical
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transceivers [26], [27]. In comparison to edge-emitting LDs, alignment is simpler, and

scalability is enhanced for parallel optical systems. VCSELs offer high modulation BW

exceeding 10 GHz, power conversion efficiencies above 50%, and cost-effective large-scale

manufacturability [28], [29]. These properties make VCSELs particularly attractive for

short-reach applications such as indoor IRWC, LiFi, and high-speed optical intercon-

nects. Despite these advantages, output power and modulation BW are generally lower

than those of high-end LDs, which may constrain performance in long-range or high-

throughput systems [27].

Among the various optical sources reviewed, VCSELs present an attractive trade-

off for indoor IRWC, offering high modulation BW, efficient power usage, and ease

of integration in compact transceivers. Their array-based architecture and alignment

flexibility make them particularly advantageous for dynamic, high-speed short-range ap-

plications. Therefore, a VCSEL is adopted in this work as the IR transmission source at

the transmitter side, aligning with the system’s performance goals and practical deploy-

ment considerations. Fig. 1.2 illustrates the geometry of the IR laser beam emitted by a

VCSEL, where the beam radius ω(L) expands with increasing propagation distance L.

As shown in the figure, the intensity profile follows a Gaussian distribution, meaning that

the optical power is highest at the center of the beam and decreases toward the edges,

resulting in a focused energy concentration around the beam axis. A detailed analysis of

Gaussian beam characteristics is provided in Section 2.2. Narrow Gaussian beams con-

centrate optical power over a smaller area, resulting in higher received signal strength

and improved SNR, which is advantageous for high-data-rate transmission. However, the

reduced beam divergence limits the coverage area, necessitating more precise alignment

between the transmitter and receiver.
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Figure 1.2: Geometry of infrared laser beam from a VCSEL

1.1.2 Classification of OWC Links

OWC links can be categorized based on the geometric relationship between the trans-

mitter and receiver into three main types, including LoS, non-line-of-sight (NLoS), and

diffuse links [13]. Each configuration presents trade-offs in alignment sensitivity, achiev-

able data rates, receiver complexity, and robustness to blockage or mobility. Such factors

influence the signal-to-noise ratio (SNR), defined as the ratio of received signal power to

noise power within the system BW, and widely regarded as an indicator of link quality

and data-carrying capability.

LoS links provide a direct optical path between transmitter and receiver, offering high

coupling efficiency, minimal delay spread, and negligible inter-symbol interference (ISI).

These features make LoS links well-suited for high-speed communication. However, their

performance is highly sensitive to misalignment and obstructions (e.g., human bodies or

furniture), which can result in link outages and limited mobility.

NLoS links rely on diffuse reflections from room surfaces to deliver the optical signal

when a direct path is unavailable. This improves robustness to blockage and enables
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greater mobility, especially in dynamic indoor environments. However, with each re-

flection, a significant portion of the signal is scattered in undesired directions, and in

IR-based systems, the attenuation per reflection is notably higher than in visible light

systems [30], [31]. Common interior wall surfaces, such as painted plaster or wood, typi-

cally reflect around 70% to 85% of visible light [32]. In contrast, the reflectivity of these

materials in the IR range is much lower. For opaque surfaces, the IR reflectivity is about

8% to 11% [33]. As a result, the receiver captures only a small fraction of the emitted

power, leading to higher path loss, increased ISI, and lower SNR compared to LoS links

[34]. Consequently, NLoS links typically support lower data rates and are less suited for

ultra-high-speed indoor IRWC applications.

Reflections in indoor environments can be broadly classified as specular, where light

is reflected in a mirror-like direction, and diffuse, where it is scattered across many an-

gles. NLoS links rely mainly on diffuse reflections from room surfaces to deliver the

optical signal when a direct path is unavailable. This improves robustness to blockage

and enables greater mobility, especially in dynamic indoor environments. However, with

each reflection, a significant portion of the signal is scattered in undesired directions,

and in IR-based systems, the attenuation per reflection is notably higher than in visible

light systems [30], [31]. Common interior wall surfaces, such as painted plaster or wood,

typically reflect around 70% to 85% of visible light [32]. In contrast, the reflectivity of

these materials in the IR range is much lower. For opaque surfaces, the IR reflectivity

is about 8% to 11% [33], reported as a broadband value in the thermal infrared (ap-

proximately 2.5–25 µm). Thus, the exact reflectivity depends on the specific wavelength

within the IR spectrum. As a result, the receiver captures only a small fraction of the

emitted power, leading to higher path loss, increased ISI, and lower SNR compared to

LoS links [34]. Consequently, NLoS links typically support lower data rates and are less

suited for ultra-high-speed indoor IRWC applications.
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Diffuse links distribute light across a wide angle, allowing reception via multiple

scattered paths. This link requires no alignment and is tolerant to user movement,

making it ideal for low-speed applications, such as remote controls. However, it incurs

significant power loss and delay spread, resulting in low SNR and limited support for

high data rates [35].

1.1.3 Indoor OWC Receivers

At the receiver, a photodetector (PD), typically a photodiode, converts incident optical

power into an electrical photocurrent signal [25]. Photodiodes are reverse-biased semi-

conductor devices, commonly made of silicon for operation in the near-infrared range

between 700–1000 nm, offering high speed and low cost. For longer wavelengths (e.g.,

1400 nm and above), compound semiconductor materials such as InGaAs are required

due to the bandgap limitations of silicon. While InGaAs photodiodes offer excellent

sensitivity and high BW, comparable to those used in optical fiber communication sys-

tems at 1550 nm, their use in indoor systems typically increases fabrication cost and

packaging complexity [13], [25]. The responsivity of a PD, defined as the ratio of output

electrical current to input optical power, depends on both the device material and the

operating wavelength. An important spatial parameter of optical receivers is their field

of view (FoV), defined as the angular range over which the receiver can effectively detect

incoming optical signals.

Two widely used PD types are the p-i-n (p-type–intrinsic–n-type) PD and the avalanche

PD (APD) [25]. A p-i-n PD incorporates a large intrinsic layer between the p+ and n+

regions to enhance photon absorption, but its BW is limited by junction capacitance.

This issue is especially pronounced in OWC systems, where large-area detectors are

needed to increase optical collection, leading to reduced BW due to increased capaci-

tance. In contrast, APDs operate under high reverse bias and provide internal electrical
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gain, making them more sensitive in low-light environments typical of indoor IR sys-

tems. This sensitivity improves SNR in IM/DD links, especially when thermal noise

at the preamplifier dominates [13], [25]. However, APDs are more expensive than p-i-n

diodes, require high-voltage biasing, and exhibit temperature-dependent gain. Beyond

PD selection, the overall receiver design impacts system parameters. A compact, high-

performance OWC receiver must efficiently capture and detect incident light with BW of

several hundred megahertz to a few gigahertz and sub-nanosecond response times, as re-

quired for high-speed indoor communication links. For instance, APD has demonstrated

sub-nanosecond time resolution, with response times as fast as approximately 100 ps in

certain implementations [36]. A wide FoV is desirable for mobile users to avoid constant

alignment, but widening the FoV increases vulnerability to ambient light and multipath

interference. Increasing the active area of the PD improves optical power collection and

thus SNR, but also increases junction capacitance, reducing response speed and BW

[37]. This trade-off must be carefully considered when balancing SNR and data rate.

Optical receivers can be broadly classified into two categories, including the receiver

architecture (single-element versus multi-element), and the optical configuration (imag-

ing versus non-imaging) [37]–[39]. Single-element receivers use a single PD and are

cost-effective and compact, but collect all light within their FoV, including ambient and

reflected signals, which increases noise and reduces SNR. Multi-element receivers, such as

angle diversity receivers (ADRs), employ multiple PDs pointed in different directions to

enhance spatial selectivity and reduce interference. These architectures improve coverage

and robustness, particularly in mobile environments, but introduce increased hardware

and signal processing complexity. In terms of optical design, non-imaging receivers (e.g.,

those using compound parabolic concentrators (CPCs)) focus on maximizing optical

power collection without resolving spatial information, offering a wide FoV and high

optical gain with lower sensitivity to alignment errors. Imaging receivers, in contrast,

use lenses to project spatially resolved light onto PD arrays, enabling improved angular
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discrimination and multipath rejection. While imaging systems offer superior SNR and

spatial filtering, precise alignment is required, with increased sensitivity to fabrication

imperfections, as well as higher cost and bulk. Recent high-speed imaging receiver de-

signs have demonstrated >20 Gb/s data rates, but often require complex configurations

with thousands of detectors and lenses [38]. Therefore, the choice of receiver depends

on the application requirements for mobility, alignment tolerance, size, and cost.

Given these trade-offs, this thesis adopts a single-element APD-based receiver. Com-

pared to p-i-n PD, APD offers significantly higher sensitivity due to internal gain, which

is advantageous in the low-power, IR-based indoor scenarios considered here. While

multi-element receivers provide enhanced noise rejection and spatial resolution, increased

complexity, cost, and integration overhead present practical challenges. Such designs

are preferable when system constraints allow for higher design complexity and budget.

However, for the scope of this work, an APD-based single-element receiver provides a

practical and efficient solution that balances performance with system simplicity.

1.1.4 Hybrid Indoor Communication Layout

Fig. 1.3 illustrates an indoor communication scenario that integrates multiple communi-

cation technologies, including IRWC, VLC, and RF systems operating in the GHz band

(millimeter-wave). The figure shows several APs connected via optical fibers, along with

a wireless backhaul IR link between two APs to enable high-capacity data exchange

without physical fiber. Ultra-narrow IR beams are depicted as red lines to represent

their role in high-speed IRWC, although these beams are not visible to the human eye.

VLC transmitters are illustrated using LEDs, while an RF AP is also shown to sup-

port areas where VLC and IRWC coverage may be limited. A reconfigurable intelligent

surface (RIS) is mounted on the wall, implemented in this figure as an array of mirror

elements with independently adjustable orientations to control the direction of reflected

optical beams.
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Figure 1.3: Hybrid indoor wireless communication architecture integrat-
ing optical and RF links, including narrow IR beams for beam steering, an
RIS for IR beam redirection, a dashed line for the wireless IR backhaul, a
fiber backbone interconnecting transmitters, diffuse point-to-point VLC
links, and millimeter-wave RF transmission to provide connectivity where
optical coverage is limited.

In this architecture, VLC employs LED-based transmitters to provide simultaneous

data transmission and illumination. These transmitters communicate with user devices

located within the FoV of the receiver. An RIS can passively perform beam shaping

and steering, allowing it to redirect incident signals and improve coverage, particularly

in NLoS areas [40]. IRWC supports ultra-high data rates for both static and mobile

users, and also enables user localization and tracking through a dynamic beam-steering

algorithm proposed in this thesis.

1.1.5 Constraints and Challenges of OWC

In indoor RF communication, the propagation of multipath signals will cause severe per-

formance degradation and requires a high-complexity receiver design to properly handle

multipath interference. In addition, interference from other users poses a significant chal-

lenge in RF links. Since RF signals easily penetrate walls and other objects, receivers

can inadvertently detect and receive signals from neighboring links. Consequently, RF
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transceivers must be designed to distinguish the desired signal from a background of

interference. In contrast to radio frequency systems, OWC systems (VLC and IRWC)

typically use IM/DD to ensure that transmitted optical signals are real and non-negative.

Here, information is modulated onto the instantaneous optical power at the transmitter,

and a PD converts the received optical power into an electrical photocurrent signal [13].

This approach simplifies transceiver design compared to RF systems. Moreover, the

much shorter wavelength of optical signals compared to the active area of PD effectively

eliminates multipath fading [13]. The PD integrates the received optical waveform over

an area that spans thousands of square wavelengths, providing inherent spatial diversity.

This characteristic mitigates fading and enables both VLC and IRWC links to support

exceptionally high data rates using relatively simple and low-cost hardware.

While IM/DD is widely used in VLC and IRWC due to its simplicity, coherent de-

tection, where both the amplitude and phase of the optical carrier are measured, offers

higher spectral efficiency and potentially greater receiver sensitivity. Although IM/DD-

based OWC systems can also achieve multi-gigabit data rates, coherent detection be-

comes advantageous in scenarios where optical power is limited or where advanced mod-

ulation and multiplexing techniques are employed. For example, system-level studies

have shown that coherent IRWC can support high-speed links with reduced power re-

quirements [41]. A metasurface-assisted coherent system has demonstrated 100 Gb/s

bidirectional transmission over a 2 m indoor link, enabling multiuser communication via

wavelength division multiplexing [42].

One of the constraints of OWC is compliance with eye and skin safety regulations,

which require that the average transmitted optical power remains within safe limits as

defined by established standards [15], [43]. Furthermore, optical signals cannot penetrate

walls or opaque objects. Although this containment improves the security of the link

within a room and reduces interference from external sources, it also introduces the
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risk of signal blockage by objects within the room, including the human body. This

limitation can restrict receiver mobility, as changes in the receiver position may lead

to signal obstruction. Self-blockage by the user is also a significant concern, as the

user movements or presence may block the optical signal. In the context of VLC, a

mathematical model has been proposed to quantify the probability of link blockage

and misalignment in indoor environments, highlighting the significant impact of device

orientation and user-induced obstructions on system performance [44].

One of the challenges in OWC is the impact of intense ambient light from sources such

as sunlight, incandescent bulbs, and fluorescent lighting, which generate high-intensity

shot noise at the receiver. However, the transmitter cannot compensate for this noise

by emitting arbitrary amounts of power due to safety restrictions [13]. In RF systems,

SNR is directly proportional to the received signal power, as it is defined by the ratio

of signal power to noise power within the system BW. In IM/DD optical systems, the

electrical SNR is proportional to the square of the average received optical power [13].

This is because PD converts the incident optical power Popt into an electrical current

I = R ·Popt, where R is the responsivity of PD (in A/W). The electrical signal power is

then proportional to I2 ∝ R2P 2
opt, while the noise is often dominated by thermal or shot

noise, which typically scales linearly with Popt or remains approximately constant. This

implies that a 1 dB increase in received optical power results in an approximate 2 dB

increase in electrical SNR at the receiver. Conversely, a 1 dB decrease in received optical

power leads to an approximate 2 dB reduction in electrical SNR. As a result, OWC links

experience higher path loss compared to RF links [13].

Providing coverage while maintaining high SNR in indoor IRWC systems is partic-

ularly challenging when using narrow beams. Narrow-beam transmission is often em-

ployed in high-speed IR links to concentrate optical power over a small angular range,

thereby increasing received power density, minimizing path loss, and reducing multipath
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interference. However, the same narrow divergence that enables high spatial directivity

and high SNR also makes the system highly sensitive to pointing errors and alignment

mismatches between the transmitter and receiver. In addition, blockage of the signal

by obstacles, such as the human body or other objects in the environment, further

aggravates the problem, limiting mobility and reliability. A rigorous analysis of the

relationship between beam directivity, received power, and SNR, including theoretical

modeling and simulations, is presented in Chapter 2, which quantitatively demonstrates

these trade-offs. These challenges necessitate precise user localization and continuous

tracking to ensure stable and high-performance communication links.

1.1.6 Overview of Beam Steering Technologies

Optical beam steering is a function in IRWC and sensing systems, enabling dynamic

alignment of narrow laser beams without requiring mechanical repositioning of the trans-

mitter or receiver. Various technologies have been developed to implement beam steer-

ing, each offering different trade-offs in speed, precision, cost, and form factor. Tra-

ditional methods include stepper motors [45], and galvanometer scanners [46], which

mechanically rotate mirrors or lenses to redirect the beam. While inexpensive and

relatively easy to integrate, these approaches are limited by inertia, resulting in slow

response times on the order of milliseconds. To overcome these limitations, modern

solutions such as micro-electro-mechanical systems (MEMS) mirrors [47], [48], spatial

light modulators (SLMs) [49], [50], and digital micromirror devices (DMDs) [51] offer

faster scanning with sub-millidegree precision. However, these technologies often involve

increased cost, limited steering range, or discrete angular resolution. Among emerg-

ing solid-state technologies, optical phased arrays (OPAs) represent a highly promising

solution [52]. By electronically controlling the phase of light across an array of nanoan-

tenna elements, OPAs achieve beam steering without any moving parts. This enables

reconfiguration speeds on the order of microseconds or faster, along with a compact,
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CMOS-compatible footprint [52]. Despite challenges such as limited steering angle and

side lobes, recent advances have demonstrated OPAs capable of sub-degree precision

and integration into LiDAR and optical wireless systems [53], [54]. A detailed compari-

son of beam steering technologies, including their performance metrics and use cases, is

presented in Section 2.9.

1.1.7 State-of-the-Art Indoor IRWC Architectures

Recent indoor OWC systems achieve multi-Gb/s rates through the use of beam steer-

ing, VCSEL arrays, and LiDAR-based tracking. While enabling high throughput, these

approaches involve trade-offs in complexity, mobility support, and scalability. This sub-

section reviews notable architectures, analyzing their strengths and limitations for high-

speed indoor OWC networks.

The work in [2], [9], [55], and [56], has demonstrated that beam-steered IRWC can

achieve multi-Gb/s data rates per user by accurately directing narrow IR laser beams

toward mobile devices. In [2], Koonen et al. proposed a high-capacity indoor OWC

system that achieves two-dimensional beam steering of narrow infrared beams using

passive wavelength control, as illustrated in Fig. 1.4. The system uses an 80-port arrayed

waveguide grating router (AWGR), with each port connected to a single-mode fiber

arranged in a 2D grid. Placing this fiber array at the focal plane of a lens allows each

fiber to emit a collimated beam in a unique direction. By tuning the laser wavelength

at the transmitter, the AWGR routes the signal to a different output port, effectively

steering the beam without any mechanical movement. The system demonstrated a per-

beam transmission rate of up to 112 Gbit/s using PAM-4 modulation over distances of

2.5 to 3.4 meters, supported by a receiver with an 18 GHz PD and 8 GHz electrical BW.

When all AWGR ports are active, the aggregate system capacity exceeds 8.9 Tbit/s.

User localization is performed using a mechanically steerable 60 GHz horn antenna at

the transmitter side, which scans the room to detect the uplink signal from the user
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Figure 1.4: Two-dimensional steering of infrared beams using a high-port-
count AWGR, [2, Figure 2]

terminal. The user device is equipped with its own 60 GHz horn antenna for transmitting

this signal. By identifying the direction with the maximum received power, the system

estimates the user position and selects the corresponding laser wavelength to steer the

IR beam toward the user via the AWGR. However, this hybrid IR/RF system requires

complex components such as fiber-linked APs, wavelength tuning, and horn antennas

with mechanical scanning, making practical implementation challenging despite its high

throughput.

In Fig. 1.5 and [57], a LiDAR-assisted indoor IRWC system is proposed, integrat-

ing a frequency-modulated continuous-wave (FMCW) LiDAR for calibration-free user

localization. FMCW LiDAR enables millimeter-level ranging accuracy by continuously

modulating the laser frequency and analyzing the beat frequency of the reflected signal.

The system demonstrated 0.038◦ localization accuracy and achieved error-free on-off

keying (OOK) data transmission at 17 Gbps over a 3 m link, with a maximum rate of

24 Gbps under the forward error correction threshold. However, the localization pro-

cess relies on 3D point cloud reconstruction with offline data processing, introducing

latencies ranging from tens to hundreds of milliseconds, depending on the hardware and

acquisition setup, thereby limiting real-time performance.
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Figure 1.5: Illustration of a LiDAR-assisted IRWC system. The θI is the
scanning field of view of the beam steering apparatus (BSA), and θR is
the receiver FoV at the user end, [57, Figure 1]

In [58], a hybrid optical/RF network architecture is proposed that combines laser-

based optical APs using VCSELs with a WiFi system to provide uplink support and

offload users with poor optical connections [58]. The optical system uses a 2D grid of

VCSELs arranged in an OPA configuration to generate narrow, directional beams aimed

at multiple static users with known locations across the room. The beam direction

and shape are controlled electronically by adjusting the amplitude and phase weights of

individual VCSEL emitters, allowing for precise and simultaneous beam steering toward

multiple users. To reduce multi-user interference and maximize throughput, the system

optimizes these weights to create spatially isolated beams. Multiple optical APs are

uniformly mounted on the ceiling, each covering a small attocell area, and each user is

equipped with a reconfigurable receiver composed of multiple PDs arranged at different

angles to provide angular diversity. Simulation results show that the system achieves a

total downlink sum rate exceeding 50 bits/s/Hz when serving 20 users using the proposed

beamforming approach. However, the study assumes that users are static and does not

address localization, mobility, or real-time tracking.

In [1], [11], [59], the utilization of an array of VCSELs for the transmitter is proposed
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Figure 1.6: Indoor grid-based OWC network utilizing an array-of-arrays
VCSEL for AP, [1, Figure 1]

for indoor OWC systems. In [59], a multiple-input multiple-output (MIMO) OWC sys-

tem is designed using VCSEL arrays to achieve data rates exceeding 1 Tb/s for the

backhaul of 6G indoor wireless networks with a system BW of 20 GHz. Their work fo-

cuses on the trade-off between channel gain and misalignment, and strategies to mitigate

the effects of misalignment with a proposed reassociation method, aiming to effectively

realign PDs with VCSELs. In [11], an atto-cell architecture is proposed, where the room

is divided into small 10 cm × 10 cm cells, and the corresponding transmitter element is

activated based on the localized position of the user. The cell size is determined by the

selected beam divergence, with a total of 2500 VCSELs deployed to ensure full coverage

in a 5 m×5 m×3 m room. Achieving higher data rates requires narrower beams, leading

to smaller cells and an increased number of VCSELs, which adds complexity and intro-

duces localization delays, especially for moving users. Notably, narrower beams restrict

coverage to a single user per beam, making multi-user support challenging. This system

thus involves a trade-off between beam coverage, received SNR, the number of cells, and

the processing delay associated with the beam activation mechanism.

In [1], as illustrated in Fig. 1.6, the authors propose a double-tier AP design using an
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array-of-arrays configuration, where each AP consists of 225 VCSELs arranged as a 3×3

grid of 5 × 5 sub-arrays. This design forms a dense grid of narrow, fixed-direction in-

frared beams, each capable of delivering multi-Gb/s data rates, and collectively enabling

seamless room-wide coverage. On the receiver side, non-imaging ADRs are employed to

enhance spatial selectivity. To manage the interference arising from such dense beam

deployment, a static beam clustering strategy is introduced, where neighboring beams

are grouped into fixed clusters. Within each cluster, the study compares non-orthogonal

multiple access (NOMA) and orthogonal frequency-division multiple access (OFDMA)

for user multiplexing, while space division multiple access (SDMA) is used as a baseline,

where beams operate independently. The system is evaluated in a static indoor scenario

with 100 randomly placed users. The results show that the proposed clustered beam

deployment can achieve a total data rate of up to 15 Gb/s in the covered region using a

2 GHz system BW, outperforming the SDMA baseline under the same conditions.

1.1.8 Localization and Tracking in Indoor Environments

Indoor localization has become a critical enabler for a wide range of 6G applications,

including smart environments, human-device interaction, and industrial automation.

Accurate and low-latency positioning is also central to the broader vision of integrated

sensing and communications (ISAC), where the same infrastructure supports both wire-

less communication and environmental awareness [60], [61]. Within this context, indoor

OWC systems can greatly benefit from precise localization and tracking to optimize

narrow IR beam pointing, thereby improving link reliability, data rates, and energy ef-

ficiency. This subsection reviews existing indoor localization and tracking approaches

and their limitations, which motivate the design choices proposed in this work.

Localization of users in indoor environments can be performed using radio-based po-

sitioning technologies such as WiFi, Bluetooth, or radio frequency identification (RFID).

However, Bluetooth and WiFi systems typically achieve localization accuracies in the
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range of 2-5 m and 1-7 m, respectively [62]. These methods fall short in applications that

demand fine-grained spatial resolution. In emerging optical wireless systems, particularly

those utilizing tightly confined IR, precise user positioning is critical to ensure reliable

beam alignment and maintain a high SNR. In such contexts, localization accuracy on

the order of a few centimeters is required, which conventional radio-based approaches

cannot support. Visible light positioning (VLP) algorithms, including received signal

strength (RSS), time difference of arrival (TDOA), and angle of arrival (AOA), provide

centimeter-level accuracy with relatively low implementation cost compared to RF-based

systems [63]. However, these methods rely on visible light transmitters, which may be

unsuitable for applications limited to infrared sources.

The receiver in VLP systems typically falls into one of two categories, including

PD-based systems and image sensor (IS)-based systems. PD-based VLP systems offer

low latency but are highly sensitive to device orientation, which degrades positioning

accuracy when the orientation of the user is not fixed. In contrast, IS-based VLP systems

are more robust to device rotation but face challenges in real-time applications due to

high computational latency. For example, Lin et al. [63] report an average processing

delay of approximately 44 ms on embedded platforms when using convolutional neural

networks for image-based localization. In addition, when image data must be transmitted

to a server for remote processing, communication delays further increase the overall

response time. Moreover, in many conventional VLP systems, there is no dedicated real-

time feedback channel from the receiver to the APs for localization purposes. As a result,

users often need to transmit their estimated location to the infrastructure, which can

introduce additional latency, especially in systems relying on centralized processing [11].

Consequently, since VLP systems rely on illumination devices and uplink communication

channels, this makes them unsuitable to support ultra-high-speed IR-based systems that

demand low-latency and precise position information to support narrow beam links

[11]. Therefore, to implement a narrow IR beam communication system, an alternative
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localization and tracking method is needed.

In some systems, hybrid localization approaches combine RF or ultrasound signals

for coarse user localization, followed by optical beam alignment for high-speed com-

munication [64], [65]. For example, the system in [2] employs 60 GHz directional RF

signals between steerable horn antennas to estimate the user position. This approach

uses the well-established capabilities of millimeter-wave sensing for angular localization

and avoids the need for real-time uplink transmission in the optical domain, which may

not be reliable due to the narrow beam and limited FoV. However, relying on external

RF components increases system complexity and cost. Alternatively, simpler techniques

such as using received optical power feedback or narrow beam uplink signaling can enable

real-time tracking without additional RF hardware.

The work in [57] further demonstrates the integration of FMCW LiDAR with an

IRWC for high-precision user localization and gigabit-per-second data transmission. The

system achieves millimeter-level ranging accuracy and an angular localization error as

low as 0.038◦, enabling precise beam alignment. While the approach eliminates the need

for system calibration, it relies on 3D point cloud reconstruction and object detection

techniques for tracking, which introduce processing delays due to the frame-by-frame

nature of data acquisition. Although frame rates up to 30 Hz have been demonstrated

using fast wavelength-swept sources, achieving consistent real-time tracking in dynamic

environments with user mobility remains challenging. At 30 Hz, a new position is up-

dated every 33 ms, which may be insufficient for fast-moving users or fine-grained beam

tracking required in IRWC systems. The implementation requires specialized hard-

ware, including a wavelength-swept tunable laser source, a blazed diffraction grating, a

rotating mirror for 2D beam steering, and high-speed acquisition modules such as bal-

anced PDs and oscilloscopes, which increase system complexity compared to camera- or

retroreflector-based localization techniques [57].
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Beam searching in indoor OWC systems involves rapidly identifying the optimal

beam direction to align a narrow optical beam with a potentially mobile receiver. Tra-

ditional approaches assign discrete addresses to each beam direction and transmit them

using packet-based communication that includes headers, synchronization bits, and error

correction codes, introducing significant overhead and increasing localization delay. In

contrast, [66] proposes a faster method that continuously transmits a pseudo-random bit

sequence generated by a linear feedback shift register (LFSR), where each subsequence

uniquely encodes a beam position. The receiver only needs to detect a short segment

of this stream to determine alignment, eliminating the need for full packet decoding or

synchronization and thus reducing search latency. As shown in Fig. 1.7, the system scans

the coverage area AC using a beam of area AB, with resolution AR = AB, resulting in

approximately AC
AB

= 168,000 scanning positions for AC = 16.8 m2 and AB = 1 cm2. In

the analysis, it is assumed that the time required to redirect the beam from one position

to the next is negligible compared to the symbol duration. Specifically, a modulation

rate of fmax = 100 MHz is considered, corresponding to a bit duration of Tb = 10 ns.

This implies that the beam can be swept across all positions while transmitting the

LFSR stream without pausing at each location, making the scan appear continuous.

Under these assumptions, their approach achieves a total localization delay of approx-

imately 25 ms to localize the receiver across the full coverage area, significantly faster

than traditional stop-and-wait, packet-based methods.

An alternative localization approach is presented in [67], where IR camera networks

are used to track users based on reflective markers or active IR LEDs. While this method

offers high accuracy and real-time performance, it requires dense camera deployment,

raising implementation cost and potential privacy concerns due to constant user moni-

toring.

In [11], the authors propose a user localization and beam activation scheme for indoor
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Figure 1.7: Example of the wide laser beam scanning system proposed in
[66], where the LD scans the coverage area AC using a step-wise beam
pattern of resolution AR = AB .

OWC systems using a ceiling-mounted VCSEL array. The coverage area is divided

into multiple square cells, each served by a VCSEL beam directed at the center of its

corresponding cell, as shown in Fig.1.8. All VCSELs transmit test signals simultaneously,

and the beam serving the user is activated based on the RSS at PDs co-located with

each VCSEL. Two uplink feedback methods are explored for beam activation. The first

uses a passive corner-cube reflector (CCR) placed near the receiver to retroreflect the

incident light back to its source. This provides immediate feedback with latency in

the order of a few microseconds with negligible power consumption. However, CCR-

based feedback is not reliable under random device orientation, since the retroreflected

signal may no longer return to the source beam, making detection at the transmitter

inconsistent; thus, the need for omnidirectional CCR designs is highlighted. The second

approach employs an omnidirectional transmitter (ODTx) at the user side. An artificial

neural network (ANN) model at the AP side estimates the serving beam index based on

the RSS measured at the ceiling PDs. This approach is well-suited for low-speed users

with random orientation devices. However, for high-speed users, the delay introduced

by the ANN processing (approximately 30 ms) could cause the location information to

become outdated, potentially causing the AP to lose track of the user. While both
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Figure 1.8: Cellular architecture with VCSEL array based on [11]

tracking methods proposed in [11] reduce the complexity and cost compared to IS-based

systems (e.g., [9], with 44 ms latency), their scalability is limited. As cell sizes shrink,

the number of VCSELs and PDs increases, leading to higher processing overhead and

longer delays, especially for fast-moving users. For example, in a 5 m × 5 m room with

10 cm× 10 cm cells, 2,500 VCSELs and an equal number of co-located PDs are required

to fully cover the area. Moreover, reducing beam divergence can theoretically increase

the received SNR and data rate by concentrating more optical power within a smaller

area. However, in this cellular system, the beam width must be sufficient to cover the

entire cell (10 cm × 10 cm), and therefore cannot be reduced beyond a certain point

without causing coverage gaps. This constraint limits the potential gains from narrower

beams and places trade-offs on system design and achievable data rates.

1.1.9 Beam Divergence Control and Adaptive Optics

While the VCSEL itself has a fixed initial divergence determined by its cavity design,

external optics can reshape the beam profile. Tunable beam expanders and motorized

zoom lenses can physically vary optical magnification to adjust divergence from narrow

angles (e.g., 0.4◦) to wider angles (up to 10◦) within a single system [68]. Electrically

tunable liquid lenses enable dynamic focal length control without moving mechanical
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parts [69], while MEMS-based mirrors and optical systems allow rapid beam steering

and divergence adjustment through micromechanical actuation [70]. Such adaptive op-

tics technologies are widely used in fields like automotive LiDAR to support zoom and

variable divergence operation [71], and can be integrated with a single VCSEL source in

optical wireless AP designs to switch flexibly between beams with different divergence

angles.

1.2 Research Objective and Problem Statement

In this thesis, a novel approach is proposed for localization, tracking, and communication

in indoor OWC systems based on dynamic beam steering (DBS). Unlike prior grid-based

schemes such as [11] and [1], which rely on dense arrays of VCSELs to statically cover

the room, or fiber-based architectures such as [2], which require optical backplanes (i.e.,

AWGR, fiber arrays) and a UWB RF link for uplink feedback, the proposed design uses

a single VCSEL and a beam steering device per user. While this introduces the cost and

integration effort of a per-user steering mechanism, it eliminates the need for large-scale

static emitter deployment and enables precise beam alignment to a single PD, allowing

the transmitted power to be tightly focused on the receiver. This leads to stronger

received signals and improved spectral efficiency per user. Overall, the proposed scheme

offers a trade-off between hardware complexity and communication performance.

1.3 Contribution of the Thesis

To support centimeter-level user localization and efficient tracking with a single IR beam,

this thesis proposes a two-phase approach that includes a multi-stage spiral beam search-

ing for initial detection balancing delay, accuracy, and computational efficiency, followed

by real-time tracking using a dynamic circular beam steering pattern with a one-bit

uplink feedback mechanism. Fig. 1.9 illustrates the proposed system, which combines
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these two stages to achieve reliable user localization and tracking. In this scheme, a ded-

icated beam steering device is required for each VCSEL beam to dynamically control its

direction during both phases, with one beam allocated per user. Moreover, the AP is as-

sumed to support dynamic adjustment of beam divergence during the localization phase

while using a fixed divergence in the tracking stage. The proposed localization phase is

designed as a general approach, with accuracy, delay, number of beam divergences, and

stages all selectable to suit different room dimensions. Although a fixed beam divergence

can be used for both localization and tracking phases, using adjustable beam divergence

during localization improves performance by reducing delay and increasing accuracy.

In Fig. 1.9, two separate beams are shown for localization and tracking to highlight

their distinct roles. In the proposed scheme, however, a single beam performs both

localization and tracking for each user. For simplicity, the user position lies on a fixed XY

plane and is equipped with a single PD. It is assumed that each user can respond with a

1-bit acknowledgment (ACK) through a low-latency (i.e., fewµs) uplink upon detecting a

test signal from the AP. A detection threshold is derived based on the minimum received

power required for reliable signal detection. Once the user is localized, the AP switches

to tracking. During this stage, the AP steers the beam through predefined positions

along a circular path centered at the last estimated user location. At each position, the

AP transmits a test signal with a narrow IR beam. If the beam enters the PD FoV and

the received power exceeds the detection threshold, the user responds with an ACK;

otherwise, the AP moves to the next position after a fixed time step. Upon receiving

an ACK, the AP transmits the data signal during that time step before moving to the

next position on the circular pattern. After completing a full cycle, the AP updates the

circle center based on the ACK responses, enabling continuous user tracking and data

transmission with a single steerable beam.

In contrast to existing methods that rely on high BW uplinks [2], or 3D vision-based
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Figure 1.9: Dynamic beam steering strategy for indoor OWC for local-
ization, tracking, and communication

systems [57], the proposed system operates using only one bit ACK signal from the user.

It eliminates the need for RSS-based comparison, as in [11], and avoids upstream data

transmission. Additionally, unlike [66], which encodes beam spot positions using pseudo-

random address codes and requires maintaining a large set of addressable locations,

the proposed system eliminates the need for address codes by dynamically steering a

single beam to the user. The system also avoids the need for interference management

techniques such as orthogonal multiple access or beam scheduling, as required in [1], since

only one narrow beam is activated per user with no overlapping coverage. However, these

advantages come at the cost of requiring a beam steering device for each VCSEL serving

a user, along with the ability to adjust the beam divergence as needed.

Simulation results show that the proposed system achieves sub-centimeter localization

and tracking accuracy using a single VCSEL and beam-steering device, with localization

delay adjustable in the µs−ms range depending on the steering step time. This exceeds

the performance of [11], which only resolves the user position to a 10 cm×10 cm grid cell

(centimeter-level) using 2,500 VCSELs. Comparative simulations demonstrate that the

proposed DBS setup achieves higher data rates, averaging 10 Gbps for a single user with
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random movement using a single PD with 1.5 GHz BW, compared to the cellular-style

architecture in [11], which achieves approximately 6 Gbps under the same conditions.

Moreover, eye-safety constraints are addressed by limiting transmit power per beam to

safe exposure levels. Specifically, results demonstrate that the proposed DBS approach

achieves a higher data rate using approximately 10 mW per beam, compared to prior

work such as [11], which relies on 60 mW per VCSEL with broader beam divergence.

The proposed DBS scheme inherently introduces channel fading due to the lack of

exact knowledge of the instantaneous location of PD. Instead, the AP maintains a coarse

estimate of the user position with centimeter-level accuracy and continuously steers

the beam across a circular pattern to maintain alignment and update the estimated

position of the user. This uncertainty leads to variations in received power as the beam

periodically moves in and out of the PD FoV. Nevertheless, the sufficient localization

and tracking accuracy achieved by the proposed method enables the use of a narrow IR

beam with a divergence on the order of a few centimeters.

For multi-user scenarios, the system dynamically assigns a separate beam to each user

for independent spiral-based localization and circular tracking. This eliminates the need

for dense VCSEL arrays or static emitter grids and enables a fully cell-free indoor OWC

architecture. Each beam operates independently, making the system scalable without

requiring centralized beam coordination or resource partitioning.

1.4 Thesis Structure

Chapter 2 provides an overview of the indoor IR OWC channel and transceiver de-

sign. Key topics include Gaussian beam properties, eye-safe limits, optical modulation

techniques, optical receiver design, the IM/DD channel model, and receiver noise consid-

erations. Additionally, the effect of beam radius on the maximum eye-safe transmission

power and the resulting received SNR is analyzed.
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Chapter 3 introduces the DBS system, including the analytical framework for the pro-

posed spiral search algorithm and the dynamic discrete beam-steering tracking mecha-

nism. The chapter discusses spiral search localization, maximum delay, and localization

error as metrics for evaluating localization accuracy, supported by simulation results.

It also presents the discrete beam-steering algorithm, including tracking pattern selec-

tion, discrete spot step waiting time optimization, and determining the number of spot

positions per cycle, along with their impact on tracking accuracy and average data rate.

Simulation results and performance trade-offs of DBS scheme are presented in Chap-

ter 4. Furthermore, the cellular architecture and an ideal tracking method are discussed

as benchmarks to compare the DBS system performance under user movement models,

demonstrated through Monte Carlo simulations.

Chapter 5 concludes the thesis, summarizing key findings and proposing potential

directions for future research.
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Chapter 2

Indoor Optical Wireless System

This chapter focuses on the fundamental aspects of indoor OWC serving as prior knowl-

edge before proposing the DBS design in Chapter 3, beginning with the system model,

the characteristics of Gaussian beams emitted by VCSELs, and the impact of eye-safety

constraints. It then covers the geometry of the pointed beam and the received power.

The architecture of the optical receiver, along with receiver noise, is discussed. The

chapter further examines the signaling and modulation scheme used in this work, the

effect of beam width on received SNR and data rate, and, finally, the role of uplink

feedback mechanisms.

2.1 System Model

For the balance of this work, consider a typical room where the AP is located at the

center of the ceiling and the receiver (i.e., PD) is assumed to lie on the horizontal XY

plane at z = 1 m (with −2.5 m ≤ x ≤ 2.5 m and −2.5 m ≤ y ≤ 2.5 m), yielding a vertical

separation of h = 2 m. This height reflects the typical placement of handheld or desktop

devices in indoor OWC models and is widely used as a prototypical scenario to ensure

realistic link-budget analysis in room-scale OWC systems [72]. The user is considered

vertically upward and its normal vector is nRx = (0, 0, 1) [m]. Moreover, the footprint of
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Figure 2.1: Indoor OWC system model with IR beam pointed to the user

the Gaussian beam, which represents the beam spot, is shown in the figure. In the next

section, we discuss the propagation of the Gaussian beam from the VCSEL source and its

characteristics, including the beam waist, divergence angle, and intensity distribution.

2.2 Gaussian Beam

Single-mode VCSELs that are considered as the optical source in this study, emit light

in the fundamental transverse electromagnetic mode (TEM00), producing a Gaussian

intensity profile in the transverse plane [73, Ch. 3]. In this profile, the optical power is

highest at the beam spot center and decreases exponentially with the square of the radial

distance from the center. To analyze the propagation characteristics of the Gaussian

beam, it is essential to first introduce the concept of wavefronts. A wavefront is an

imaginary surface that connects all points in a medium where the wave is at the same

phase of oscillation. It is always perpendicular to the direction of wave propagation.

When waves travel a large distance from their source, the wavefront can appear flat

over a small region, forming what is known as a plane wavefront. The wavefront of the

Gaussian beam is planar at the beam waist, but it expands as it propagates. The radius
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Figure 2.2: Geometry of Gaussian beam propagation

of curvature of the wavefront at a distance d from the source, and with laser operational

wavelength of λ, can be described from [73] as

R(d) = d

1 +
(
πω2

0
λd

)2
 , (2.1)

where ω0 is initial waist radius. The radius of the beam spot at a distance d from

the source, is defined as the distance from the center of the beam to the point on the

transverse plane. Thus, the effective beam radius at distance d is given by [73, Ch. 3]

ω(d) = ω0

√
1 +

(
d

dR

)2
, (2.2)

here, dR represents the distance at which the beam radius ω(dR) has expanded to
√

2ω0,

indicating that the beam radius has increased by a factor of
√

2. Fig. 2.2 illustrates

the propagation of a Gaussian beam emitted by a VCSEL, characterized by a beam

radius ω(d) at a distance d and a half-angle beam divergence θ. In the far field, the

circular-shaped beam spot is the base of a cone with its vertex positioned at the center

of the beam waist.
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In (2.2), dR is defined as the Rayleigh range, and the beam spot area is twice that of

the initial beam waist. The dR can be described as [73, Ch. 3]

dR = πω2
0

λ
. (2.3)

When d = dR,

d = πω2
0

λ
, ω(d) =

√
2ω0 . (2.4)

For 0 ≤ d < dR,

ω0 >

√
dλ

π
, and ω0 ≤ ω(d) <

√
2ω0 . (2.5)

When 0 ≤ d≪ dR,

ω(d) ≈ ω0 . (2.6)

For d≫ dR (i.e., ω0 ≪
√

dλ
π ), from (2.2), ω(d) can be approximated as

ω(d) ≈ ω0
d

dR
= λd

πω0
. (2.7)

Fig. 2.3 illustrates the relation between the beam waist radius ω(d) at a propaga-

tion distance d = 2 m and the initial waist radius ω0, based on (2.2). For this figure,√
dλ/π ≈ 9.93 × 10−4 m when λ = 1550 nm. In subfigure (a), where ω0 ≪

√
dλ/π, the

beam exhibits strong diffraction spreading, indicating far-field behavior dominated by

divergence. In contrast, subfigure (b) corresponds to the regime ω0 ≫
√
dλ/π, where

the beam maintains a nearly constant radius over the distance d, representing near-field

propagation.

The half-angle divergence of the beam, θbeam, at a distance d≫ dR is given by

θbeam = arctan
(
ω(d)
d

)
≈ ω(d)

d
≈ λ

πω0
. (2.8)
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Figure 2.3: Beam waist radius at d = 2m vs initial beam waist based on
(2.2) for λ = 1550 nm; (a) for ω0 ≪

√
dλ
π ; (b) for ω0 ≫

√
dλ
π

Thus, the initial beam waist can be rewritten as

ω0 ≈
λ

πθbeam
. (2.9)

The spatial distribution of a Gaussian beam along its propagation axis is characterized

by its intensity profile in the transverse plane, which describes the optical power per

unit area at a given point perpendicular to the direction of propagation. Following [73,

Ch. 3], the intensity distribution of a Gaussian beam at a distance d from the beam

waist is given by

I(ρ, d) = I0

(
ω0
ω(d)

)2
exp

(
− 2ρ2

ω2(d)

)
, (2.10)

where ρ =
√
x2 + y2 is the radial distance from the beam spot center in the beam spot

plane as demonstrated in Fig. 2.2. The peak intensity of the Gaussian beam for a

given distance d is at ρ = 0, and continuously diminishes as ρ increases. The maximum

intensity is at (ρ = 0, d = 0), which is I0 and can be determined as described in the

following.

The total optical power of the beam at a distance d from the source is obtained by
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integrating the optical intensity over any transverse plane located at that distance [73,

Ch. 3]

P =
∫ ∞

0

∫ 2π

0
I(ρ, d) ρ dρ dϕ

=
∫ ∞

0
I(ρ, d) 2πρ dρ

= I0

(
ω0
ω(d)

)2
2π
∫ ∞

0
ρ exp

(
−2ρ2

ω2(d)

)
dρ

(2.11)

⇒ P = I0

(
ω0
ω(d)

)2
2π ω

2(d)
4 = 1

2I0 .(πω2
0) (2.12)

⇒ I0 = 2P
πω2

0
. (2.13)

Therefore, the power carried by the beam is independent of distance d, and is equal

to half of the peak intensity times the beam area, where the beam area is defined as

Abeam = πω2(d). Accordingly, P can be replaced by the transmit optical power of the

source in the room in Fig. 2.1, Pt. As a result by replacing (2.13) in (2.10) it follows

that

I(ρ, d) = Imax exp
(
− 2ρ2

ω2(d)

)
= 2Pt
πω2(d) exp

(
− 2ρ2

ω2(d)

) [
W

m2

]
. (2.14)

The ratio of the total power at distance d contained within a circle of radius ρ0 in the

transverse plane to transmit power is given by [73, Ch. 3]

1
Pt

∫ ρ0

0
I(ρ, d) 2πρ dρ = 1− exp

(
−2ρ2

0
ω2(d)

)
. (2.15)

Considering a circle of radius ρ0 = ω(d), the ratio of power is

P ′

Pt
= 1− exp

(
−2ω2(d)
ω2(d)

)
= 1− e−2 = 0.86, (2.16)

hence 86% of the total transmitted power is concentrated within a circle of radius ρ0 =

36



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

ω(d), while nearly 99% of the power is enclosed within a circle of radius 1.5ω(d) [73,

Ch. 3]. One way to quantify the width of a function is by measuring its width at a

specified fraction of its maximum value [73, App. A]. A widely used metric for this

purpose is the full width at half maximum (FWHM), which represents the width of the

function at half of its peak value. The angular width at which the intensity drops to

half of its peak value is referred to as the FWHM of the intensity, denoted by θFWHM.

The relation between beam divergence half-angle, θbeam, and θFWHM can be formulated

as follows.

From Fig. 2.2, tan(θbeam) = ω(d)/d, and tan(θ) = ρ/d, where 0 ≤ θ ≤ θbeam, thus

the Gaussian beam intensity profile in (2.14) can be rewritten in angular space as

I(θ) = Imax exp
(
− 2ρ2

ω2(d)

)

= Imax exp
(
− 2 (tan(θ) d)2

(tan(θbeam) d)2

)

= Imax exp
(
−2
( tan(θ)

tan(θbeam)

)2)
.

(2.17)

At θFWHM, the intensity drops to half of its maximum; therefore, I(θFWHM/2) = Imax/2.

Hence θFWHM can be derived as

Imax
2 = Imax exp

(
−2
(tan(θFWHM/2)

tan(θbeam)

)2)
. (2.18)

By taking natural logarithm, θFWHM can be found as

ln 1
2 = −2

(tan(θFWHM/2)
tan(θbeam)

)2
(2.19)

⇒ tan
(
θFWHM

2

)
=

√
ln(2)

2 tan(θbeam)

=

√
ln(2)

2
ω(d)
d

(2.20)
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⇒ θFWHM = 2 tan−1

√ ln(2)
2

ω(d)
d


= 2 tan−1

√ ln(2)
2

ω0
d

√
1 +

(
dλ

πω2
0

)2
 .

(2.21)

When d = dR, the expression becomes

θFWHM = 2 tan−1

√ ln(2)
2

ω0
√

2
d

 , where ω0 =
√
λd

π
. (2.22)

For d≫ dR, tan
(
θFWHM

2

)
≈ θFWHM

2 , and according to (2.8),

θFWHM ≈ 2

√
ln(2)

2
λ

π ω0
. (2.23)

As a result

ω0 ≈
λ
√

2 ln(2)
π θFWHM

. (2.24)

Thus, for d ≫ dR (i.e., ω0 ≪
√

dλ
π ), (2.7) can be rewritten as a function of θFWHM and

distance from source d as

ω(θFWHM, d) ≈ d θFWHM√
2 ln(2)

. (2.25)

Fig. 2.4 illustrates the relation between the initial waist radius ω0, θFWHM and the

beam radius ω(d) at distance d = 2 m from the source with operational wavelength of

1550 nm. The curve corresponds to θFWHM, is obtained from (2.21), while the curve

for ω(d) is computed using (2.2). The minimum of two curves is identified respectively

and occurs at ω0 =
√

λd
π . The minimum value occurs at ω0 = 0.99 mm and for θFWHM

is 0.047◦, whereas for ω(d) is 1.40 mm. The results demonstrate that there is a lower

bound on achievable beam divergence at a given propagation distance due to diffraction.

Specifically, even with ideal optical design, the divergence angle θFWHM, and beam radius

ω(d), cannot be reduced below approximately 0.047◦, and 1.40 mm respectively at d =
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Figure 2.4: Variation of the initial beam radius ω0 with respect to θFWHM
and beam radius ω(d) at distance d = 2 m and operational wavelength of
1550 nm; The blue curve represents θFWHM as a function of ω0 and red
curve shows ω(d) as a function of ω0

2 m for a wavelength of 1550 nm.

2.3 Eye-Safety Constraints

IR signals can pose risks to the human eye and skin, necessitating power restrictions

to ensure safety. International laser safety standards, such as IEC 60825-1 [74], de-

fine maximum permissible exposure (MPE) levels, which are derived from the limits

recommended by the International Commission for Non-ionizing Radiation Protection

(ICNIRP) [75]. The MPE specifies the highest level of laser radiation to which the eye

or skin can be exposed without harmful effects and serves as the basis for determining

safe emission thresholds and product classifications.

The source size is often described using its angular diameter, measured from the

point where the source is observed. This angular subtense defines the size of the optical

image formed by a focusing system, such as the eye. The smallest spot size that can be

focused onto the retina is characterized by the minimum angular subtense, defined as
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αmin = 1.5 mrad [15]. Even if the source has an angular subtense smaller than 1.5 mrad,

the retinal spot size cannot be reduced below 1.5 mrad due to diffraction and scattering

effects. Retinal thermal exposure limits depend on the angular subtense of the apparent

source via the factor C6, defined as

C6 = α

αmin
= α

1.5 mrad , (2.26)

where the unit of α is mrad, and its values are constrained between αmin and αmax =

100 mrad. An apparent source with an angular subtense below αmin is classified as a

small source. For α < 1.5 mrad, C6 = 1, which can be disregarded. For large sources,

where α > 100 mrad, C6 = 66.6. Consequently, if the MPE is 1 mW for an exposure

duration of 0.25 s, multiplying the MPE by the area of the aperture results in a limit

that remains 1 mW for small sources (α < 1.5 mrad). In the case of large sources, the

exposure limit increases, reaching up to 66.6 mW [15].

The exposure level at a distance d, Eexp(d), is the ratio of average optical density

(irradiance) on the pupil with diameter da, to pupil area. From (2.14), the cornea

exposure level at a distance d can be written as

Eexp(d) = 1
π(da/2)2

∫ da
2

0
I(ρ, d) 2πρ dρ

= 1
π(da/2)2

∫ da
2

0

2Pt
πω2(d) exp

(
− 2ρ2

ω2(d)

)
2πρ dρ

= Pt
π(da/2)2

(
1− exp

(
− d2

a

2ω2(d)

))
. (2.27)

The MPE represents the maximum permissible level of laser radiation that does not

pose a hazard to the eyes or skin, with its value determined by the wavelength and

the exposure duration. The most hazardous position (MHP) is defined as a position

of 10 cm from the source, the standardized distance at which the eye is at greatest

risk of exposure because it can accommodate and focus the beam onto the retina most
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Table 2.1: MPE for different texp for 700 nm < λ < 1050 nm [15]

Exposure duration texp MPE value
texp < 100 fs 1.5× 109 × C4 W m−2

100 fs− 10 ps 1.5× 10−4 × C4 J m−2

10 ps− 1 ns 2.7× 104 t
3/4
exp × C4 J m−2

1 ns− 18µs 0.005× C4 J m−2

18µs− 10 s 18 t3/4
exp × C4 J m−2

Table 2.2: MPE for different texp for 1050 nm < λ < 1400 nm [15]

Exposure duration texp MPE value
texp < 100 fs 1.5× 1010 × C7 W m−2

100 fs− 10 ps 1.5× 10−3 × C7 J m−2

10 ps− 1 ns 2.7× 105 t
3/4
exp × C7 J m−2

1 ns− 18µs 0.005× C7 J m−2

18µs− 10 s 90 t3/4
exp × C7 J m−2

effectively, producing the highest retinal irradiance [15]. Accordingly, the exposure level

at dmhp = 10 cm, Eexp(dmhp), must be less than MPE at a certain exposure duration

texp [15], i.e.,

Eexp(dmhp) ≤ MPE (texp) (2.28)

As a result, using (2.27), and (2.28), the maximum eye-safe transmit optical power

Pt,max, can be calculated as

Pt,max (texp) = π d2
a MPE (texp)

4
(

1− exp
(
− d2

a

2ω2(dmhp)

)) . (2.29)

MPE values for the retina for texp < 10 s for a single exposure within the wavelength

range of 700 nm < λ < 1050 nm, and 1050 nm < λ < 1400 nm, are demonstrated in

Table. 2.1, and 2.2 respectively [15]. Note that MPE values are specified for both pulsed

and continuous-wave lasers as a function of exposure duration [15]
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Table 2.3: MPE for different texp for λ > 1400 nm [15]

Wavelength Exposure duration MPE

1400–1500 nm 1 ns–1 ms 1000 J m−2

1 ms–10 s 5600 t0.25
exp J m−2

1500–1800 nm 1 ns–10 s 10 000 J m−2

1800–2600 nm 1 ns–1 ms 1000 J m−2

1 ms–10 s 5600 t0.25
exp J m−2

2600–106 nm 1–100 ns 100 J m−2

100 ns–10 s 5600 t0.25
exp J m−2

where C4, and C7 can be calculated as

C4 =



1 for λ < 700 nm

100.002(λ−700) for 700 nm ≤ λ < 1050 nm

5 for 1050 nm ≤ λ < 1400 nm

(2.30)

C7 =



1 for λ < 1150 nm

100.018(λ−1150) for 1150 nm ≤ λ < 1200 nm

8 for 1200 nm ≤ λ < 1400 nm.

(2.31)

For the operational wavelength of λ > 1400 nm, and exposure duration between 1 nm

and 10 s, the MPE values are shown in Table. 2.3 [15]. Table 2.4 presents the limiting

apertures used to average irradiance or radiant exposure for comparison with the MPE

values for the eye. Since 1 Watt = 1 J/s, the MPE values in Jm−2 must be divided by

texp to be converted to Wm−2.

Figures 2.5, and 2.6, compare maximum eye-safe transmit power for wavelengths

850 nm, and 1550 nm respectively based on parameters in Table. 2.5. For an operational

wavelength of 850 nm, the maximum eye-safe power is much less than that permitted at

1550 nm. In this work, as is the case in most indoor high-speed optical wireless links, a
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Table 2.4: Limiting apertures for different spectral regions [15]

Spectral region Limiting eye aperture diameter da
180–400 nm 1 mm
400–1400 nm 7 mm
≥ 1400 nm–0.1 mm 1 mm for texp ≤ 0.35 s

1.5 t3/8
exp mm for 0.35 s < texp ≤ 10 s

3.5 mm for texp ≥ 10 s
0.1–1 mm 11 mm

Table 2.5: Simulation parameters for Fig. 2.5 and Fig. 2.6, [15], [11].

λ = 1550 nm λ = 850 nm
Exposure duration, texp [s] 0.35 to 10 10 to 103 10−3 to 10 10 to 103

MPE, EMPE [W m−2] 104/texp 1000 18 t0.75
exp C4/texp 10C4C7

Aperture diameter, da [mm] 1.5 t3/8
exp 3.5 7 7

wavelength of 1550 nm is selected due to the wide availability of mature telecommuni-

cation components and equipment at this band. Furthermore, the maximum allowable

eye-safe transmit power at 1550 nm is significantly higher than at 850 nm for the same

θFWHM, which directly translates into a higher received SNR at the receiver. Note also

that, smaller beam width, i.e., θFWHM, results in lower maximum allowable eye-safe

transmit power. For example, at 1550 nm, the maximum allowable eye-safe power is

9.62 mW for θFWHM = 0.5◦, whereas for θFWHM = 6◦, it is 129.13 mW.

2.4 Optical Receiver Architecture

2.4.1 Avalanche Photodetector

As discussed in Chapter 1, this work adopts an APD-based receiver architecture for its

superior sensitivity in low-power, IR-based indoor environments, benefiting from internal

gain that enhances signal detection. For simulation purposes, a specific APD model is

selected, namely the indium gallium arsenide (InGaAs) APD (G8931-10) [11], [76]. This

device operates over 950 nm–1700 nm with peak sensitivity at 1550 nm, matching the
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Figure 2.5: Maximum eye-safe transmit optical power for different θFWHM
at 850 nm and distance dmhp = 10 cm
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Figure 2.7: Spectral response of the Hamamatsu G8931-10 InGaAs APD
measured at an internal gain of M = 10 and ambient temperature of
25 ◦C. Digitized and reproduced from [76].

chosen optical source, as illustrated by its digitized spectral response in Figure 2.7.

The receiver BW is inversely proportional to the capacitance of APD [11] and can be

computed from

BW = 1
2πRF CT

, (2.32)

where CT is APD capacitance, and RF is transimpedance amplifier feedback resistor.

Since the APD terminal capacitance CT increases with the detector area, higher area

devices exhibit higher capacitance and therefore reduced BW. As a result, there is a

trade-off between the PD area and its BW. For a small-area PD with high bandwidth,

an optical concentrator can be used at the receiver to collect optical power and improve

the received SNR. The internal gain of APD, denoted as GAPD, can improve SNR. The

SNR improvement by the APD is limited by receiver noise and is less than G2
APD [77].

The APD parameters are summarized in table 2.6 [11], [76].
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Table 2.6: APD parameters used in the system [11], [76]

Parameter Symbol Value
Bandwidth BW 1.5 GHz

Spectral response range – 950 to 1700 nm
Peak sensitivity wavelength λ 1550 nm

Effective area of APD Aeff π × 0.25× 0.25× 10−4 m2

Receiver FOV Ψc 60◦

Gain of APD GAPD 30
Responsivity RPD 0.9 A/W
Laser noise RIN −155 dB/Hz

Terminal capacitance CT 0.7 pF
Feedback resistor RF 151.58 Ω

2.4.2 Receiver Noise

The receiver noise is composed of three factors, including thermal noise, shot noise, and

relative intensity noise (RIN) [11]. The thermal noise arises from the random thermal

motion of charge carriers in a resistor and is directly proportional to temperature T .

The power spectral density (PSD) of thermal noise is defined as [13]

Sthermal (f) = 4KBT

RF
, (2.33)

where KB is the Boltzmann constant, T is the absolute temperature in Kelvin.

The shot noise arises from the inherent randomness of photon arrivals, with the

average arrival rate being determined by the incident optical power. For an APD, the

PSD of the shot noise is expressed as [11]

Sshot(f) = 2 q G2
APD FARPD (Pr + Pn) , (2.34)

where q is electron charge, GAPD is APD internal gain, RPD is responsivity of PD, Pn is

average ambient power, Pr is received optical power, and FA is excess noise factor which
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is given by [11]

FA = kAGAPD + (1− kA)
(

2− 1
GAPD

)
, (2.35)

where 0 < kA < 1 is a dimensionless parameter. It is important to note that when

Pn ≫ Pr, the shot noise can be considered to be dependent solely on the ambient light

power and is therefore independent of the signal.

The RIN is a type of noise primarily caused by fluctuations in the transmitted optical

power of the VCSEL. These fluctuations arise mainly due to variations in the laser cavity

and instabilities in the laser gain. The variance of the resulting photocurrent fluctuations

at the APD can be expressed as [78]

σ2
I = (RPD Pr rI)2 , (2.36)

where the parameter rI quantifies the noise level in the optical signal and is defined as

r2
I =

∫ ∞

−∞
RIN(f) df, (2.37)

here, RIN(f) denotes the power spectral density (PSD) of the relative intensity noise

(RIN). Note that rI is the inverse of the transmit optical power [11]. For a receiver with

limited BW, the integral above should be computed over the receiver BW. For simplicity,

it is assumed that RIN(f) remains constant across the entire BW, i.e., RIN(f) = RIN

[11]. Thus, the PSD of the RIN is expressed as

SRIN(f) = RIN (RAPDPr)2 . (2.38)

Consequently, the total noise power at the receiver can be derived as

σ2
n = BW

(4KB T

RF
+ 2 q G2

APD FARPD (Pn + Pr) + RIN (RPD Pr)2
)
. (2.39)
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Table 2.7: Noise parameters [76]

Parameter Symbol Value
Boltzmann constant KB 1.38× 10−23 J/K

Temperature T 298 K
Elementary charge q 1.602× 10−19 C

Average ambient power Pn 47µW [13], [76]

The noise parameters at 1550nm are summarized in Table 2.7.

2.5 Geometry of Pointed Beam and Received Power

The geometry of the Gaussian beam pointed to the PD of the receiver is illustrated

in Fig. 2.8. According to the figure, the beam center is pointed towards the lo-

cation (xs, ys, 1) [m] and has an angle of θ with respect to the Z axis which is θ =

cos−1
(

h√
x2

s+y2
s

)
, where h = 2 m. Furthermore, the vector between AP and PD is de-

noted by dRx = R⃗x − T⃗ x where T⃗ x = (0, 0, 3) [m], and R⃗x is the position vector of

the user. Note that for perfect pointing, (xs, ys) = (xrx, yrx). The AP normal vector

is nTx = dT x
||dT x|| , where dTx = ||dTx|| = ||dRx|| cos(φ), and || · || is norm of a vector.

Moreover, ρ = ||dRx|| sin(φ), and cos(φ) = nT x.dRx
||dRx|| . The beam radius at distance ||dTx||

from AP can be written from (2.2) as

ω(dTx) = ω0

√
1 +

(
λ dTx
πω2

0

)2
, (2.40)

where ω0 can be calculated from (2.24). The Gaussian beam intensity can be obtained

using (2.14) as

I(ρ, dTx) = 2Pt
πω2(dTx) exp

(
− 2ρ2

ω2(dTx)

)
, (2.41)

where dρ is the distance from AP to the (x, y) point on the beam spot along the beam

axis as shown in Fig. 2.8, and Pt is maximum eye-safe power which can be obtained

from (2.29). Assuming the beam spot intensity is uniform over the effective PD area,
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Figure 2.8: Illustration of the Gaussian beam directed towards the receiver

Aeff (which is common in many previous studies [11], [38], [79]), the received optical

power for APD can be approximated as [11]

Pr(ρ, dTx) = I(ρ, dTx)AeffGAPD cos (ψ) rect
(
ψ

Ψc

)
= 2 cos(ψ)PtAeff GAPD

π ω2(dTx) × exp
(
−2(||dRx|| sin(φ))2

ω2(dTx)

)
rect

(
ψ

Ψc

)
,

(2.42)

where GAPD is APD gain, ψ is the received beam incident angle with respect to PD

normal vector, thus ψ = cos−1
(
nRx . (−dRx)

||dRx||

)
, Ψc is receiver FoV, and a logic function is

defined as rect
(
ψ

Ψc

)
= 1 for 0 ≤ ψ ≤ Ψc and zero otherwise. In (2.42), as the beam

spot size increases, especially at greater distances from the AP where the spot widens,

the variation in intensity across the detector area becomes more significant. For nar-

rower beam divergence, the intensity distribution is more tightly focused, resulting in a

larger fraction of the beam power being captured by the PD. Consequently, the uniform-

intensity approximation becomes closer to the exact integration over the detector area.

For comparison, the exact calculation of the received power is provided in Appendix B.
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2.6 Signaling and Modulation

Modulation techniques used in conventional RF systems are generally not directly appli-

cable to OWC because the optical intensity must remain non-negative, and the transmit-

ter output is subject to average optical power limits for eye safety and power efficiency.

Consequently, specialized modulation schemes have been developed for OWC systems

to satisfy these constraints. Among these, orthogonal frequency division multiplexing

(OFDM) is attractive for its ability to handle channel distortion and to support high data

rates. OFDM divides the data stream into multiple parallel subcarriers with overlap-

ping spectra that remain mathematically orthogonal, ensuring separation at the receiver

without interference [80]. By converting a frequency-selective fading channel into multi-

ple flat subchannels, OFDM reduces ISI and simplifies equalization to a per-subcarrier

gain adjustment. This design achieves high spectral efficiency. In OWC, DC-biased op-

tical OFDM (DCO-OFDM) ensures the transmitted signal is real and positive to meet

IM/DD requirements by adding a DC bias. These features, along with adaptive mod-

ulation on individual subcarriers to match channel conditions, make OFDM well-suited

for high-data-rate indoor OWC systems [59], [80].

The overall processing flow for DCO-OFDM in an OWC system is illustrated in

Fig. 2.9. The diagram shows how the transmitter maps data to symbols and allocates

them to subcarriers with Hermitian symmetry, ensuring the time-domain signal is real-

valued. A DC bias is then added to make the signal positive before transmission. At the

receiver, the PD captures the optical intensity, the DC bias is removed, and the subcarrier

data is demapped to recover the original data stream. The total number of OFDM

subcarriers is m ∈ {0, . . . ,Ms − 1}, where Ms is positive integer and even. The signals

must be positive, thus X(0) = X(Ms/2) = 0, and real, therefore, X(m) = X∗(Ms−m),

for m ̸= 0, where (·)∗ is complex conjugate operator [81]. Therefore, the effective of

subcarriers carrying information are Ms = {m | m ∈ [1,Ms/2 − 1],m ∈ N}, where

50



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Figure 2.9: Block diagram of the DCO-OFDM-based OWC system

N is set of natural numbers. For a DCO-OFDM signal, the DC bias xDC is defined

as xDC = κ
√
Pelec, where Pelec is the electrical power, and κ is a conversion factor.

Choosing κ = 3 ensures that less than 1% of the signal samples are clipped, making

the clipping noise negligible [82]. This value is based on modeling the DCO-OFDM

time-domain signal as approximately Gaussian distributed (as shown in [83]). For a

Gaussian distribution, setting the DC bias to three times the standard deviation places

over 99% of the probability mass above zero, resulting in negligible clipping distortion.

The detailed proof is provided in Appendix A.

The received SNR of the user for each effective subcarrier m can be denoted as

SNRm = (RPDPr)2

(Ms − 2)κ2σ2
n
, m ∈ {1, 2, . . . , Ms

2 − 1}, (2.43)

where Pr is given in (2.42), and σ2
n is the total noise power for each subcarrier [11].

In this work, the VCSEL-based optical wireless channel is modeled as a time-varying

IM/DD channel with additive white Gaussian noise (AWGN). Perfect channel state in-

formation (CSI) is assumed at both the transmitter and receiver, enabling instantaneous

tracking of channel variations caused by user motion. The front-end is operated with

DC biasing to satisfy the non-negativity requirement of intensity modulation, with the

bias level chosen to limit clipping distortion as previously discussed. Under this design
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condition, the channel can be approximated as parallel AWGN subchannels, and follow-

ing the Shannon capacity for a given channel realization, the instantaneous user rate is

given by [84]

R =
Ms

2 −1∑
m=1

BW

Ms
log2 (1 + SNRm) (2.44)

=

(
Ms
2 − 1

)
Ms

BW log2

(
1 + (RPDPr)2

(Ms − 2)κ2σ2
n

)
. (2.45)

The noise variance expression in (2.46) follows directly from the general receiver noise

model presented in Section 2.4.2 [(2.39)], with the total bandwidth BW replaced by the

per-subcarrier bandwidth BW/Ms to account for the Ms OFDM subcarriers. Thus, the

total noise power for each subcarrier at the receiver is given by [11]

σ2
n = BW

Ms

(4 kB T

RF
+ 2 q G2

APDFARPD (Pn + Pr) + RIN (RPDPr)2
)
. (2.46)

To select the number of subcarriers, Ms, the effect on the data rate in (2.45) is first

investigated. From (2.46), the noise variance per subcarrier scales as 1/Ms since the

total thermal, shot, and RIN power is distributed across all subcarriers. Substituting σ2
n

from (2.46) into the SNR expression yields

SNR = (RPDPr)2

(Ms − 2)κ2σ2
n

(2.47)

= Ms

(Ms − 2) ·
(RPDPr)2

κ2BW (Sthermal(f) + Sshot(f) + SRIN(f)) , (2.48)

demonstrating that the per-subcarrier SNR remains approximately independent of Ms

for large Ms. Therefore, increasing the number of subcarriers does not significantly

reduce the per-subcarrier SNR but improves the spectral efficiency prefactor Ms/2 − 1
Ms

,

which approaches its asymptotic limit of 0.5 as Ms increases at the cost of increased

system complexity, and potentially greater sensitivity to synchronization and phase noise
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impairments.

The choice of Ms in VCSEL-based DCO-OFDM systems can be guided by emerging

standards in OWC. IEEE 802.11bb, the recently released LiFi specification, adapts the

OFDM framework from traditional WiFi for operation over optical carriers, supporting

data rates from approximately 10 Mb/s up to 9.6 Gb/s in the near-infrared band [85].

In this work, the scalable OFDM parameterization of IEEE 802.11ax is taken as a

practical reference point, consistent with prior LiFi simulation studies that explicitly

employ Ms = 128 subcarriers [86], [87], thereby ensuring a balance between spectral

efficiency, subcarrier spacing, and implementation complexity.

2.7 Effect of Beamwidth on Received SNR and Rate

From Fig. 2.8, by selecting θ = 0, the beam is directed vertically downward, as illustrated

in Fig. 2.10. This beam is referred to as the central beam and has the shortest distance

between the AP and the user plane (i.e., at (x, y, 1 m)), resulting in the highest received

power. In this case, dTx = h, and ρ is replaced by r, which denotes the distance between

the beam center and the user location, defined as r =
√

(xs − xrx)2 + (ys − yrx)2, where

(xs, ys) and (xrx, yrx) are the beam center and the user location, respectively according

to the figure. Since the central beam is aimed at the center of the XY plane, (xs, ys) =

(0, 0), leading to r =
√
x2
rx + y2

rx. Furthermore, for the vertically downward central

beam, the angles satisfy cos(φ) = cos(ψ) = h√
h2+r2 , sin(φ) = r√

h2+r2 , and the distance

between the AP and the user is ||dRx|| =
√
r2 + h2. As a result, (2.42) can be rewritten

as

Pr(r) = 2PtAeff GAPD
π ω2(h)

h√
h2 + r2

exp
(
− 2r2

ω2(h)

)
. (2.49)

Hence SNR from (2.43) can be express as

SNR(r) =
(

2RPD PtAeff GAPD

π ω2(h)
√
M − 2 κσn

)2

.
h2

h2 + r2 . exp
(
− 4r2

ω2(h)

)
. (2.50)
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Figure 2.10: Illustration of the central beam vertically downward towards
the user (θ = 0)

Fig. 2.11 presents a three-dimensional illustration of the data rate distribution on

the XY plane at z = 1 m above the floor for the central beam. The beam is oriented

vertically downward toward the center (xs, ys) = (0, 0), while the user location is swept

over the XY plane at z = 1 m. For each θFWHM, the maximum eye-safe transmit power

is determined using (2.29). Specifically, for θFWHM = 1◦, 4◦, and 6◦, the corresponding

maximum transmit powers are 10.25 mW, 60.18 mW, and 129.13 mW, respectively. The

simulation parameters are provided in Tables 2.6, 2.7. The received power for each

θFWHM is calculated using (2.49), the noise variance is obtained from (2.39), and the

data rate is computed via (2.45), assuming M = 128 subcarriers for DCO-OFDM. It

can be observed that the maximum data rate occurs when the user is positioned at

(0, 0, 1 m), representing the shortest distance between the access point and the user on

the XY plane at z = 1 m. The figure also illustrates the trade-off between maximum

data rate and coverage area for a fixed beam direction. Additionally, a lower θFWHM

achieves higher data rates with reduced eye-safe transmit power, but results in a smaller
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Figure 2.11: 3D plot of data rate distribution on the XY plane at z = 1 m
for different θFWHM values at 1550 nm. The central beam is directed ver-
tically downward (fixed). User locations are swept over the XY plane at
z = 1 m, with received power and data rate computed from (2.49) and
(2.45), respectively. For θFWHM = 1◦, 4◦, and 6◦, the corresponding max-
imum eye-safe transmit powers are 10.25 mW, 60.18 mW, and 129.13 mW,
respectively.

coverage area. Larger θFWHM results in higher allowable eye-safe transmitted power.

This is because a higher θFWHM leads to a larger ω(dmhp) in (2.29), resulting in a higher

Pt,max.

Using the same simulation parameters from Tables 2.6 and 2.7, with the central beam

directed vertically downward toward (xs, ys) = (0, 0) and the user located at (0, 0, 1 m)

above the floor, the AP–to–user distance is set to 2 m. The transmit power varies up

to the maximum eye-safe level for each θFWHM. Figure 2.12 illustrates the relationship

between the achievable data rate and transmit power for different θFWHM values. From

this figure, it can be observed that a narrower beam enables higher data rates with lower

transmit power. As θFWHM increases, the data rate approaches a constant value slightly

above 6 Gbps. Therefore, employing a wider beam results in significantly higher power

consumption, but provides coverage over a larger is (according to Fig. 2.11).
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Figure 2.12: Rate vs transmit optical power until maximum allowable
eye-safe power for different θFWHM values

For the same simulation setup as in Fig. 2.12, except with the transmit power set to

the maximum eye-safe level computed from (2.12) for each θFWHM, Figures 2.13 and 2.14

show the variations of SNR, data rate, and ω(h) as functions of θFWHM (computed from

(2.21)). In Fig. 2.13, θFWHM varies from near zero to 0.4◦. It is observed that both SNR

and rate do not change significantly for θFWHM < 0.2◦. Moreover, the maximum SNR

and data rate are shown in the figure. The maximum SNR occurs at θFWHM = 0.047◦

which is 53.76 dB, whereas maximum rate is 13.19 Gbps. θFWHM = 0.047◦ corresponding

to the maximum directivity as shown in Fig. 2.4. This result follows directly from

(2.50), where the narrow divergence (minimum ω(h)) yields the highest received power

and thus the peak SNR in the evaluated scenarios. It is interesting to note that given

this θFWHM, the ω(h) is 1.4mm. Furthermore, in Fig. 2.14, SNR and rate are not

significantly changing for θFWHM ≥ 6◦.

To achieve higher data rates, potentially approaching the Tb/s range, the system

design must simultaneously address both BW and spatial multiplexing. One approach is

to employ a receiver with substantially larger BW; for example, increasing the BW from
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Figure 2.13: System performance, (a) SNR in dB, and (b) data rate in
[Gbps] as function of θFWHM ≤ 0.4◦, with ω(h) shown on the right y-axis

Figure 2.14: System performance, (a) SNR in [dB], and (b) data rate in
[Gbps] as function of θFWHM ≤ 10◦, with ω(h) shown on the right y-axis

1.5 GHz to 20 GHz expands the number of channel uses per second. In the simulated

system, shot noise is the dominant impairment, and its variance grows proportionally

with BW, thereby reducing the SNR. It should be emphasized that increasing BW does

not unconditionally improve capacity. While BW appears linearly in the capacity ex-

pression (see (2.45)), the concurrent SNR reduction introduces a fundamental trade-off

between power-limited and bandwidth-limited operating regimes. For the simulated
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scenarios considered here, the multiplicative effect of increasing BW yields a net capac-

ity gain, but this behavior is not general and must be interpreted within the specific

operating regime of the system. Additionally, deploying multiple PD elements and mul-

tiple VCSEL transmitters in a MIMO configuration enables parallel data streams while

maintaining eye safety per beam. This approach divides the total power across multiple

narrower beams, each remaining within eye-safe limits but collectively delivering much

higher aggregate throughput. For example, Kazemi et al. demonstrated a 64× 64 indoor

optical wireless MIMO system using VCSEL arrays with 20 GHz bandwidth at 850 nm

wavelength, with AP-to-receiver distance of 2 m, achieving nearly 3 Tb/s while ensuring

eye-safe operation for each channel [59].

2.8 Uplink Feedback

Efficient user tracking requires frequent and low-latency updates of the user location at

the AP. Without such feedback, the AP cannot accurately steer or adjust its narrow

optical beams toward the moving user, which would result in beam misalignment and

degraded communication performance. In practice, there are many ways to realize this

uplink feedback channel, including using an RF link with low-rate signaling (for example,

one-bit beam presence feedback), optical retroreflectors (CCR designs as discussed in

Section 1.1.8), or dedicated ODTx at the user side. Each approach has trade-offs in

terms of complexity, cost, power consumption, and orientation sensitivity.

A CCR is a passive optical device that reflects incident light back toward its source

with minimal scattering, but only within a limited range of incident angles (for example,

effective up to approximately 30◦ in the design studied in [88]). A CCR enables feedback

by returning a portion of the AP optical test signal along the incoming path with latency

on the order of a few microseconds. This occurs because the beam spot size at the

CCR location is typically much larger than the CCR itself, so only the portion of the
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beam incident on the CCR aperture is retroreflected. This passive reflection eliminates

the need for an active uplink transmitter or dedicated illumination equipment on the

user device. However, a single CCR is sensitive to the device orientation because it

only retroreflects effectively when its reflective face is approximately aligned with the

incoming beam [11]. To mitigate this limitation, an omnidirectional CCR design can

employ multiple CCR elements arranged in different orientations to maintain reflection

performance even as the user device orientation changes [11]. Moreover, in [10], Koonen

et al. implemented circular retroreflective foils (approximately 4 cm diameter) containing

embedded arrays of miniature CCR elements to enable device localization via beam

reflection. This design reflected part of the narrow, steered optical beam directly back

to the transmitter with minimal scattering and a small lateral offset, enabling precise

round-trip detection. Each 4 cm diameter foil included a central 3 cm hole allowed for the

placement of the downstream optical receiver without blocking the localization return

path.

The ODTx feedback for uplink to assist AP for tracking is proposed in [11], and ODTx

was initially proposed in [89]. The ODTx architecture is demonstrated in Fig. 2.15 where

the uplink signal sent from ODTx can be detected from the AP detector. It is shown in

[89] that using six orthogonal infrared LEDs with ϕ1/2 = 45◦ forms an omnidirectional

transmitter, where ϕ1/2 is transmitter semi-angle at half power [13]. Moreover, since the

uplink and downlink operate on distinct wavelengths, users can simultaneously transmit

data on the uplink and receive data on the downlink without interference.

2.9 Optical Beam Steering Hardware Solutions

Multiple technologies are available for implementing IR beam steering, ranging from

low-cost rotating optics to high-precision MEMS mirrors and SLMs. Each technology

offers a trade-off between cost, speed, precision, and complexity. In this section, the
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Figure 2.15: UL feedback with ODTx according to [11], and [89]

main beam steering solutions, along with their specifications, are described.

The simplest approach to beam steering is using stepper motors with rotating mirrors.

In this method, a stepper motor rotates a mirror or lens to steer the beam. Each step

corresponds to a discrete angular displacement, allowing for both continuous and discrete

steering. The angular resolution depends on the motor precision (e.g., 1.8◦ per step, or

finer with microstepping). Low-cost modular systems, such as those based on NEMA

23 stepper motors, are available in the $50 to $300 USD range [90]. Alternatively, off-

the-shelf motorized stages, like the MOR-100-30 from Optics Focus, offer integrated

control with improved mechanical stability, as illustrated in Fig. 2.16 [91] with a cost of

$280 USD. For higher-precision tasks requiring sub-microdegree resolution and excellent

stability, high-end motorized rotation stages from established optics manufacturers are

commonly employed [45]. For example, some models can achieve angular resolution

down to 0.0005◦ with appropriate microstepping and encoder feedback, though the stages

are significantly more expensive ($3,300–$5,750 USD) [45].

Another solution is a galvanometer scanner, which rotates a small mirror in response
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Figure 2.16: Motorized rotation stage (MOR-100-30) by Optics Focus
with 360° range, 30mm aperture, and microstepping support for beam
steering [91].

to an input voltage, enabling beam steering at speeds of several kHz with sub-millidegree

precision. These systems are compact, reliable, and well-suited for applications requir-

ing faster scanning rates. A representative example is shown in Fig. 2.17 [46]. However,

galvo-resonant scanners are more expensive than stepper motors, with costs typically

ranging from $3,000 to $15,000 USD [46], [92]. The main limitation of galvanometer

scanners is their restricted rotation range, usually limited to±20◦. The controller for rep-

resentative galvo-resonant systems (e.g., Thorlabs LSK-GR08/12) accepts 90–264 VAC

and is rated at 120 VA (max)1, with the galvo motor drawing up to 2.4 A average

and 8.0 A peak. Some standalone galvo drivers require ±24 VDC supplies at a few

amperes [46], [92].

MEMS mirrors represent a cutting-edge solution for compact, high-speed, and high-

precision beam steering [47], [48]. These devices employ microelectromechanical systems

to tilt or rotate a mirror, allowing for sub-millidegree precision at speeds up to 10 kHz.

A representative device is the GVS012 dual-axis MEMS mirror from Thorlabs, shown
1Volt-amperes (VA) measure apparent power, which is the product of RMS voltage and RMS current

without accounting for the phase angle between them. In practice, the actual power consumed in watts
is lower when the power factor is less than one. Thus, “120 VA max” indicates the upper limit of the
apparent power draw of the supply, not necessarily the real power dissipated.
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Figure 2.17: Thorlabs LSK-GR08 galvo-resonant scanner and controller
for fast beam steering applications [46].

in Fig. 2.18 [93], which offers sub-millidegree angular precision, scanning speeds up

to 10 kHz, and is priced at approximately $20,000 USD depending on configuration

and driver options. MEMS mirrors are well-suited for advanced optical communication

systems, including LiDAR and spiral scanning, as they can achieve sub-millidegree posi-

tioning accuracy with scanning frequencies up to 10 kHz in a compact, solid-state form

factor without macroscopic moving parts. Their small moving mass enables bidirectional

scanning with minimal mechanical wear and long service lifetimes. Compared to step-

per motors and galvanometers, MEMS devices offer smaller physical size, higher angular

precision, and the ability to implement complex two-dimensional scan trajectories.

For applications requiring high flexibility in beam shaping or dynamic control of

light, SLMs and liquid crystal on silicon (LCoS) devices are commonly used [49], [50].

These systems manipulate the phase or amplitude of coherent light, typically from laser

sources, enabling precise beam shaping and steering in applications where wavefront
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Figure 2.18: Thorlabs GVS012 dual-axis MEMS mirror and controller
system for high-speed optical beam steering [46].

control is critical. A representative device is the EXULUS-HD4, which provides a high-

resolution 1920× 1200 pixel grid for shaping a laser beam, where each pixel can change

the beam phase with 256 levels of precision, and the entire pattern can be updated 60

times per second, enabling dynamic optical control in real-time applications, as shown

in Fig. 2.19 [94]. The device is priced at approximately $20,000 USD. While SLMs and

LCoS systems can achieve phase modulation resolutions of π/128 to π/256 radians per

pixel and angular beam steering steps on the order of 0.05-0.5 mrad in the far field, their

update rates are generally slower than MEMS mirrors, ranging from a few Hz to 1 kHz.

The angular pointing resolution for Gaussian beam steering in the far field is determined

by the ratio of the optical wavelength to the clear aperture size [95]. For a wavelength of

1550 nm and a typical active aperture width of 10-20 mm, the smallest achievable beam

deflection is on the order of 0.08-0.15 mrad, corresponding to sub-milliradian steering

steps. Costs for these devices vary widely, from $13k to $20k USD [49], depending on

resolution and modulation capabilities.

Digital Micromirror Devices (DMDs) offer a high-speed approach to beam steering

using arrays of micro-scale mirrors that tilt in discrete angular steps, typically ±12°,
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Figure 2.19: Thorlabs EXULUS-HD4 phase-only spatial light modulator
with 1920×1200 resolution, optimized for 1550 nm applications [94].

to redirect light. In beam steering applications, a pulsed or continuous laser source

illuminates the DMD, and rapid switching of the mirror array patterns can create pro-

grammable diffraction gratings, enabling discrete steering angles with control over the

direction and intensity of the output beam. For instance, the TI DLP5500 DMD can

switch binary patterns at up to 5 kHz and grayscale patterns at 500 Hz when operated

with the DLPC200 controller [51]. The micromirror array provides a tilt range of ±12◦,

with far-field steering precision determined by the array size (1024×768 micromirrors

at 10.8 µm pitch), corresponding to a diffraction-limited angular step of approximately

0.15 mrad at 1550 nm. The DLPLCR55EVM evaluation module has a typical electrical

power consumption of ∼ 30 W and is priced at approximately $700 USD. A representa-

tive image of the module is shown in Fig. 2.20. Low-cost DMD modules ($100) support

simple steering, while industrial-grade systems employing evaluation boards or complete

optical engines can cost over $10,000 USD [96].

Rotating optics with prisms or Risley prisms offer another option for beam steering.

These systems are mechanically simple and can steer beams continuously or discretely

by rotating a pair of wedge prisms. A representative example is shown in Fig. 2.21,

where the TECHSPEC Risley Prism Mount from Edmund Optics (part #33-431) ac-

commodates 25 mm diameter prisms with wedge angles up to 26°. This configuration
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Figure 2.20: TI DLPLCR55EVM evaluation module featuring the
DLP5500 DMD (0.55′′ diagonal chip with a resolution of 1024×768 mi-
cromirrors, each spaced 10.8µm apart and capable of tilting ±12°), capa-
ble of up to 5kHz mirror switching for high-speed beam steering applica-
tions [51].

allows for angular beam deflection over a wide range, with a typical precision of tens to

hundreds of microradians, depending on the motorization and alignment accuracy. How-

ever, mechanical constraints limit the dynamic response to around 20–30 Hz, making it

slower than MEMS or DMD-based systems. The cost of such a setup is approximately

$468 USD [97], with complete custom systems ranging up to $1,000 USD or more.

Figure 2.21: TECHSPEC Risley Prism Mount from Edmund Optics,
enabling beam steering through independent rotation of two wedge
prisms [97].

OPAs are solid-state beam steering devices that control the direction of emitted light
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by precisely manipulating the phase of signals across an array of waveguides or nanoan-

tenna elements. By electronically tuning the phase of each element, using thermo-optic,

electro-optic or carrier injection mechanisms, OPAs steer the far-field beam through

constructive and destructive interference, entirely without mechanical movement [52].

This enables high-speed beam steering without mechanical inertia, with switching times

ranging from a few microseconds for thermo-optic tuning to tens of nanoseconds for

electro-optic or carrier-based implementations [53], [98], [99]. Compared to traditional

mechanical or MEMS-based beam steering systems, which are limited by inertia and

millisecond-scale response times, OPAs offer significantly faster reconfiguration, higher

reliability, and a more compact form factor. CMOS-compatible OPAs further enhance

scalability and manufacturability by using mature, high-volume semiconductor processes

[52]. The typical cost of a fabricated OPA chip can range from approximately $100 in

high-volume CMOS production to $10, 000+ for research-grade or customized systems,

depending on complexity, packaging, and array size. In terms of angular precision, OPAs

generally achieve sub-degree resolution, with reported beam steering accuracies on the

order of <0.1° in recent demonstrations [53], [54]. For example, the 64×64 nanopho-

tonic phased array by Sun et al. and the fully integrated LiDAR-on-chip system by

Tan et al. demonstrate sub-degree angular resolution with beam steering speeds on the

order of 1–10 µs using integrated thermal phase shifters [53], [98]. However, OPAs also

face challenges, including limited steering range, reduced output power, and sidelobe

artifacts, which must be addressed through phase calibration, thermal stabilization, or

array design optimization [53], [99]. Recent developments such as multispectral photonic

integration [100] and wavelength-diverse large-scale OPAs [54] are actively overcoming

these limitations. As fabrication costs decline and performance improves, OPAs are

becoming increasingly viable for a wide range of applications in LiDAR, OWC, and

compact tracking systems, offering an attractive balance of speed, precision, and inte-

gration potential.
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Figure 2.22: Schematic illustration of a 64×64 nanophotonic phased array
system, as demonstrated by Sun et al. [53]. Light from an optical fiber
is equally distributed to 4,096 nanoantennas via silicon waveguides. The
inset shows a unit cell with a directional coupler of length Lc and optical
delay lines that set the emission phase. This CMOS-compatible OPA
enables high-speed beam steering without mechanical inertia.

A prominent example of a fabricated OPA is the 64×64 nanophotonic phased array

system demonstrated by Sun et al. [53]. As illustrated in Fig. 2.22, this OPA consists of

4,096 nanoantennas arranged in a two-dimensional array, where light from a single optical

fiber is split and delivered to each antenna through silicon waveguides. Each antenna

element, or pixel, includes a directional coupler with length Lc that adjusts coupling

efficiency, and two optical delay lines that modulate the output phase. This architecture

enables precise beamforming through phase control, supporting angular resolution below

0.2° and beam reconfiguration in microseconds via thermal tuning. Fabricated using

CMOS-compatible processes, the OPA demonstrates a clear path to scalable, low-cost

integration for high-speed beam steering applications in LiDAR and free-space optics. A

comparative summary of the beam steering hardware solutions is presented in Table 2.8.

Note that the discrete scanning step time is defined as tstep = 1/fsteering, where fsteering

is the angular switching frequency of beam steering device.
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Table 2.8: Comparison of Beam Steering Technologies

Technology Cost (USD) Speed Precision Remarks
Stepper Motors $50–$5,000 Low (Hz) ∼1◦ (to 0.1◦) Cheap, bulky, slow
Galvanometer $3,000–$15,000 Moderate (kHz) Sub-millidegree Fast, limited FoV
MEMS Mirrors $20,000+ High (up to 10 kHz) Sub-millidegree Compact, precise, costly
SLMs / LCoS $13,000–$20,000 Low (Hz to 1 kHz) Sub-millidegree Precise, slow, bulky
DMDs $100–$10,000+ High (>10 kHz) Discrete Fast, binary resolution
Risley Prisms $1,000 (custom) Low Moderate Simple, slow
OPAs $100–$10,000+ Very High (MHz) Sub-degree Fast, solid-state, narrow FoV

2.10 Conclusion

This chapter provides an overview of the system model, Gaussian beam properties, and

eye-safety constraints that limit transmit power and beam design. The architecture of

the optical receiver was described in detail, including the characteristics of the APD and

relevant noise sources. The geometric relationship between the pointed beam and re-

ceived power was examined, along with the implications of signaling, modulation choices,

and the impact of beam divergence on received SNR and data rate. Additionally, the

chapter discussed uplink feedback mechanisms, presenting timing and delay considera-

tions for enabling accurate user tracking and beam steering. Finally, different hardware

solutions for optical beam steering were briefly reviewed.

These foundational topics establish the context and motivate the need for a beam

steering approach to enable localization, tracking, and communication. The next chap-

ter builds on this background by presenting the theory of the proposed DBS scheme,

beginning with initial user localization using a multi-stage spiral search, followed by the

integrated tracking and communication approach employing beam steering.
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Chapter 3

Design of Dynamic Beam

Steering Systems

3.1 Introduction

This chapter introduces the proposed dynamic beam steering (DBS) scheme, starting

with an overview of the hardware solutions for beam steering, an initial beam-searching

process in a multi-stage spiral method, and then introducing the DBS tracking algorithm.

Unlike conventional cell grid architectures (e.g., [1], [2], [11]) that rely on static beams

directed at predefined positions, the DBS scheme employs dynamic beams to serve users

in a cell-free manner while simultaneously tracking their movements. The trade-offs

between tracking precision and data rate for the DBS system are then analyzed, which

is presented through simulations in Chapter 4, and the parameters are selected to achieve

optimized performance. The proposed architecture is then compared with cellular-based

design based on the work in [11], in terms of achievable rate, and efficiency in chapter 4.

The system model considered for simulation is discussed in Chapter 2, and the DBS

system architecture refers to Fig. 1.9.
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3.2 Phase I: Initial Beam Searching Algorithm

In the proposed architecture for this work, a purely optical scheme is considered for

localization, tracking, and communication, meaning both the transmitter and receiver

are optical rather than using a hybrid RF/IR approach. To track the user movement, an

initial estimation of the user is required. There can be different approaches to searching

and finding the initial approximate location of the user within the room, which are

discussed in Chapter 1. Among various beam-searching patterns, the Archimedean spiral

search is particularly efficient for circular uncertainty regions [101]. While this represents

a reasonable design choice, other search strategies also exist and could be investigated.

It should be noted that the spiral cannot be formally proven to be optimal; however,

its mechanical implementation is straightforward and practical. In this work, the spiral

pattern is considered to begin searching at the center and progresses outward toward the

edges at a constant velocity, ensuring continuous coverage without gaps or redundant

overlap. This pattern is well-suited to cases where the prior uncertainty region is roughly

circular, offering continuous coverage that avoids unnecessary overlap or missed regions

[101]. It should be noted that although starting from center of the room is chosen here

as a natural starting point, the search could alternatively be initialized from any region

if prior information about the probable location of the user within the room is available.

The Archimedean spiral can be described mathematically in polar coordinates by the

equation

r(θs) = a+ β θs, (3.1)

where a controls the initial radius of the spiral at θ = 0 (the starting distance from the

center), β determines the radial spacing between successive turns, and θ is the polar

angle that increases as the spiral progresses outward from the center.
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Spiral scans have been extensively analyzed in free-space optical (FSO) for space-

based systems, where they are shown to minimize average acquisition time by matching

the scan geometry to the uncertainty cone and maintaining uniform dwell times across

the region [102]–[105]. In satellite optical links, spiral scanning has also proven effective

for acquisition using the same narrow beam that is later used for tracking, removing

the need for a separate wide-beam search system [102]. This work adapts the spiral

search concept to the indoor OWC context, where such patterns have not been applied

or studied to the best of the authors knowledge. It can be implemented by steering a

narrow IR beam along a predefined spiral path to cover the room and localize the user.

Assuming the AP can adjust θFWHM, starting with a large beam width allows the

room to be scanned more quickly, with corners covered efficiently and minimal excessive

overlap compared to using a narrow beam. The AP stops scanning as soon as it receives

feedback from the user, allowing it to initiate a narrower beam search centered on the

spot position corresponding to the feedback. This approach refines the search, scanning

the user probable location with greater precision. As illustrated in Fig. 3.1, the multi-

stage spiral search process begins with a wide beam in stage 1, and progressively reduces

the beam width with each subsequent spiral scan in stages 2 and 3, until a predefined

minimum beam width is reached (stage 4 in Fig. 3.1). Once feedback is received in

each stage, the AP refines its search using a narrower beam and continues the spiral

scan within the probable region. This multi-stage strategy reduces localization delay

compared to scanning with an ultra-narrow beam from the start. There is a trade-off

between localization accuracy and delay, which is explored further in this chapter. In

the following section, the theory and algorithm for the proposed localization approach

are discussed.
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Figure 3.1: Multi-stage Archimedean spiral search pattern on XY

3.2.1 Archimedean Spiral Search

In this section, the Archimedean spiral search is first explained, as illustrated in stage

1 in Fig. 3.1, and in Fig. 3.2. Next, the relationship between the beam divergence

angle, θFWHM, and the spiral parameters is derived, followed by a discussion on tuning

the spiral parameter. Finally, the delay of a single spiral search and the localization

error are analyzed, examining their relationship with the beam divergence angle through

simulations.

According to Fig. 3.2, the spiral search is on XY plane at z = zrx since it is as-

sumed that the user is positioned in this plane with a vertically upward orientation.

The search starts from (0, 0, 1) [m], which is the center of the XY plane in the room,

thus the parameter a in (3.1) is zero. In this design, the beam spot positions along the

spiral path are defined as a finite set of discrete points. The beam steering device se-

quentially directs the beam toward these predefined positions. These predefined angular

steps will be computed in the following to design the spiral pattern with respect to the

θFWHM, as introduced in Chapter 2, ensuring there are no gaps between successive spiral

rounds. This discretization also enables practical implementation with a finite number
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of beam steering positions and allows for optimizing the search process. Moreover, at

each discrete position, the AP sends a test signal and waits to receive an ACK from

the user within the dwell time of each spot position (on the order of milliseconds to

microseconds). If no ACK is received, it proceeds to the next position along the spiral.

Each beam spot position on the spiral corresponds to a polar angle θ(i)
s at spot number

(i). According to Fig. 3.2, each discrete spot position on spiral path on XY plane is

(r(i)
s , θ

(i)
s ), where

r(i)
s = β θ(i)

s =
√(

x
(i)
s

)2
+
(
y

(i)
s

)2
, (3.2)

where β is a factor that controls the overlap between adjacent spots and also the gaps

between each round of spiral. Moreover, each position on the spiral pattern in XY Z

coordinates can be shown with a spherical coordinate system, (r(i), θ(i), φ(i)), which is

equivalent to (x(i)
s , y

(i)
s , zrx), where

r(i) =
√(

x
(i)
s

)2
+
(
y

(i)
s

)2
+ z2

rx =
√(

r
(i)
s

)2
+ z2

rx (3.3)

θ(i) = tan−1
(
r

(i)
s

h

)
(3.4)

φ(i) = tan−1
(
y

(i)
s

x
(i)
s

)
. (3.5)

The spiral scanning angles, θ(i)
s , are known to AP, and once AP receives feedback,

it stops and calculates r(i)
s to obtain an initial estimate of the heading of the user,

under the assumption that the user lies on the known plane. Using a vector of dis-

crete angles for spiral pattern, θ(i)
s , with equal angular difference (i.e., ∆θs = θ

(i+1)
s −

θ
(i)
s , is independent of i), results in smaller distances between spot positions for lower

(i) values, which gradually increase as i grows (see Fig. 3.3). Thus, the density of spots

around the origin is much greater than at distant positions. This causes gaps between
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Figure 3.2: Archimedean spiral search pattern on XY plane at zrx = 1m
above the floor

spots farther from the center of the spiral and more delay in scanning regions close to the

center since the AP must scan more spots in a small area around (0, 0, 1m) before reach-

ing the corners. Since r(i)
s varies along the spiral, the separation between successive beam

pointing positions can be defined either by maintaining a constant angular increment (see

Fig. 3.3) or by maintaining a constant separation between adjacent pointing positions,

denoted ω(h) in Fig. 3.5. In the constant-angular-increment approach, the azimuthal

angle is increased by a fixed step size ∆θs at each point on the spiral. This method is

straightforward to implement, particularly with servo-based beam steering as described

in Section 2.9, but the lateral spacing between pointing positions increases with radius,

reducing coverage density toward the outer region. In the constant-separation approach,

ω(h) is kept the same for all positions, ensuring uniform angular coverage along the

spiral. This requires ∆θ(i)
s = θ

(i+1)
s − θ(i)

s to vary with radius, larger for positions near

the center and smaller for those farther out, imposing higher pointing resolution and

more precise control compared to the constant-angular-increment method.

Since it is assumed that the user is located at z = 1 m on XY plane, the minimum

distance between AP and the XY plane is h = 2 m which corresponds to the minimum

beam radius ω(h) as shown in Fig. 3.4. In defining the spiral scan, ω(h) is used as the
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Figure 3.3: Demonstration of pointed IR beam and XY user plane at
z = 1m and sample points on spiral with equal angular difference

reference separation between adjacent beam pointing positions, calculated from (2.40)

for this minimum range. Although the beam footprint may change slightly with steering

angle θs due to the projection effect, this fixed ω(h) value serves as a design reference

to ensure adequate coverage while simplifying the scanning pattern generation. The

constant spot step length can be controlled by a factor of (1 − αs) where 0 < αs < 1.

Also, αs controls the tightness of the spiral scanning pattern, determining how closely

the spiral loops are spaced. Consequently, the discrete spot centers on the spiral path

in polar coordinates can be formulated as

r(i)
s = β θ(i)

s = (1− αs)ω(h) θ(i)
s . (3.6)

To determine the optimal incremental change in ∆θ(i)
s , an equation based on the geom-

etry of beam spot positions according to Fig. 3.4 is derived as
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Figure 3.4: Discrete spot positions on spiral pattern with fixed spot step
length

ω2(h) =
(
r(i)
s

)2
+
(
r(i+1)
s

)2
− 2 r(i)

s r(i+1)
s cos

(
θ(i+1)
s − θ(i)

s

)
=
(
(1− αs)ω(h) θ(i)

s

)2
+
(
(1− αs)ω(h) θ(i+1)

s

)2

− 2
(
(1− αs)ω(h) θ(i)

s

) (
(1− αs)ω(h) θ(i+1)

s

)
× cos

(
θ(i+1)
s − θ(i)

s

)
.

(3.7)

The equation (3.7) can be rewritten and simplified as

ω2(h) =(1− αs)2 ω(h)2

×
((
θ(i)
s

)2
+
(
θ(i)
s + ∆θ(i)

s

)2
− 2θ(i)

s

(
θ(i)
s + ∆θ(i)

s

)
cos(∆θ(i)

s )
) (3.8)

⇒ 2 θ(i)
s

(
1− cos(∆θ(i)

s )
) (
θ(i)
s + ∆θ(i)

s

)
+
(
∆θ(i)

s

)2
− 1

(1− αs)2 = 0. (3.9)

The optimal ∆θ(i)
s given the θ(i)

s can be obtained by numerically solving the equation

(3.9), and θ
(i+1)
s can be obtained accordingly. This process continues until AP receives

feedback from the user and stops the search. As an example for θFWHM = 8◦, the

optimized angles are demonstrated in Fig. 3.5. Note that θ(1)
s = 0, if the spiral search
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Figure 3.5: Optimized points on the spiral pattern (compared to Fig. 3.3)
on XY user plane at z = 1 m with the pointed beam

starts from the center of the room. Considering the actual beam spot size, the spot

shape near the origin is approximately circular. However, at greater distances from the

origin, the spot shape on the XY plane transforms into a rotated ellipse, as illustrated

in Fig. 3.5, and beam spot size increases. This transformation occurs because the 3D

beam shape resembles a cone, with the cone axis forming an angle θ with the Z-axis

(see Fig. 3.5). To determine the precise spot shape on the XY plane, where the user

is positioned, a horizontal plane at z = 1 m intersects the rotated cone, resulting in an

elliptical overlap that represents the beam spot shape. The equations for the actual

beam spot shape are derived in the Appendix C.

Fig. 3.6 illustrates the spiral search pattern for different values of αs. Lower values

of αs (e.g., αs = 0.4) produce a wider, more open spiral, increasing the radial sepa-

ration between consecutive loops. This creates coverage gaps that can lead to missed
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Figure 3.6: Spiral search with θFWHM = 10◦ for different αs values; (a)
αs = 0.4; (b) αs = 0.841; (c) αs = 0.95. Scanning spots may not cover
the service area for small values of αs

user detection, as seen in Fig. 3.6a. Conversely, higher values of αs (e.g., αs = 0.95)

produce a tighter and denser spiral, reducing the risk of coverage gaps but increasing

the total number of beam positions and, consequently, the localization time (Fig. 3.6c).

The total number of steps required to complete the spiral depends on the search area

(room dimension), the beam radius ω(h), and αs. Higher αs values (close to 1) yield

proportionally more steps and greater overlap between successive loops.

To find a proper selection for αs, the condition of no gaps between rounds of the

spiral must be satisfied. In this context, a round refers to one complete 2π rotation of

the spiral in the angular coordinate θs. The radial separation between two consecutive

rounds (i.e., between round k with θs = 2πk and round (k + 1) with θs = 2π(k + 1),

k = 1, 2, 3, . . .) is defined as

∆rrounds = r(k+1)
s − r(k)

s , (3.10)

where
r(k)
s = (1− αs)ω(h) · (2π(k)),

r(k+1)
s = (1− αs)ω(h) · (2π(k + 1)).

(3.11)
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Thus, substituting (3.11) into (3.10) yields

∆rrounds = r(k+1)
s − r(k)

s = (1− αs) ω(h) · 2πk. (3.12)

To have no gap between rounds, the radial separation between adjacent rounds ∆rs must

be less than ω(h). Therefore,

(1− αs) ω(h) · 2πk < ω(h) (3.13)

⇒ αs > 1− 1
2πk . (3.14)

By setting k = 1, the minimum value for αs can be found as

αs > 1− 1
2π = 0.8408. (3.15)

Consequently, to ensure no gaps between spiral rounds and sufficient overlap without

excessive density, αs = 0.841 is selected for all of the simulations and for all θFWHM

values. The result of selection is also demonstrated in Fig. 3.6.

It is observed from Fig. 3.7 that there is an offset between the actual center of the

beam spot footprint on the XY plane (red points within each ellipse) and the nominal

beam pointing positions (x(i)
s , y

(i)
s ) in the spiral pattern (black points). This offset occurs

because the projected footprint of the beam on the XY plane is an ellipse whose center

is generally displaced from the geometric intersection point of the beam axis with the

plane (see Fig. 3.5). The displacement is negligible near the center of the room, where

the beam axis is nearly perpendicular to the XY plane, but becomes more pronounced

toward the corners, where the beam strikes the plane at a larger incidence angle. In

such cases, the elliptical footprint is elongated and its centroid shifts laterally relative to

the beam axis intersection point. This shift increases the localization error, particularly

when the user lies near the edge of the beam footprint (see Fig. 3.7). A larger θFWHM
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Figure 3.7: Discrete spiral search pattern (black points) with beam spot
footprints on the XY plane (ellipses). The red points indicate the centers
of the ellipses (beam spots), the green point marks the user location, and
θFWHM = 15◦.

increases both the footprint size and the angular spread, thereby amplifying the offset

for positions farther from the room center.

It should be noted that at distant positions within the room, the beam spot becomes

larger and the received power decreases, particularly at the edges of the spot. Since the

beam has a Gaussian profile, the intensity distribution is lower at its edges. A detection

threshold is therefore derived in Section 3.2.4 for a given θFWHM, taking into account

the room dimensions. To make the spiral search more robust and ensure that the user

can detect the received power even at the corners of the room where the beam spot

is wide, one can increase αs to enhance the overlap between successive spiral rounds.

For larger rooms (e.g., 10 m × 10 m × 3 m), if the user is positioned in a corner, the

communication link can become very weak due to low SNR, or the AP may fail to

detect uplink feedback because of excessive attenuation. In such cases, for very large

office spaces, reliable communication can be achieved by deploying multiple APs, each

covering, for example, a (5 m× 5 m) region, thereby effectively clustering the room.
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3.2.2 Design Considerations for Spiral Localization

In the spiral search method (see stage 1 in Fig. 3.1), the step angles, θ(i)
s , are first

calculated for one time based on the input θFWHM before AP starts scanning. When

a user sends a test signal to the AP for the first time to indicate its presence in the

room, the AP initiates scanning to localize the device. If AP receives no feedback after

searching the entire room due to the blockage of the LoS path, it will increase αs to

scan the room with more resolution, which leads to more lateral spot overlap. Note

that if the receiver is located at zrx < 1 m, the vertical distance between the AP and

the XY plane where the user is located increases. Consequently, the beam radius at

the XY plane also increases. The user can still be covered with the same selection of

(1 − αs)ω(h) as the coefficient for θ(i)
s . The difference, however, is that the beam size

becomes larger, resulting in increased overlap between adjacent spots. In contrast, if the

user is located at the XY plane at zrx > 1 m, the beam radius decreases, potentially

causing gaps between the inner rounds of the spiral. In this case, the AP may miss

the user position while scanning the room. To avoid this issue, if the AP reaches the

corners of the room and receives no feedback, despite knowing that the user is in the

room due to the uplink test signal received, it can restart scanning from the center of

the room with higher precision (i.e., larger αs). When feedback is eventually received,

the user height remains unknown, but the angles (θ, φ) determines the direction towards

the approximate location of the user. The AP can then point the beam toward this

direction to cover the user position and track it.

The spiral search begins with larger angular steps ∆θ(i)
s and concludes with the min-

imum step size, ∆θs,min, at the room corner (2.5 m, 2.5 m, 1 m) for a given θFWHM. To

assess the steering resolution required to achieve ∆θs,min for a given θFWHM, Fig. 3.8

presents the values of ∆θ◦
s,min for various θ◦

FWHM at the most distant location in the

room. It can be observed from the figure that the ∆θs, min increases as θFWHM grows.

The ∆θs, min at θFWHM = 0.047◦, 0.4◦, 1◦, 4◦ are 0.02◦, 0.19◦, 0.49◦, 2.11◦, respectively.
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Figure 3.8: Minimum angular step size, ∆θ◦
s, min, for different θFWHM

values at the farthest location (2.5 m, 2.5 m, 1 m)

Thus, achieving higher-precision localization at the centimeter level requires more accu-

rate dynamic beam width control and a higher-precision beam steering device capable

of providing the necessary ∆θs,min.

The total delay of scanning until localizing the user is ttot = Nspot tspiral, where Nspot

is the total number of spot positions until AP receives feedback. Furthermore, tspiral, is

the spot step time for the discrete spiral search and can be selected from

tspiral = tr + 2tδ, (3.16)

where tr is receiver response time and 2tδ is twice the optical signal propagation time

(according to [106], tδ = 3ns). Note that tr mainly affects the spot dwell time. Also,

depending on the beam steering device speed for transitioning from one spot position to

another, tspiral can be determined (in the order of few µs to ms), but it must be greater

than the receiver response time to allow the receiver to send the feedback once it receives

the signal for localization. Smaller tspiral, and larger θFWHM results in less localization
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delay. However, with a larger beam width, localization accuracy decreases since the

user is detected within a larger spot area, and the maximum distance between the spot

center and the user location can be in the range of the spot radius. For distant positions

from the center of the room, the spot size increases, which results in larger localization

errors. The spiral search must provide an initial location estimation for the dynamic

beam tracking algorithm in the next phase. With a smaller selection of beam width

for the DBS scheme, the spiral search must be more accurate at the cost of increased

delay. Therefore, there is a trade-off between initial localization accuracy and delay of

localization. The maximum delay corresponds to the most distant position within the

room and can be calculated for a given θFWHM as

tspiral, max = max (Nspot(θFWHM)) × tspiral, (3.17)

where max (Nspot(θFWHM)) is the maximum spot number within the room that is re-

quired to locate the most distant user (i.e., (2.5m, 2.5m, 1m)) with a spiral pattern with

fixed θFWHM, and αs. As shown in Fig. 3.9, the dual-axis plot provides a comparison

of localization error and maximum spot number for localization (i.e., max (N)) with

respect to θFWHM.

For θFWHM = 0.5◦, maximum spot numbers until reaching the user is 173508 spots

with roughly 5.36 cm localization error. Moreover, by choosing θFWHM = 10◦, the user

is localized with 260 spots, and the localization error is 83.54 cm. θFWHM higher than

10◦ can also be considered, which can lower the required number of spots for detection

at the cost of increased localization error. As an example, choosing θFWHM = 12◦ leads

to the localization error of 100 cm, and 158 required spots.

Note that power consumption and hardware implementation constraints must be

carefully considered when selecting larger values of θFWHM. While the dominant power

consumption often comes from the mechanisms required to adjust beam width and steer
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Figure 3.9: Maximum spot number, Nspot, and maximum localization er-
ror for different θFWHM values in the spiral search of stage 1 (see Fig. 3.1).

the beam, increasing the beam divergence angle also necessitates higher transmit eye-safe

power to ensure sufficient intensity at the edge of the beam spot for user detection and

feedback. For example, achieving θFWHM = 10◦ may require eye-safe transmit power on

the order of 350 mW, though this level is needed only for a few milliseconds during the

search phase. As a result, there is a clear trade-off between localization delay, accuracy,

transmit power requirements, and hardware complexity.

3.2.3 Localization Accuracy

The localization error is defined as the distance between the beam pointing position

(xs, ys), and the actual location of the user, (xrx, yrx), on XY plane, which can be

expressed as

D =
√

(xs − xrx)2 + (ys − yrx)2. (3.18)

The required initial localization accuracy is defined as ϵ. In order to localize the user

with an accuracy of ϵ, it is required that D < ϵ. The maximum localization error, Dmax,
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Figure 3.10: θFWHM,min required to achieve Dmax < ϵ

corresponds to the largest beam spot footprint in the room, corresponding to the user

being located at the edge of the beam spot in the farthest position from the center of

the room. If Dmax ≤ ϵ, then it guarantees that the actual localization error, D from

(3.18), will be less than ϵ throughout the entire room for all spot positions at the given

θFWHM. In Appendix C, the mathematical expression for the elliptical beam spot shape

is derived, from which Dmax is obtained (see (C.27)). The required θFWHM to achieve

the desired localization accuracy ϵ is then derived in (C.29). Fig. 3.10 illustrates the

minimum θFWHM given by (C.30) in Appendix C, which is required to ensure that the

maximum localization error Dmax remains below the specified localization accuracy ϵ.

3.2.4 Feedback Threshold Calculation

In this subsection, we establish the condition for feedback transmission from the receiver

to the AP. When the beam spot lies within the receiver FoV, the receiver measures the

incident optical power Pr and compares it against a threshold. Rather than employing a

separate light source or header sequence, the threshold is modeled as a tunable fraction
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of the transmit power, i.e., the receiver sends feedback if

Pr > ρth Pt, (3.19)

where Pt is the eye-safe transmit power (function of θFWHM, and ρth is a coefficient

determined by system geometry and receiver sensitivity. This formulation captures the

effect of receiver sensitivity and link geometry on feedback triggering. In the following,

after deriving the threshold received power, the corresponding detectable SNR is also

obtained directly from this condition. This provides a clear link between the minimum

received optical power required for detection and the achievable SNR at the receiver.

In practice, detection is typically carried out either by monitoring whether the received

optical power exceeds a given sensitivity threshold, or by evaluating the SNR to ensure it

meets a target level associated with reliable demodulation and decoding. More advanced

and robust schemes may employ header-based detection loops or pilot-assisted sequences

to further enhance synchronization and reliability, but such methods are beyond the

scope of this work and may be considered in future studies.

The coefficient ρth is defined to be

ρth = Pr, ref
Pt

, (3.20)

where Pr, ref is the tunable reference power received in the room that corresponds to

the corner position of the room. The formulation of Pr, ref is given in the following. To

enable tunable thresholding and evaluate the impact of receiver sensitivity on detection,

a parameter δdrx is introduced to represent the receiver edge offset position, as illustrated

in Fig. 3.11. Therefore, the user is assumed to be located at

C = (2.5− δdrx, 2.5− δdrx, 1) [m]. (3.21)
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Figure 3.11: Beam spot geometry at the farthest position of PD, repre-
senting the minimum detectable received power for feedback as a thresh-
old.

According to Fig. 3.11, the user position is shown with point C and the received power

at this point is Pr, ref. The maximum incident angle is defined at the farthest position

where

ψmax = cos−1
(
nRx · (−dRx,max)
∥dRx,max∥

)
. (3.22)

For ψ < Ψc, where Ψc denotes the receiver FoV, the relation in (3.22) yields a boundary

condition for δdrx as

dRx,max = R⃗x− T⃗ x = (2.5− δdrx , 2.5− δdrx , −2),

⇒ ψmax = cos−1
(

2√
2× (2.5− δdrx)2 + 4

)
< Ψc,

0<ψmax<
π
2⇒
(

2√
2× (2.5− δdrx)2 + 4

)
> cos(Ψc),

(3.23)

⇒ 2.5−
√

2
cos2(Ψc)− 2 < δdrx < 2.5 [m]. (3.24)
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By substituting Ψc = 60◦ from Table 2.6 in (3.24), it follows that δdrx > 0.05 m. To

calculate the Pr, ref, the user must be at the edge of the beam spot (with pointing position

S = (xs, ys, 1) [m]) as indicated in Fig. 3.11. In this figure, it is assumed that the user

is located at point C on the elliptical beam spot. The distance between the user position

and the center of the beam spot, P = (Cx, Cy), is b, where b can be calculated from (C.26)

in Appendix C. The objective is to find the pointing position vector S as a function of

δdrx. The points C, P, S, are considered according to Fig. 3.11 to be on the same line

that passes through the origin O. Therefore, xs = ys, and Cx = Cy. Hence,

√
(xc − Cx)2 + (yc − Cy)2 = h sin(αb)

cos(2θ) + cos(αb)
(3.25)

where (xc, yc) = (2.5−δrx, 2.5−δrx), and (Cx, Cy) can be obtained according to Appendix

C from (C.22) and (C.5), while αb is derived from (C.7). Consequently, xs, ys, and the

relative position vector dRx = R⃗x−T⃗ x are computed. Using these results, ω(∥dRx∥) from

(2.2) and Pr, ref from (2.42) are determined. The feedback condition ρth that depends

on θFWHM and δdrx, is then can be computed from (3.20). Due to symmetry, all room

corners yield identical results. Note that δdrx represents the FoV margin offset and

determines the sensitivity of the feedback threshold. A larger δdrx results in a more

restrictive threshold (i.e., a higher value of ρth).

To evaluate the threshold for a detectable SNR, the relation between the SNR and

ρthPr,ref must be derived. The receiver can detect the test signal if the resulting SNR

exceeds the minimum detectable SNR. Recalling from (2.48), and SNR definition in

IM/DD systems from [13], since the test signal is an unmodulated waveform, the received

SNR can be expressed as

SNR =
(
RPD Pr

)2
σ2
n

, (3.26)
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Figure 3.12: Variation of SNRref versus δdrx for different θFWHM values

where σn can be computed from (2.39). Using (3.19), the minimum detectable SNR can

be derived as
Pr > ρth Pt

⇒ Pr >
Pr,ref
Pt

Pt

⇒
(
RPD Pr

)2
σ2
n

>

(
RPD Pr,ref

)2
σ2
n

⇒ SNR > SNRref.

(3.27)

The impact of δdrx on SNRref for different θFWHM values is illustrated in Fig. 3.12,

based on the simulation parameters summarized in Table 2.6. As observed, even for

θFWHM = 10◦ at the corner of the room, the minimum received SNR at δdrx = 5 cm

is on the order of 28 dB. This SNR level corresponds to the case of operating at the

maximum eye-safe transmit power of Pt = 350 mW (computed from (2.29)). Therefore,

a lower transmit power can be used while still ensuring that the minimum received SNR

remains above the detectable threshold.
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3.2.5 Multi-Stage Spiral Search

To improve both accuracy and delay in spiral search, the spiral search can be imple-

mented in multiple stages (see Fig. 3.1). The search begins with a large beam radius,

allowing the room to be scanned with fewer spots until feedback is received from the user.

The beam is then narrowed and pointed to the (θ, φ) corresponding to the feedback, and

a new spiral search is initiated from this updated center with higher resolution (i.e.,

smaller θFWHM). This procedure is repeated, progressively reducing the beam radius

and search region in each stage, until the user location is determined with the desired

precision. In this multi-stage spiral search, i = 1, 2, . . . ,M denotes the search stage, and

the beamwidth θFWHM at each stage is selected to minimize the total number of spots

Ntot required to meet a target localization accuracy ϵ. The localization delay is mini-

mized when Ntot is smallest, given the constraint Dmax ≤ ϵ by the final stage. Since the

first-stage delay is greatest when the user is at the farthest point from the transmitter,

the analysis assumes the user is located at (2.5 m, 2.5 m, 1 m) in this setup.

The localization accuracy ϵ is determined based on the required user position esti-

mation accuracy for DBS tracking. For example, if DBS tracking employs a specific

beamwidth θFWHM, DBS that produces a minimum beam radius ω(h) at the smallest

AP–user separation in the XY plane, the initial user location must be estimated with

an accuracy of at least ω(h). This requirement imposes ϵ ≤ ω(h), from which the

minimum beamwidth θFWHM, min can be calculated using (C.29), ensuring Dmax ≤ ϵ.

Once θFWHM, min is obtained, and for a given number of search stages M , the optimal

beamwidths θ(i)
FWHM for each stage i must be computed to minimize the total spot count

Ntot while satisfying the final-stage accuracy constraint. The localization error at stage

i is defined as

D(i) =
√(

x
(i)
sf − xrx

)2
+
(
y

(i)
sf − yrx

)2
, (3.28)

where
(
x

(i)
sf , y

(i)
sf

)
is the beam spot position when feedback is received by the AP during
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the spiral search. Although D(i) is not known to the AP in practice, it is used within the

optimization framework to evaluate performance and determine the optimal sequence

{θ(i)
FWHM}Mi=1.

A smaller θFWHM leads to better localization accuracy but requires a higher number

of spot positions. The optimization problem can be formulated as follows

min
θ

(i)
FWHM

M∑
i=1

Ni

(
θ

(i)
FWHM, x

(i−1)
sf , y

(i−1)
sf , xrx, yrx

)
(3.29a)

s.t., D(M)
(
θ

(M)
FWHM, x

(M)
sf , y

(M)
sf , xrx, yrx

)
≤ ϵ, (3.29b)

D(i+1) < D(i), (3.29c)

θ
(1)
FWHM = θFWHM,max , (3.29d)

θ
(M)
FWHM = θFWHM,min, (3.29e)

θ
(i+1)
FWHM < θ

(i)
FWHM, (3.29f)

where Ni is the maximum number of spots at stage i within the room, and is a function

of the final spot position of the previous stage
(
x

(i−1)
sf , y

(i−1)
sf

)
. This is because the next

stage starts from the spot center corresponds to the previously received feedback. Also(
x

(0)
sf , y

(0)
sf

)
is (0, 0) since at the beginning AP starts scanning from the center of the room.

Ni is also function of user position (xrx, yrx) and θFWHM. Note that Ntot = ∑M
i=1 Ni.

Moreover, M is the total number of stages required for convergence to the accuracy

ϵ. Note that the localization error is also function of θFWHM, and final spot position

(xsf , ysf ). The bound for θFWHM must be selected such that AP starts with a large

beam radius to locate the user with the minimum number of spots and begin the next

stage of spiral scanning with a narrower beam.

For the selection of θFWHM,max, there is a trade-off among several factors, including

transmit eye-safe power, the number of discrete beam spot positions, and hardware

constraints. A higher θFWHM,max requires a higher maximum eye-safe transmit power
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to ensure that the user can detect the signal even at the farthest positions in the room.

Additionally, hardware limitations must be considered, such as the AP ability to tune

θFWHM between its maximum and minimum values, the range over which it can adjust

the beam width, its angular precision, the maximum achievable eye-safe transmit power,

and the speed at which it can switch between different FWHM settings.

The optimization problem (3.29f) can be classified as a constrained optimization prob-

lem. Specifically, the objective is to minimize Ntot while ensuring that the localization

error at the last stage (D(M)) remains below a predefined accuracy (ϵ), and θ
(i)
FWHM is

reduced from its initial value, denoted as θFWHM, max, to the target value, θFWHM, min,

over a predetermined number of steps, M .

To simplify the problem in (3.29f) and enable a practical real-time implementation,

a heuristic progression is adopted for updating θ
(i)
FWHM across stages. The goal is to

gradually reduce θFWHM from a wide search beam to a narrow tracking beam in a

controlled manner, avoiding computationally expensive optimization while maintaining

acceptable localization accuracy. The update rule is chosen as a geometric progression

θ
(i)
FWHM = θFWHM,max . q

i−1, (3.30)

where q is the progression factor. At the final stage M ,

θ
(M)
FWHM = θFWHM,min

= θFWHM,max . q
M−1.

(3.31)

This yields

q =
(
θFWHM,min
θFWHM,max

) 1
M−1

, (3.32)

and therefore

θ
(i)
FWHM = θFWHM,max .

(
θFWHM,min
θFWHM,max

) i−1
M−1

. (3.33)
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This heuristic provides a simple and predictable reduction of θFWHM between θFWHM,max

and θFWHM,min, balancing localization accuracy and scanning delay without solving the

optimization problem explicitly. The choice of θFWHM,max is based on the beam diver-

gence capability of AP and maximum eye-safe transmit power, while θFWHM,min is set

according to the required localization accuracy. In practice, suitable values range from

approximately 0.4◦ for fine tracking to 4◦–10◦ for wide-area search, with corresponding

transmit powers from about 10 mW to 350 mW.

Algorithm 1 summarizes the proposed multi-stage spiral search strategy used for

initial user localization (as introduced in Fig. 3.1) in the simulation framework. The

algorithm begins with a wide beam (corresponding to θFWHM,max), and progressively

narrows the beam width over multiple stages (up to M stages) to refine localization

accuracy. At each stage i, the beam divergence angle θ(i)
FWHM and corresponding spot

radius r(i)
s are computed to define the spiral. For each spot in the current spiral pattern,

the AP sends a test signal at calculated coordinates (xs, ys) and waits for an ACK signal

from the user for tstep. The search proceeds by updating the spiral angle θs and counting

the number of spot positions, Nspot, until an ACK is received. Upon receiving an ACK

(i.e., when the received power Pr exceeds the detection threshold ρthPt), the algorithm

updates the estimated user location (xs0, ys0) and stores the final estimate (xsf , ysf ). If

the search spiral exceeds the room boundaries without finding the user, the algorithm

resets the spiral center and increases the overlap factor αs by 10% (heuristically chosen)

to improve coverage in subsequent iterations. The search continues until the final stage

M . The output of the algorithm consists of the final estimated user coordinates (xsf , ysf )

and the total number of scanning steps Nspot, providing an initial localization estimate

suitable for the tracking and communication phase.

In terms of practical implementation, key considerations include the ability of the

AP to operate at high steering speeds, achieve fine angular precision, and maintain
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Algorithm 1: Multi-Stage Spiral Search for Initial Localization (Simulation)
Input: ϵ, θFWHM,max, tstep, M, αs, h, room dimensions (xroom, yroom, zroom) [m],

θs = 0, ρth (from (3.20)), xs0, ys0 = (0, 0), λ = 1550 nm
Output: Estimated user location (xsf , ysf ), total delay N × tstep

1 Compute θFWHM,min using (C.29)
2 Initialize i← 1
3 while i ≤M do
4 Compute θ(i)

FWHM using (3.33)
5 Compute ω(h) from (2.21) according to θ(i)

FWHM
6 Compute r(i)

s using (3.6)
7 Compute Pt from (2.29) with respect to λ for sending test signal at each spot
8 ACK← ∅
9 while ACK = ∅ do

10 Update θs from (3.9)
11 Update r(i)

s from (3.6)
12 Nspot ← Nspot + 1
13 Compute xs = r

(i)
s cos(θs) + xs0

14 Compute ys = r
(i)
s sin(θs) + ys0

15 Compute (θ, φ) from (3.4) and (3.5) for beam steering
16 Wait tstep for possible ACK
17 if Pr > ρth Pt then
18 ACK = 1
19 (xs0, ys0)← (xs, ys)
20 (xsf , ysf )← (xs, ys)
21 end
22 else if xs > xroom/2 ∨ ys > yroom/2 then
23 θs ← 0 (restart spiral from the last (xs0, ys0) )
24 αs ← αs × 1.1 (increase spiral overlap by 10%)
25 end
26 end
27 i← i+ 1
28 end
29 Output (xsf , ysf ), N × tstep
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eye-safe power levels. As discussed in Section 2.9, most of the surveyed beam steering

technologies (e.g., stepper motors, galvanometers, DMDs, SLMs/LCoS) are designed for

directing a narrow beam from one point to another and are not inherently suited for high-

speed, high-precision operation. Among these, MEMS-based systems and OPAs stand

out as the most suitable for high-performance applications. MEMS mirrors combine

sub-millidegree precision with switching speeds up to 10 kHz, while offering compact

form factors compatible with integrated systems. OPAs provide solid-state operation

with steering speeds in the MHz range and fine angular resolution, though their usable

FoV is typically limited to about ±6◦ (≈ 12◦ total) [53]. Moreover, dynamic beam

divergence control can be achieved using additional optics, such as liquid lenses, tunable

beam expanders, or adaptive optics, which are already employed in commercial LiDAR

and indoor localization systems.

The required precision for selecting θ(i)
FWHM is not critical, as small deviations have a

limited impact on the search process. Only the choice of θFWHM, min (i.e., final stage) is

critical to guarantee the required precision for the tracking phase. The design is adaptive

with respect to θFWHM, min, allowing flexibility in balancing accuracy, delay, and the

choice of M . For example, a single θFWHM = 0.4◦ can be used for localization, tracking,

and communication. A single-stage spiral scan with this θFWHM is also possible, though

it results in increased localization delay (see Fig. 3.9). This study presents a generalized

system design along with its limitations, trade-offs, and achievable best performance.

Fig. 3.13a shows the cumulative spot numbers N after each stage and the corre-

sponding localization error D at each stage. The optimium θ
(i)
FWHM values at each stage

are demonstrated in Fig. 3.13b. In this figure, M = 4 stages with localization accuracy

of ϵ = 5 cm, and initial θFWHM,max = 10◦ are considered for the simulation. At the final

stage, Ntot = 617 spots, D(4)
max = 3.47 cm, and θFWHM,min = 0.4◦.

Fig. 3.14, and 3.15, demonstrate the cumulative N at each stage for M = 2, 3, ..., 10,
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Figure 3.13: Multi-stage localization with M = 4 total stages for ϵ = 5 cm
accuracy; (a) cumulative spot numbers N and localization error D versus
stage index m, (b) corresponding optimal θ(i)

FWHM values at each stage
index m.

for ϵ = 1 cm, 5 cm, 10 cm respectively. Each curve represents a multi-stage spiral search

until maximum stage number M with given fixed ϵ. It can be observed from the figures

that by increasing the M stages, Ntot decreases. Note that in Fig. 3.14b, the multi-stage

with M = 9 achieves the Dmax < ϵ = 5 cm at the 8th stage and stops with fewer Ntot

compared to M = 8. Moreover, it reaches the threshold at the 9th stage when M = 10.

Similar effect happened in Fig. 3.15 for M = 8, 9. Also M = 10 does not decrease Ntot

compared to M = 9.

3.3 Phase II: Simultaneous Tracking and Communication

with DBS

The aim is to provide a high average data rate while the user is moving randomly.

An ideal indoor OWC architecture with an IR narrow beam can perfectly point the

beam toward the exact location of the user and track its movement without any error

in positioning. However, a narrower beam is more sensitive to user random movements

and vibrations for tracking due to the smaller coverage area of the beam spot. Thus,

96



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Figure 3.14: Cumulative N as a function of stage index m for different
total stage numbers M and localization accuracies ϵ: (a) ϵ = 1 cm, (b)
ϵ = 5 cm.
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Figure 3.15: Effect of stage number M and localization accuracy ϵ on
cumulative N ; ϵ = 10cm

it is required for AP to track the user location with real-time precision on the order of

a fraction of the beam spot size, ensuring the user remains within the beam coverage

region to sustain the required SNR and data rate. This motivates the proposed DBS

design and is the focus of this section.

Consider the case where an initial estimated location of the user is obtained from the
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multi-stage spiral search described in Section 3.2. Given this initial location, the AP can

point the IR beam and begin data transmission to the user. However, the user position is

assumed to exhibit vibration or movement in random directions with a certain velocity.

Therefore, the AP must estimate the direction of user movement to maintain alignment.

Initially, the AP knows the user location from the localization phase, points the beam

toward it, and sends a test signal to receive an ACK from the user, ensuring the user

is within the beam coverage at the start. As the user moves, the AP must estimate the

user next position for beam steering. In this work, a circular pattern with finite beam

pointing positions is considered for tracking user movement, as illustrated in Fig. 3.16.

The reason for circular pattern selection is its symmetry, which allows the AP to estimate

the direction of updates based on uniform feedback from multiple predefined beam spot

positions around the pattern. The center of the circular scanning pattern at time step

t is denoted by c
(t)
s , where t represents a discrete time index. The initial center, c(1)

s ,

is obtained from the estimated user location provided by the multi-stage spiral search

described in Section 3.2. The overall circular scanning pattern is illustrated by the black

dashed line in Fig. 3.16. Additionally, θs,i denotes the discrete beam steering angles

on this circular pattern, representing the pointing directions within a single scanning

cycle, where i ranges from 1 to nspot discrete spot positions (nspot = 3 in Fig. 3.16 since

there are 3 spot positions). To uniformly distribute nspot beam positions on a circular

trajectory, the discrete beam steering angles θsi can be computed from

θsi = 2π(i− 1)
nspot

, i = 1, 2, . . . , nspot. (3.34)

For example, when nspot = 3, the angular phases become θsi ∈ {0◦, 120◦, 240◦}. This

construction ensures equal angular separation of 2π/nspot between consecutive scanning

directions. Each solid circle in Fig. 3.16 indicates the beam spot footprint with its

corresponding center (i.e., θs,i where i = 1,2,3) on the circular path. The radius of the

circular path is fixed at rscan. Note that in this figure, the beam radius is denoted by
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Figure 3.16: Geometry of dynamic beam steering on a circular path, where
three discrete spot positions are selected as an example

ω(h), which represents the minimum beam radius in the XY plane at z = 1 m above the

floor. Here, h = 2 m is the minimum distance between the AP and the user XY plane.

In other positions on XY plane, beam radius is greater, and the overlap between spot

positions increases. The scanning circular pattern radius rscan must be selected such

that there is no empty place in the center of the scanning pattern; thus, rscan ≤ ω(h).

Therefore, rscan can be expressed as

rscan = xscan ω(h), (3.35)

where 0 ≤ xscan ≤ 1 determines the coverage area that the dynamic beam is scanning.

Higher xscan results in higher scanning coverage that makes the tracking algorithm more

robust to random movement with higher user speed, but decreases the average rate

since the overlap between spot positions decreases, and fewer spots may receive feedback.

Thus, there is a trade-off between the accuracy of tracking and the average rate. Selecting

a larger ω(h) makes the tracking more robust against vibration, but this decreases the

instantaneous data rate, and more power will be consumed.
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3.3.1 Joint Scheduling, Tracking, and Delay Analysis

The general process of downlink transmission and uplink feedback begins with the AP

transmitting a test signal (through a narrow IR beam with VCSEL in this work), typ-

ically an unmodulated optical beam, to probe the user location [11]. Upon receiving

this signal, the user device returns an ACK feedback signal, which can be implemented

using various methods such as CCR-based retroreflection, ODTx, or an RF uplink. In

the case of using CCR, the incoming optical test signal is passively retroreflected back

to the AP along the incoming path with a latency denoted by tRS. The mean signal

propagation delay is represented as tδ. Following this, a data frame is transmitted after

a short inter-frame space (SIFS) [11]. Once the data packet is transmitted, the AP sends

another test signal after the next SIFS. The time required for the AP to transmit a single

data packet, denoted by tDL, is given as

tdata = Ldata
RDL

, (3.36)

where Ldata is the packet length and RDL is the downlink rate calculated from (2.45).

The relevant delay parameters are summarized in Table 3.1, as detailed in [11]. Thus,

the total required time for packet transmission can be calculated as

tpacket = tTS + tδ + tRS + tSIFS + tdata + tSIFS. (3.37)

The effective throughput of the system, assuming no collision, can be calculated as [11]

[11]

τeff = tdata
tpacket

. (3.38)

Note that, as mentioned previously, other uplink feedback approaches can also be con-

sidered, with the value of tRS adjusted to reflect the specific latency characteristics of

the chosen method.
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Figure 3.17: Timing diagram showing the sequence of test signal (TS),
reflected signal (RS), short inter-frace space (SIFS), data transmission
time (tdata), propagation delay tδ, and packet time tpacket according to
[11]

Table 3.1: Delay time parameters for tracking [11]

Parameter Symbol Value
Test signal time tTS 0.3µs

Reflected signal time from CCR tRS 0.3µs
Average length of data packet [107] Ldata 64 Kbytes

Mean propagation delay [106] tδ 3 ns
Short Inter-Frame Space (SIFS) [107] SIFS 2µs

Figure 3.18: Timing diagram showing tstep, Tscan

According to the Fig. 3.16, 3 spot positions are considered on the circular path in

one period of DBS tracking, denoted by Tscan. It is assumed that tstep represents the

time required to move from spot si to spot si+1 as illustrated in Fig. 3.18. From this

figure, tstep is given by

tstep = tpacket + ttx. (3.39)
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where tpacket can be computed from (3.37), and ttx is transmitter processing time for

pointing the beam towards the next spot position which depends on the beam steering

device as explained in Table 2.8 in Chapter 2. Note that, feedback response time of

receiver, tFB, affects the tstep selection. In this process, the AP first sends a test signal

through the beam pointed at θs1. If an ACK is received, it transmits data during the

time slot of tdata and then proceeds to the next spot position. If no ACK is received

within the feedback duration tFB, it is considered as no feedback (NACK), and the AP

moves to the next spot position. This process continues sequentially until θs, nspot is

reached. The total scan period from the figure is given by

Tscan = nspot tstep + tc, (3.40)

where tc is AP processing time to update the center of scanning for the next scanning

period, which also depends on the beam steering device. In Fig. 3.16, the PD is covered

by the beam spots corresponding to θs1 and θs2, where a 1-bit ACK is assumed for these

positions. For θs3, a 0 is considered to indicate no feedback. To update the scanning

center (i.e., c(t)
s = (c(t)

s,1, c
(t)
s,2)) for the next period, AP can take the average of θs1 and θs2

angles and update the center of scanning to c(t+1)
s =

(
c

(t+1)
s,1 , c

(t+1)
s,2

)
which denotes the

updated estimation of the user location, as shown by the blue point in the Fig. 3.16.

In the discrete-time t, the spot positions
(
x

(t)
s,i , y

(t)
s,i

)
corresponds to θsi on the circular

pattern can be computed from

x(t)
s,i

y
(t)
s,i

 = rscan

cos(θsi)

sin(θsi)

+

c(t)
s,1

c
(t)
s,2

 , i = 1, 2, ..., n. (3.41)

The feedback vector at the AP side in one period can be constructed as Θ ∈ {0, 1}nspot ,

and spot position angles corresponds to positive feedback can be stored in vector Θ+.
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Then c
(t)
s can be updated as,

c(t+1)
s,1

c
(t+1)
s,2

 = rscan
|Θ+|

|Θ+|∑
j=1

cos(Θ+(j))

sin(Θ+(j))

+

c(t)
s,1

c
(t)
s,2

 , (3.42)

where | · | is cardinality. Note that during each tstep, the user moves with a velocity

of vrx [m/s], and its movement is tstep vrx. Assume user is in the spot center, if its

movement after one tstep is still in the coverage area of spot, then user looks nearly

static from the AP viewpoint in one tstep. The tstep must be sufficient such that the

distance moved by the user is less than (ω(h) + rscan), thus,

tstep ≪
(ω(h) + rscan)

vuser
. (3.43)

Note that ω(h) is function of θFWHM (see (2.21)). This allows the AP to react before the

user moves out of the scanning range, and it can update the scanning center accordingly.

Moreover, another more strict condition for Tscan can also be considered as

Tscan ≪ nspot
(ω(h) + rscan)

vuser
. (3.44)

Since ω(h) is the smallest beam radius in this system at the receiver plane, other positions

have a larger beam size, resulting in a larger spot coverage within tstep. The selection

of θFWHM determines the sensitivity of tracking. If feedback and response system is not

fast, then larger value of θFWHM must be selected to guarantee that within tstep, user is

still in the coverage of beam spot with high probability. Therefore the choice of θFWHM

depends on tstep. Furthermore, nspot determines the accuracy of the direction of the

update. Assuming a fast operating system, i.e., tstep is very small, with larger nspot,

AP receives feedback corresponding to more angles close to each other and takes the

average of them for center update. Furthermore, a number of discrete spots, nspot, must

be selected such that it does not increase Tscan to avoid having unnecessary spots.

103



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

The AP may fail to receive any feedback from the user during a full scanning cycle

due to several factors. For instance, the user might move abruptly outside the scanning

coverage, the LoS link could be temporarily obstructed, or the user could be near the

edge of the coverage area and exit it after a scanning cycle. In such scenarios, if the AP

receives no feedback during a scanning interval of duration Tscan, the parameter c(t)
s can

be updated in a direction same as the previous direction of update as

c(t+1)
s = c(t)

s + εc · ζ, (3.45)

εc = 2|δdrx|max, (3.46)

|δdrx|max = vuser, max · Tscan, (3.47)

ζ = c
(t)
s − c(t−1)

s

∥c(t)
s − c(t−1)

s ∥
, (3.48)

where vuser, max [m/s] is considered to be the user maximum speed, and ζ is the direction

of center update in the previous scan. Note that ||(c(t)
s − c(t−1)

s )|| ≠ 0, otherwise the

center of scanning can be updated randomly according to

c(t+1)
s = c(t)

s + εc.Z, (3.49)

where Z ∼ N (0, 1). Since user speed is random, to evaluate εc, a maximum speed of

vuser,max is considered to consider the worst-case scenario, which is a movement with

maximum speed. Therefore, if the user is out of scanning coverage in one period, it is

possible that the user may be found again in subsequent scans. Otherwise, if the user is

not found in multiple periods of scanning center update, then the spiral search with the

same beam divergence, i.e., θFWHM, can start searching according to section. 3.2.1 from

the center c(t)
s , where c(t)

s corresponds to the last received feedback.
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3.3.2 DBS Algorithm

The summary of DBS tracking scheme is demonstrated in Algorithm 2. The inputs of

this algorithm are the simulation time interval ttot, beam divergence θFWHM, feedback

threshold coefficient ρth that determines minimum acceptance power by the receiver

and can be derived from (3.11), number of spot positions nspot, vector of angles on the

circular scanning pattern Θs, scanning step time tstep, initial center of scanning pattern

c
(0)
s obtained from initial multi-stage spiral search, εc is derived from (3.46), and the

receiver edge threshold δdrx from (3.21). The output of the algorithm is c(t+1)
s , which is

the next center of the discrete circular scanning pattern at time step (t+ 1). Note that

in Algorithm 2, it is assumed that tc is negligible and Tstep ≈ nspot tstep for simplicity in

the simulations.

When the user is lost during tracking, the AP updates the direction according to

(3.48) and (3.49). In the simulations and in Algorithm 2, only DBS tracking is imple-

mented, and the spiral search is not used to recover a lost user. A sufficiently small

tstep relative to the chosen θFWHM proves in the following simulation that the data rate

can be maintained while the user is randomly moving. The following simulations will

demonstrate that if tstep is insufficient for tracking, the data rate drops to zero. In prac-

tical implementations, a spiral search can be incorporated into the tracking phase to

guarantee user recovery if the AP loses the signal after multiple attempts. In a scenario

where the user does not move significantly (i.e., remains within a circle of center c(t)
s and

radius rscan, see Fig. 3.16), the circular scanning pattern remains active; however, its

center is not updated since all beam spot positions satisfy Pr > ρth Pt, resulting in nspot

ACKs per scan cycle. The user is still required to provide periodic ACK feedback to

confirm continued coverage within the beam FoV. This requirement arises not only from

user movement but also from small-scale vibration effects, such as structural vibrations

in the environment, which become relevant when operating with very low θFWHM values.

The frequency of feedback transmission is determined by 1/tstep.
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Algorithm 2: Tracking and Communication with DBS for Simulation
Input: ttot, θFWHM, ρth, nspot, Θs, tstep, xscan, c

(0)
s , εc, δdrx

Output: c(t+1)
s

1 Calculate ω(h), and Pt, from (2.40), and (2.42) respectively
2 Tscan ≈ nspot tstep, rscan = xscan ω(h)
3 while t ≤ ttot do
4 for i = 1 : nspot do
5 Calculate x(t)

si , y
(t)
si based on (3.41)

6 S
(t)
i = [x(t)

s,i y
(t)
s,i zs], n

(t)
tx,i = S

(t)
i −Tx

||S(t)
i −Tx||

, φ
(t)
i = cos−1

(
n

(t)
tx,i.d

(t)
rx

||d(t)
rx ||

)
7 Calculate ω

(
d

(t)
rx cos(φ(t)

i )
)
, based on (2.40)

8 Calculate ψ(t) = cos−1
(
nrx.(−d(t)

rx )
||d(t)

rx ||

)
9 Calculate P (t)

r,i based on (2.42)
10 if P (t)

r,i > ρth Pt then
11 Θ(i) = 1, receiver sends 1-bit feedback
12 Θ+(i) = Θs(i)

else
13 Θ(i) = 0

end
14 Update user position after one tstep to model its movement:
15 d

(t)
rx ← d

(t)
rx + (d(t+1)

rx −d(t)
rx )

nspot

end
16 if Θ+ ̸= ∅ then
17 if |Θ+| = nspot then
18 c

(t+1)
s = c

(t)
s

else
19 Update c(t)

s to c(t+1)
s based on (3.42)

end
else

20 if ∥c(t)
s − c(t−1)

s ∥ ≠ 0 then
21 c

(t+1)
s = c

(t)
s + εc

c
(t)
s −c(t−1)

s

∥c(t)
s −c(t−1)

s ∥
else

22 c
(t+1)
s = c

(t)
s + εc · Z

end
end

23 t← t+ Tscan
end
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3.3.3 Average Achievable Data Rate per Period of Scanning

The AP can only determine whether the spot is within the receiver FoV based on a 1-bit

ACK. Since the receiver either sends a signal upon detection or nothing if undetected,

the AP cannot measure the full channel. At the receiver side, the received power can

be measured, providing knowledge of the link gain but not the beam pointing direction;

thus, the receiver does not have complete channel state information. According to Fig.

3.18, in each spot position during tstep, the AP first transmits a TS and transmits data

only when 1-bit ACK is received. This process repeats for nspot spot positions within

one scanning cycle of duration Tscan. The data is not retransmitted within the same

scanning cycle. Therefore, the average data rate per cycle is the total data rate from

all spot positions divided by the number of spot positions. For the DBS scheme, the

average data rate after each period of scanning can be calculated as

R
(i)
DBS, avg = 1

|Θ|

|Θ+
i |∑

j=1
Rij , for i = 1, 2, . . . ,m, (3.50)

where Rij is the j-th instantaneous rate at the i-th scanning cycle, which is defined in

the equation (2.45), and Θ+
i is the set of angles in which a positive feedback is obtained

in the i-th scanning cycle. Note that the total simulation time interval is obtained using

ttot = mTscan, where Tscan is defined in (3.40).

3.4 Conclusion

This chapter has presented the design framework for DBS systems in indoor OWC.

The design was divided into two main phases, including initial beam searching using

a multi-stage spiral scanning approach, and simultaneous tracking and communication

with periodic feedback to maintain sufficiently high-precision alignment. Detailed mod-

eling and algorithm development were provided for defining the beam steering geometry,
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feedback threshold calculation, and the tracking strategy based on discrete beam steer-

ing positions. The performance evaluation and simulation results in an indoor scenario

demonstrating the trade-offs in DBS parameter selection for different user movement

scenarios, along with comparisons to a cellular-style design from [11] and an idealized

case, is presented in the next chapter.
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Chapter 4

Comparison of DBS System

versus Benchmarks

In this chapter, the DBS tracking algorithm (Algorithm 2) is evaluated through simula-

tions to illustrate parameter trade-offs, their dependencies, and their impact on track-

ing and communication performance. In each simulation, the performance of the DBS

scheme is benchmarked against an ideal tracking scenario in which the AP has perfect

knowledge of the user location and can instantaneously steer the beam with zero pointing

error. For this purpose, the user motion model for these simulations is defined as linear

movement in the XY plane at z = 1 m, starting from the center of the room and moving

toward the corner at (2.5 m, 2.5 m, 1 m) with a user speed of 1m/s. The parameters of

the simulation environment (see also Fig. 2.1) are summarized in Table 4.1.

After analyzing the parameter trade-offs, suitable values are selected for the DBS

configuration, and its communication performance is compared with the cellular-style

architecture introduced in Chapter 1 (also see Fig. 1.8), which follows the atto-cell

design of [11]. As discussed previously, this scheme divides the room into cells of size

10 cm × 10 cm determined by the beam divergence (θFWHM = 4◦) and activates the

corresponding transmitter element based on the localized position of the user. The
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Table 4.1: System parameters for simulation setup.

Parameter Value / Description
Room dimensions (2.5 m, 2.5 m, 3 m)
AP location (0, 0, 3 m)
Vertical separation h = 2 m
User motion model Linear trajectory from center to corner of the

room on XY plane at zrx = 1 m
User velocity vuser = 1 m/s
Receiver parameters According to Table 2.6
Receiver noise parameters According to Table 2.7
Wavelength λ = 1550 nm
Eye-safety parameters From Table 2.5
Number of subcarriers Ms = 128

comparison is carried out under two user motion scenarios. One is a linear movement

from the center to the corner of the room, and another is a Brownian motion model

representing random movement in random directions. All simulation parameters are

selected based on Table 2.6 and Table 2.7. The transmit eye-safe power is calculated

using (2.29) and Table 2.3 for a given θFWHM, the received power is computed from

(2.42), noise power is derived from (2.46), and the resulting data rate is obtained from

(2.45) (considering Ms = 128 subcarriers).

4.1 Design Considerations and Trade-offs in DBS Archi-

tecture

The DBS architecture depends on several design parameters, including the beam diver-

gence angle θFWHM, scanning step time tstep, circular scanning radius rscan = xscan ω(h),

number of spot positions per scan nspot, feedback threshold coefficient ρth (see (3.20)) de-

termined by the receiver edge threshold δdrx from (3.21), the AP–receiver plane distance

h, and the maximum user velocity vuser,max. To evaluate the effect of each parameter,

one variable is varied while the others are held fixed; unless otherwise stated, h = 2 m

and vuser,max = 1 m/s are assumed. Since the user displacement within each tstep is
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Figure 4.1: Parameter dependencies of DBS scheme influencing achievable
data rate

vuser,max tstep, this parameter directly affects the rate of user position change. Further-

more, the analysis assumes that the user location is initially known to the AP at the

beginning of scanning (i.e., c(0)
s = (0, 0)).

Figure 4.1 summarizes the interaction of these parameters to determine the achievable

data rate. Specifically, beam divergence θFWHM, scanning strategy variables xscan, tstep,

nspot, feedback sensitivity (ρth, δdrx), and the initial estimated location c
(0)
s obtained

through multi-stage spiral search jointly affect alignment accuracy and system perfor-

mance. In addition, noise in beam pointing and initial localization error further influence

the achievable rate by perturbing tracking accuracy. This integrated view highlights the

design trade-offs and parameter interdependencies explored through the simulations and

compared with an ideal tracking method, where AP can exactly track the position of

the user.

4.1.1 Effect of Feedback Threshold on Rate of DBS Scheme

First, the effect of ρth, δdrx, and θFWHM, is examined. Considering θFWHM = 2◦, tstep =

1 ms, rscan = 0.5ω(h), and nspot = 3, the parameter δdrx is swept to determine ρth for

different θFWHM values. Moreover, user movement is assumed to be linear at height 1m

above the floor from center of XY plane to the corner at (2.5m, 2.5m). Therefore the

radial distance from center, r =
√
x2
rx + y2

rx is changing.
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Figure 4.2: Data rate vs radial distance of user from center θFWHM = 0.4◦

for difference δdrx values for tracking compared to ideal tracking

Figure 4.3: Data rate vs radial distance of user from center θFWHM = 4◦

for difference δdrx values for tracking compared to ideal tracking

It is evident from Figures 4.2 and 4.3 that increasing δdrx from 5.1 cm to 89 cm leads

to a higher data rate, whereas further increases (e.g., δdrx = 90 cm or larger) cause the
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rate to drop as the radial distance grows. This behavior can be explained through the

effect of δdrx on the feedback threshold ρth. A larger δdrx corresponds to a stricter

sensitivity requirement, such that the receiver does not send an ACK unless the received

power exceeds a higher threshold. If the threshold is set too high (e.g., δdrx = 200 cm),

the condition is rarely satisfied during user motion, resulting in lost ACKs, disrupted

tracking, and a sharp reduction in rate at radial distance equal to almost 133.5 cm in Fig.

4.2. On the other hand, a high threshold (δdrx = 200 cm) can improve performance by

enforcing stricter ACK conditions. In this case, the circular scanning pattern is adapted

more accurately to the user location in each cycle of circular scanning. For instance, if

a user lies within the overlap of two spots, with one spot covering the user in the spot

center and the other only at the spot edge, the stricter threshold ensures that only the

first spot triggers an ACK. This guides the beam update toward the spot that provides

better alignment, and after several scanning cycles, the user becomes covered by all

nspot = 3 close to center of circular pattern (i.e., c(t)
s , see Fig. 3.16), thereby achieving a

higher data rate than with a less strict threshold.

Both Figures 4.2, and 4.3 exhibits the same trend compared to δdrx values for different

θFWHM values, i.e., 0.4◦, 4◦ respectively. Note that selecting δdrx higher than 200 cm

results in almost the same data rate as for the curve corresponding to δdrx = 200 cm. In

Fig. 4.2, selecting δdrx > 89 cm results in data rate drop before reaching the corner of

the room. Also for θFWHM = 4◦, rate drops at δdrx = 89 cm, but before it reaches zero,

the farthest distance will be reached.

4.1.2 Effect of Discrete Scanning Step Time on Rate of DBS Scheme

The next trade-off is to investigate the effect of tstep (as introduced in Subsection 3.3.1

and defined in (3.39)) on the average data rate for different θFWHM values using Algo-

rithm 2. Figures 4.4, 4.5, 4.6 show the average data rate compared to radial distance of

user from center of XY plane when user moves from center of the room to the corner with
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θFWHM = 0.4◦, 1◦, 4◦, respectively. Note that the figures are shown with radial distance

at most 25 cm from the center. Moreover, similar to the previous comparison, nspot = 3

is considered for the tracking and δdrx = 89 cm is selected for threshold calculation for

all θFWHM values. In Fig. 4.4, selecting tstep = 0.01 ms, 0.1 ms results in a higher average

data rate since the AP can track the user movement with higher precision due to shorter

periods for full scanning cycles. This means that ∆ruser = vuser × tstep is smaller within

one tstep for lower values of tstep, leading to more precise tracking. Note that selecting

tstep = 0.001 ms results in the same performance as tstep = 0.01 ms. In contrast, for

tstep = 1 ms, the data rate decreases, and greater fluctuations occur in the average data

rate. Larger values of tstep result in losing track of the user, as ∆ruser becomes large

compared to the scanning coverage. Consequently, the user is frequently positioned at

the edge of the scanning coverage and eventually moves out of the scanning range. For

Figs. 4.5 and 4.6, similar trends are observed. A larger θFWHM provides wider scanning

coverage, making tracking more robust against larger values of ∆ruser. For instance, in

Fig. 4.4, tracking fails at tstep = 1.1 ms for θFWHM = 0.4◦. In contrast, in Fig. 4.5,

tracking fails after tstep > 2 ms for θFWHM = 1◦, and in Fig. 4.6, it fails after tstep > 5 ms

for θFWHM = 4◦.

4.1.3 Effect of Beam Divergence Angle on Rate of DBS Scheme

The effect of θFWHM on the average achievable data rate is now investigated for a user

moving linearly from the center to the corner of the room. Figures 4.7, and 4.8 represent

the results for tstep = 0.1µs, and tstep = 1 ms respectively. In this simulation, nspot = 3,

δdrx = 89 cm, and xscan = 0.5 are considered. It can be observed from Fig. 4.7 that

θFWHM = 0.047◦ yields the highest average data rate, consistent with the expectation

based on Fig. 2.4 in the previous chapter. The choice of θFWHM = 0.047◦ gives the

minimum beam divergence and highest SNR, thus maximum rate can be achieved if

the tracking precision is extremely high. Increasing θFWHM results in degradation in the
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Figure 4.4: Data rate vs radial distance of user from center with θFWHM =
0.4◦ for difference tstep times for tracking

Figure 4.5: Data rate vs radial distance of user from center with θFWHM =
1◦ for difference tstep times for tracking

average rate. Moreover, in Fig. 4.8, tracking is done with larger tstep and communication

is lost when the user moves. Only with θFWHM = 0.4◦, 0.5◦ the tracking is successful
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Figure 4.6: Data rate vs radial distance of user from center with θFWHM =
4◦ for difference tstep times for tracking

Figure 4.7: Data rate vs radial distance of user from center for different
θFWHM values with tstep = 0.1µs

and θFWHM = 0.4◦ gives the better performance. Therefore, in the following simulations,

θFWHM = 0.4◦ is considered when tstep = 1 ms is selected.

116



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Figure 4.8: Data rate vs radial distance of user from center for different
θFWHM values with tstep = 1 ms

4.1.4 Effect of Spot Numbers Per Scanning on Rate of DBS Scheme

The effect of the number of beam spot positions per scanning cycle, nspot, is illustrated

in Figs. 4.9 and 4.10. In both figures, δdrx = 89 cm, the user moves linearly from the

center to the corner. In Fig. 4.9, θFWHM = 0.4◦, while in Fig. 4.10, θFWHM = 2◦. It can

be observed from Fig. 4.9(a) that with tstep = 0.1 ms, larger fluctuations occur when

nspot = 3, while the curve of the average data rate becomes smoother as nspot increases.

This behavior can be explained as follows. With high-precision tracking (tstep = 0.1 ms),

a larger number of spot positions nspot enables more accurate updates of the circular

scanning pattern center. As a result, the user remains closer to the pattern center, which

yields nspot ACKs in each cycle and thus a higher data rate. In contrast, for tstep = 1 ms

(see Fig. 4.9(b)), corresponding to lower tracking precision, setting nspot = 3 provides a

better average data rate. In this case, the AP scans fewer spots per cycle, allowing faster

updates of the pattern center and improving responsiveness compared to configurations

with larger nspot.
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Figure 4.9: Data rate vs radial distance of user from center with θFWHM =
0.4◦ for different nspot number per scanning; (a) tstep = 0.1 ms, (b) tstep =
1 ms

The average of achievable rate when user moves from center to the corner of the room

on XY plane, is 8.97, 9.13, 9.08, 9.07, 9.01 [Gbps] for nspot = 3, 4, 5, 6, 9, respectively.

Therefore selecting nspot = 4 results in better performance for high precision tracking

depending on θFWHM. Also for tstep = 0.01 ms, selecting nspot = 4 leads to the higher

average data rate. In contrast, in Fig. 4.9(b), selecting nspot = 3 provides better

tracking performance compared to nspot = 4 where average of data rate is 8.61 [Gbps]

and 8.56 [Gbps] for nspot = 3 and nspot = 4 respectively. Moreover, for nspot ≥ 5,

tracking fails, and the AP cannot maintain communication. This failure occurs because

when the AP points the beam to multiple spot positions within one cycle, the user moves

to the edge of the scanning coverage and eventually moves out of the scanning range

for larger radial distances, making it difficult for the AP to predict the next tracking

direction. Therefore, for lower precision tracking, i.e., larger tstep, selecting a smaller

nspot, particularly nspot = 3, leads to better results in terms of achievable data rate.

Fig. 4.10(a) shows tracking with tstep = 1 ms, which represents high tracking precision

for θFWHM = 2◦. Selecting nspot = 4 results in a higher average data rate compared to
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Figure 4.10: Data rate vs radial distance of user from center with
θFWHM = 2◦ for different nspot number per scanning; (a) tstep = 1ms, (b)
tstep = 3ms

nspot = 3. However, selecting nspot = 5 or 6 degrades performance, since the AP

must scan more spot positions in each cycle. During this longer scanning process, the

user, moving linearly toward the corner, shifts closer to the edge of the coverage region,

reducing alignment accuracy and thus lowering the achievable rate. Selecting tstep = 3 ms

in Fig. 4.10(b) results in a higher average rate for nspot = 3 and a lower rate for nspot ≥ 4.

4.1.5 Effect of Scanning Radius on Rate of DBS Scheme

In Figs. 4.11, 4.12, and 4.13, the effect of xscan = rscan/ω(h) is investigated for θFWHM =

0.4◦, 4◦ respectively, where δdrx = 89 cm, and nspot = 3. In Fig. 4.11, it can be ob-

served that the curves corresponding to xscan = 0.5, 0.6, 0.7 result in higher average data

rates compared to other curves when tstep = 1 ms. More precisely, the average data

rates when the user moves from the center to (2.5 m, 2.5 m) are 9.02, 9.26, 9.19 Gbps for

xscan = 0.5, 0.6, 0.7 respectively. Selecting tstep = 0.1 ms results in the same trend for the

mentioned xscan values, with xscan = 0.6 showing slightly superior performance. In Fig.

4.12, tstep = 1.5 ms is selected for θFWHM = 0.4◦. Only with xscan = 0.9, 1 does tracking

not fail to maintain communication. This is due to the higher scanning coverage area of
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Figure 4.11: Data rate vs radial distance of user from center with
θFWHM = 0.4◦ for difference xscan = rscan

ω(h) values for tracking with
tstep = 1 ms

the AP compared to smaller values of xscan. This demonstrates that if tracking precision

is low for θFWHM, increasing xscan to 1 allows tracking to be maintained. Moreover,

Fig. 4.13 shows the performance comparison for θFWHM = 4◦ when tstep = 1 ms. Since

the tracking precision of tstep is high for θFWHM = 4◦, selecting xscan = 0.5 balances the

trade-off between scanning coverage and data rate. When xscan is larger, the user is close

to the edges of the scanning coverage in a cycle, similar to the case when xscan < 0.5.

4.1.6 Effect of Initial Localization Error on DBS Scheme Performance

In previous simulations, it is assumed that there is no initial localization error for the

starting position of DBS tracking. The user starts from the position (0, 0, 1m), and

the DBS scheme knows the exact initial location of the user. In practice, the initial

location must be estimated using a multi-stage spiral search, which introduces errors in

the initial position estimation. To incorporate this error into the tracking analysis, it is

assumed that the initial position has an error modeled by a Gaussian distribution with
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Figure 4.12: Data rate vs radial distance of user from center with
θFWHM = 0.4◦ for difference xscan = rscan

ω(h) values for tracking with
tstep = 1.5ms

zero mean and standard deviation σs. A Monte Carlo simulation with 1000 iterations

is then performed for tracking with a given standard deviation, and the average of the

average data rate is computed as the user moves from the center to the corner of the

room. In this simulation, tstep = 1 ms, nspot = 3, δdrx = 89 cm, and xscan = 0.5 are

considered, and the DBS scheme is compared across different σs values for a θFWHM.

Fig. 4.14 illustrates the performance comparison of the DBS scheme for different

values of σs in a Monte Carlo simulation. The figure shows the average of the average

data rate after 1000 iterations. The curve corresponding to zero initial localization error

(σs = 0), is obtained from a single simulation. In contrast, the other curves represent the

average of 1000 simulations and appear smoother. It can be observed that the curves for

σs = 0.1 cm, 0.5 cm maintain a data rate similar to the case with no initial localization

error (σs = 0). The minimum beam radius for θFWHM = 0.4◦ is ω(h) = 1.19 cm, and

the minimum radius of the scanning coverage is rscan +ω(h) ≈ 1.78 cm. Therefore, when

σs > 1.78 cm, the data rate deteriorates, and the AP may lose track of the user. For
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Figure 4.13: Data rate vs radial distance of user from center with
θFWHM = 4◦ for difference xscan = rscan

ω(h) values for tracking with tstep =
1ms

Figure 4.14: Average data rate vs radial distance of user for different σs

values for initial localization error for DBS scheme with θFWHM = 0.4◦
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Figure 4.15: Average data rate vs radial distance of user for different σs

values for initial localization error for DBS scheme with θFWHM = 4◦

σs = 1 cm, 2 cm, tracking is still maintained, but the average data rate drops significantly.

Moreover, Fig. 4.15 represents the similar performance comparison for θFWHM = 4◦

which is more robust against initial localization error since ω(h) + rscan = 17.79 cm. It

can be seen that σs = 1 cm, 5 cm gives the same average data rate. Furthermore, with

σs ≥ 10 cm, the average data rate drops.

4.1.7 Effect of Noise in Beam Pointing on the Performance of DBS

Scheme

In practice, there will be noise in pointing due to imperfections of the beam steering

device or vibrations of the building, which introduces inaccuracy in pointing. To examine

this effect, zero-mean Gaussian additive noise is considered for the beam pointing vector

S(t) =
(
x

(t)
s , y

(t)
s

)
at time t. Therefore,

S′(t) =
(
x(t)
s + n(t)

x , y
(t)
s + n(t)

y

)
, (4.1)
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is obtained, indicating random noise in pointing position with a standard deviation of

σp [m]. The parameter σp is linked to the intrinsic angular pointing noise specified for

the beam steering device. Conceptually, this relationship can be expressed by comparing

the noiseless angles θ(t) and φ(t) at time step t (from (3.4) and (3.5)) with their noisy

counterparts θ′(t) and φ′(t) derived from (4.1) on the XY plane at z = 1 m. Thus, σp

should be regarded as a free parameter determined by the characteristics of the steering

device, rather than a value computed from the simulation. The elevation and azimuth

errors can then be defined as
∆θ(t) = θ

′(t) − θ(t),

∆ϕ(t) = φ
′(t) − φ(t).

(4.2)

Since the pointing-angle noise is modeled as zero-mean additive Gaussian noise, the

standard deviation is given by

σθ =

√√√√ 1
Nt − 1

Nt∑
i=1

(
∆θi)2, (4.3)

σφ =

√√√√ 1
Nt − 1

Nt∑
i=1

(
∆φi)2, (4.4)

where Nt = ttot/tstep is the number of total simulation time steps.

Fig. 4.16, and 4.17 shows the performance comparison for different σp values for

θFWHM = 0.4◦, 4◦ respectively. Note that the Monte-Carlo simulation is performed with

1000 iterations, and the average of the data rate is demonstrated in the figures. It can be

observed from Fig. 4.16 that having σp = 1 mm degrades the data rate slightly compared

to the curve corresponding to σp = 0. Given σp = 1 mm, and using (4.3) and (4.4), the

angular standard deviations σθ and σφ can be obtained in the simulation and averaged

over multiple Monte Carlo iterations. In this case, σθ = 69.63µrad and σφ = 258.61µrad

were computed by averaging across 10,000 Monte Carlo runs. These results indicate that

a tracking system with θFWHM = 0.4◦ is highly sensitive and strongly dependent on the
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pointing accuracy of the beam steering device.

Moreover, in Fig. 4.17, the DBS tracking is robust against standard deviations of

σp = 10 mm, 20 mm, 30 mm and the data rate degrades with σp ≥ 40 mm. It can be

observed that a higher θFWHM reduces the sensitivity of the DBS scheme to pointing

errors. For example, in this figure, with σp = 50 mm, the average data rate is still

maintained at a level comparable to the case with σp = 0. In this figure, the curve

corresponding to σp = 30 mm maintains the tracking and communication, whereas curves

with larger σp values exhibit a significant performance drop. Therefore, for θFWHM = 4◦,

the system remains robust to pointing noise up to approximately σp = 30 mm, which

corresponds to σθ = 0.95 mrad and σφ = 3.5 mrad, computed from (4.3) and (4.4) and

averaged over 10,000 Monte Carlo iterations.

Angular pointing noise varies with the steering technology. MEMS micromirrors spec-

ify point-to-point precision as a proxy for jitter, with reported values of about 3.5µrad

per axis [108] which is equivalent to σp = 0.05 mm for θFWHM = 0.4◦ from simula-

tion. OPAs have demonstrated root-mean-square (RMS) pointing precision of 8.1µrad

(≈ σp = 0.12 mm for θFWHM = 0.4◦) at 1550 nm under active phase locking [109]. In

contrast, SLMs specify phase stability rather than angular noise. For example, Mead-

owlark Optics reports phase ripple of 0.002π–0.02π rad, corresponding to 6.3-62.8 mrad

of phase variation [110]. The impact of angular pointing noise on the proposed DBS

system depends on the selected θFWHM. For narrow beams, such as θFWHM = 0.4◦, the

angular noise standard deviations of σθ > 69.63µrad and σφ > 258.61µrad (equiva-

lent to σp > 1 mm obtained from simulation) become significant and noticeably degrade

tracking and communication performance, as shown in Fig. 4.16. For this beam di-

vergence, both OPAs and MEMS mirrors are capable of supporting DBS tracking and

communication since their σθ and σφ values remain well below these thresholds.

Let the pointing error of DBS tracking at time step t on XY plane at z = 1m is

125



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Figure 4.16: Average data rate vs radial distance of user from center
for θFWHM = 0.4◦, considering noise in pointing for DBS scheme with
different standard deviation, σp values

Figure 4.17: Average data rate vs radial distance of user from center for
θFWHM = 4◦, considering noise in pointing for DBS scheme with different
standard deviation, σp values
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Figure 4.18: Pointing error of DBS tracking (computed from (4.5)) consid-
ering σp = 0, σs = 0, versus radial distance of user when moving linearly
from center to corner of room; (a) θFWHM = 0.4◦, (b) θFWHM = 4◦

defined as difference between pointing position (x(t)
s , y

(t)
s ) and user position (xrx, yrx),

and can be computed as

err
(t)
DBS =

√
(x(t)
s − x(t)

rx )2 + (y(t)
s − y(t)

rx )2. (4.5)

Figure 4.18 illustrates the pointing error errDBS for θFWHM = 0.4◦ and 4◦ under

noiseless beam steering (σp = 0) and zero initial localization error (σs = 0). The

maximum error is 2.13 cm in Fig. 4.18(a) and 16.77 cm in Fig. 4.18(b).

Figure 4.19 shows the DBS pointing error for (a) θFWHM = 0.4◦, σp = 1 mm and

(b) θFWHM = 4◦, σp = 30 mm, averaged over 1000 Monte Carlo iterations. Compared

with Fig. 4.18(a) (noiseless case), panel (a) exhibits a similar overall pattern, except

for a pronounced error growth near the room corner, which reduces the data rate (cf.

Fig. 4.16, curve for σp = 1 mm). Panel (b) demonstrates lower sensitivity to pointing

noise, consistent with the results in Fig. 4.17 (curve for σp = 30 mm).
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Figure 4.19: Pointing error of DBS tracking (computed from (4.5)) consid-
ering σs = 0, versus radial distance of user when moving linearly from cen-
ter to corner of room; (a) θFWHM = 0.4◦ σp = 1 mm, and (b) θFWHM = 4◦,
σp = 30 mm,

4.2 Parameter Selection for DBS System

In Section 4.1, the impact of the design parameters on the proposed DBS scheme is

analyzed (see also Fig. 4.1). To balance the inherent trade-offs, the DBS parameters are

selected to provide a complete system design while accounting for practical constraints.

The chosen parameters are summarized in Table 4.2.

According to the table, the selection of δdtx = 89 cm is examined in Subsection 4.1.1,

yielding ρth = 0.316 for θFWHM = 0.4◦ as computed from (3.20). The parameters

θFWHM = 0.4◦ and tstep = 1 ms are chosen based on the results presented in Subsec-

tions 4.1.3, and 4.1.2. The number of discrete spot positions on the circular tracking

pattern, nspot = 3, is selected according to the trade-off discussed in Subsection 4.1.4,

with respect to tstep = 1 ms and θFWHM = 0.4◦. The scanning radius, defined as

rscan = xscan ω(h), where xscan = 0.5 is determined from the analysis in Subsection 4.1.5

for θFWHM = 0.4◦. Noise in pointing, σp, and initial localization error, σs, are discussed

in Subsections 4.1.7, and 4.1.6 respectively. For θFWHM = 0.4◦, the results in Subsec-

tion 4.1.7 show that values of σp > 1 mm cause significant rate degradation; therefore,
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Figure 4.20: Multi-stage localization with M = 6 total stages for ϵ = 1 cm
accuracy: (a) cumulative spot numbers N and localization error D versus
stage index m, (b) corresponding optimal θ(i)

FWHM values at each stage
index m.

σp = 1 mm is adopted for the simulations.

The results for the initial localization algorithm are presented in Fig. 4.20. In

Fig. 4.20(a), M = 6 stages are considered, following the observation from Fig. 3.14(a)

that increasing the number of stages to 6 significantly reduces the maximum localization

delay compared to smaller values of M . From Fig. 4.20(a), the localization error at

the most distant point, i.e., (2.5, 2.5, 1) [m], corresponding to the worst-case scenario, is

0.86 cm at the final stage. Based on this finding, a standard deviation of σs = 0.86 cm is

adopted for the initial localization error (as shown in Table 4.2) in the Monte Carlo simu-

lations of DBS tracking. In addition, the total number of beam spots required to achieve

the target accuracy of ϵ = 1 cm at this location is 583, which results in a maximum lo-

calization delay of 583 ms given the step time of tstep = 1 ms. Furthermore, Fig. 4.20(b)

illustrates the computed θFWHM values for each stage. It is important to note that, for

the required accuracy of ϵ = 1 cm (at the most distant location), the divergence angle

θFWHM,min in Table 4.2 for the final spiral stage is obtained from (C.30).

Figure 4.21 compares the DBS scheme with and without considering pointing and
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Table 4.2: System Parameters for Proposed DBS Architecture

Category Parameter Value
Transmitter Beam steering device MEMS / OPA

Angular speed 1/tstep = 1 kHz
Beam configuration Single beam with lens

(adjustable divergence)
Step time tstep = 1 ms

Room & User
Model

Room dimensions (2.5, 2.5, 3) [m]

AP-user vertical distance h = 2 m
User motion Linear, vuser = 1 m/s on

XY plane at z = 1 m
Receiver & Link Power threshold edge offset δdrx = 89 cm

ρth (threshold factor) 0.316
Receiver parameters From Table 2.6
Receiver noise parameters From Table 2.7
Uplink feedback ODTx / CCR / RF
Wavelength λ = 1550 nm
Transmit eye-safe power Computed from

Table 2.5
Multi Stage
Spiral Search

Number of stages M = 6

Spiral factor αs = 0.841
Initial Beam divergence θFWHM, max = 10◦

Final Beam Divergence θFWHM, min = 0.082◦

Target accuracy ϵ = 1 cm
DBS Tracking Beam divergence θFWHM = 0.4◦

Transmit power Pt = 9.6 mW
Scanning radius xscan = 0.5
Number of spots nspot = 3
Initial localization std σs = 0.86 cm
Noise in pointing std σp = 1 mm

130



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Radial Distance of User from Center (r) [cm]
0 50 100 150 200 250 300

Av
er

ag
e 

R
at

e 
[G

bp
s]

0

2

4

6

8

10

12

14

Ideal

DBS, <s = 0, <p = 0

DBS, <s = 0:86 cm, <p = 1 mm

Figure 4.21: Implementation of the DBS scheme considering pointing and
initial localization errors, compared with the case without noise and with
ideal tracking.

localization noise (σs, σp from Table 4.2), alongside the ideal tracking performance. In

this simulation, the user moves linearly at a constant speed of vuser = 1 m/s from the

center to the corner of the room on the XY plane. The curve corresponding to DBS with

noise is averaged over 10,000 Monte Carlo simulations. As expected, smaller values of σs

and σp cause the performance to approach that of the DBS scheme without noise. The

feasibility of achieving beam divergence angles θFWHM below 0.082◦ (see Fig. 4.20(b))

with available hardware reduces the initial localization error, thereby improving the

performance and yielding a higher average data rate, closer to the noise-free DBS curve

in Fig. 4.21. For instance, targeting a localization accuracy of ϵ = 0.5 cm results in an

error of 0.42 cm for θFWHM = 0.041◦.

It is important to note that this level of precision in θFWHM corresponds to the most

distant point in the room, representing the worst-case scenario. In practice, achieving

beam divergences well below θFWHM = 0.4◦ is feasible with current devices. Commercial

compact fiber collimators specify full-angle beam divergence< 0.50 mrad (i.e., ≈ 0.029◦),

131



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

which is already an order of magnitude tighter than 0.4◦. At the integrated module

level, state-of-the-art MEMS/Fourier beam scanners report measured far-field FWHM

divergences on the order of 0.05◦, demonstrating what is achievable with careful optical

design and alignment [111].

Furthermore, depending on the capabilities of the selected beam steering device (see

Table 2.8), the step time tstep can be further reduced, which would also enhance the

overall performance. Note that the parameters in Table 4.2 are selected to illustrate the

upper-limit performance of the DBS scheme while accounting for hardware constraints

and impairments. The DBS scheme can be adapted to more relaxed conditions (e.g.,

larger θFWHM, higher localization error, reduced sensitivity to pointing noise, or larger

tstep). However, such adaptations result in a lower average data rate (for given BW of

1.5 GHz) when the user is moving.

4.3 Comparison of DBS Scheme with Cellular Scheme

For comprehensive evaluation, this section benchmarks the DBS scheme against two sce-

narios, including an ideal case, where the AP perfectly tracks the user location with zero

error and no feedback, and an atto-cell architecture, which assumes an ideal algorithm

that activates a beam toward the user cell without delay, as described in [11]. This ar-

chitecture is called the cellular scheme (see also Fig. 1.8) in the simulations, where 2500

VCSEL elements are considered, each pointed at its corresponding cell. Note that a PD

is allocated next to each VCSEL element to enable activation based on the received feed-

back signal strength [11]. From Fig. 4.22, the position of ith VCSEL element is Pi
tx and

it is slightly tilted towards the center of its corresponding cell, which is denoted as Pi
cell.

Thus the normal vector of ith transmitter element is nitx =
(
Pi

cell −Pi
tx
)
/
∥∥Pi

cell −Pi
tx
∥∥

as shown in the figure. The parameters of the cellular scheme are listed in Table 4.3

based on [11]. From the table, a cell size of 10 cm×10 cm is selected, which is appropriate
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Table 4.3: System Parameters for the Cellular Scheme based on [11]

Parameter Value
Number of VCSEL elements 2500
Cell size 10 cm× 10 cm
Beam divergence θFWHM = 4◦

Receiver parameters From Table 2.6
Receiver noise From Table 2.6
Spacing between VCSEL ele-
ments

12 mm

Figure 4.22: Downlink geometry of cellular architecture with VCSEL ar-
ray based on [11]

for θFWHM = 4◦ [11]. For simplicity and considering the cellular scheme from [11] to be

ideal, it is assumed that the user can be perfectly tracked and if the user is in a certain

cell, the corresponding beam will be activated with zero delay.

To enable a fair comparison between the proposed DBS scheme and the cellular

architecture in [11], the following assumptions are made. First, no noise in pointing

(σp = 0) and no error in initial localization (σs = 0) are considered in both schemes,

since the cellular baseline from [11] did not include these impairments. This ensures

that both schemes are benchmarked under equivalent conditions. Second, the DBS beam

divergence θFWHM and step time tstep are selected from Table 4.2, which represent feasible
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values given hardware constraints. For the cellular scheme, a cell size of 10 cm × 10 cm

corresponding to θFWHM = 4◦ is chosen in line with [11], where 2500 VCSEL and PD

elements are assumed to cover the room. In contrast, the DBS scheme employs a single

beam steering device and one detector at the AP with transmit power of 9.6 mW. It is

important to highlight that if the cellular scheme were designed with the same narrow

beam divergence as DBS, i.e., θFWHM = 0.4◦, the required number of cells would increase

to about 211 × 211 = 44,521, each with its own VCSEL and PD. Such a configuration

is clearly impractical due to excessive hardware and power demands. Hence, following

[11], the cellular scheme is evaluated with θFWHM = 4◦.

The simulation results are presented in Fig. 4.23. According to this figure, the curve

corresponding to the cellular architecture is simulated for θFWHM = 4◦ (according to

[11]), the ideal system as a benchmark has the highest SNR value in each position and

corresponds to θFWHM = 0.047◦. This ideal case is compared with DBS architecture

with θFWHM = 0.047◦ with tstep = 0.1 ms for tracking precision to make the tracking

for this θFWHM value possible. Note that the maximum eye-safe power for this beam

divergence is also 9.6 mW.

It can be observed that by having an extremely high precision tracking system (e.g.,

tstep = 0.1 ms), the DBS and ideal case give almost the same achievable data rate. In

this figure, the DBS scheme with θFWHM = 0.4◦, and tstep = 1 ms is also demonstrated

and compared with the ideal scheme gives the same beam divergence. By comparing

the curves for DBS, θFWHM = 0.4◦, and Cellular, θFWHM = 4◦, it can be concluded

that the DBS scheme outperforms the cellular architecture with only one IR beam,

beam steering device, single detector at AP, and transmit power of 9.6 mW, whereas the

transmit power for cellular architecture for each of the 2500 cells is 60 mW and a PD

element is considered next to a VCSEL which means 2500 PDs are considered for cellular

scheme. Moreover, the ideal tracking scheme and DBS scheme for θFWHM = 4◦ are also
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Figure 4.23: Comparison between DBS, cellular, and ideal schemes in
terms of average rate vs radial distance from the center of the room for
linear user movement

simulated in this figure. It is worth noting that the performance of cellular architecture

and ideal tracking for the same beam divergence are very close. This comes at the cost

of utilizing a large number of transmitter elements and detectors. For completeness,

Appendix D provides a comparison between the exact Pr calculation (Appendix B) and

the approximate method using (2.42) for the same setup, confirming the validity of the

approximation used in the above analysis.

A comparison between the cellular scheme and the DBS scheme is presented in Ta-

ble 4.4 for three cases that include basic DBS, intermediate DBS, and advanced DBS.

The basic DBS corresponds to a lower-cost and performance design with less stringent

tracking requirements, characterized by tstep < 5 ms. The intermediate DBS represents
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Table 4.4: Comparison of cellular and DBS schemes in terms of hard-
ware and performance

Scheme Details
Cellular θFWHM: 4◦

Hardware: Array of 2500 VCSELs and PDs
Power per VCSEL: 60 mW
Maximum achievable rate (BW=1.5 GHz, room center): 6.57 Gbps

DBS
(Basic) θFWHM: 4◦

Hardware: Stepper motor / Galvo, 1 VCSEL, 1 PD, tstep up to 5 ms
Power per VCSEL: 60 mW
Maximum achievable rate (BW=1.5 GHz, room center): 5.49 Gbps

DBS
(Intermediate) θFWHM: 0.4◦

Hardware: Galvo/SLM/MEMS, 1 VCSEL, 1 PD, lens, tstep = 1 ms
Power per VCSEL: ∼10 mW
Maximum achievable rate (BW=1.5 GHz, room center): 11 Gbps

DBS
(Advanced) θFWHM: 0.047◦

Hardware: MEMS/SLM/OPA, 1 VCSEL, 1 PD, lens, tstep = 0.1 ms
Power per VCSEL: ∼10 mW
Maximum achievable rate (BW=1.5 GHz, room center): 13.19 Gbps

a moderate performance solution with improved beam steering capability, achieving

tstep = 1 ms. The advanced DBS corresponds to a high-complexity beam steering config-

uration, targeting tstep = 0.1 ms. Achieving this performance requires a highly accurate

and fast steering device, which comes at a higher cost. The comparison is made in terms

of hardware requirements, power consumption, and maximum achievable rate. The per-

formance of these three DBS schemes, relative to the cellular scheme, can be observed

from Fig. 4.23.

The second motion model for comparing DBS, cellular, and ideal architectures is

Brownian movement. It is assumed that the user moves randomly following Brownian

motion on XY plane in z = 1m with an average speed of vuser = 1m/s. Brownian

motion, or random walk, describes an unpredictable path in space. In practical scenarios,

user movement can follow a random waypoint model, such as the one analyzed in [112],

which characterizes user mobility with randomly selected destinations and pause times.

This type of model is also employed in [11] to evaluate system performance. In contrast,

Brownian motion is a more constrained form of random movement without defined

waypoints, used here to demonstrate the robustness of the proposed tracking algorithm
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under continuous, highly variable motion. Since discrete time steps for tracking are

considered, it is assumed that the user is moving randomly at each tstep. The distance

moved by user in one tstep and the direction of movement is random and can be modeled

as

X(t) = (x(t), y(t)) (4.6)

⇒ X(t+ tstep) = X(t) +W (t), (4.7)

where W (t) = (∆x,∆y) is random vector corresponding to displacement in X,Y di-

rections at time (t) with Gaussian distribution at each step and ∆x,∆y ∼ N
(
0, σ2).

Moreover, to ensure that user speed does not exceed a maximum speed of vrx, the

maximum absolute value of displacement must be limited to

||W (t)|| ≤ vuser tstep . (4.8)

Fig. 4.24 shows the Brownian motion in 0.5 s time interval considering tstep = 1ms

which results in 500 step times across the room. Fig. 4.25 shows the average rate

when the user moves following the Brownian motion in the simulation time interval

with an average speed of 1m/s. A Monte-Carlo simulation with 10000 iterations is

performed, and the average rate is calculated. The simulation time interval, i.e, ttot,

is 5 s, which means at each iteration of the Monte-Carlo simulation, the user is moving

randomly until 5 s and AP is tracking its movement. Note that the random seed for

user movement is changed after each iteration of Monte-Carlo simulations. The ideal

tracking case with perfect knowledge of user location is implemented for θFWHM = 0.4◦

as a benchmark comparison in this figure. Performance of the proposed DBS scheme

with θFWHM = 0.4◦ and tstep = 1 ms, and cellular-style architecture with θFWHM = 4◦

and 2500 cells are shown in the figure. With only one scanning beam, the DBS scheme

can show its superior performance for integrated communication and tracking with less

power consumption over cellular architecture. Moreover, 4◦ DBS case is included in this
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Figure 4.24: User random movement following Brownian motion in 5 s
time interval with tstep = 1ms, i.e., 500 time steps.

comparison, and the performance is lower than the cellular baseline under the same user

motion conditions. The simulation focuses on demonstrating that the proposed DBS

approach can exceed the best cellular performance by using its optimal configuration

with a single narrow beam that can be implemented with a practical beam steering

device, as summarized in Table 2.8.

Building on the noise-free comparison presented previously (see Fig. 4.23), the ro-

bustness of DBS is then assessed by including pointing noise σp = 0.86 cm and an initial

localization error σs = 1 mm for the DBS scheme only. A Monte Carlo simulation with

1000 iterations is conducted while the user moves linearly from the room center to a

corner, and the resulting tracking performance is compared against the cellular and

ideal schemes in Fig. 4.26. Relative to this figure, the DBS achievable rate continues to

outperform the cellular scheme across the trajectory. Furthermore, Fig. 4.27 shows the

average achievable rate over 2000 Monte Carlo runs for a user following a 1 s Brownian

trajectory, comparing DBS (σs = 1 mm, σp = 0.86 cm) with ideal and cellular baselines.

DBS consistently outperforms the cellular scheme, even when considering impairments
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Figure 4.25: Monte-Carlo simulation with 10000 iterations for average
rate when user moves randomly following Brownian model in 5 s for com-
parison between ideal tracking, DBS scheme (with σs = 0, σp = 0), and
cellular schemes.

such as initial localization error and noise in pointing.

4.4 Conclusion

This chapter has presented a detailed simulation-based evaluation of the proposed DBS

scheme for indoor OWC, with a focus on quantifying design trade-offs. Various system

parameters were examined, including feedback threshold, discrete scanning step time,

beam divergence angle, number of beam spots per scan, scanning radius, initial local-

ization error, and noise in beam pointing. Their individual and combined effects on the

achievable data rate were analyzed to guide the selection of practical operating points.
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Figure 4.26: Comparison between DBS considering noise in pointing and
localization error (σs = 1ms, σp = 0.86 cm), cellular, and ideal schemes
in terms of average rate vs radial distance from the center of the room for
linear user movement
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Figure 4.27: Average achievable rate from a 2000-run Monte Carlo simula-
tion for a user following a Brownian-motion model over 1 s; comparison of
DBS tracking (σs = 1 mm, σp = 0.86 cm) with ideal and cellular schemes.
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Simulation results demonstrated that by carefully tuning these parameters, particu-

larly adopting a narrow beam divergence (θFWHM = 0.4◦) and feasible update spot step

dwell time, (tstep = 1 ms), the DBS scheme can deliver reliable user tracking and high-

speed data transmission using a single steerable beam. Importantly, the performance

of the DBS approach was benchmarked against an ideal tracking scenario as an upper

bound, and a cellular-style design with dense, wide-divergence beams as a practical base-

line. The comparison showed that the optimized DBS configuration can match or exceed

the best cellular performance under identical user motion conditions, while using fewer

resources and offering greater adaptability.

In the next chapter, this study is brought to a close by reflecting on its key insights

and outcomes. Looking ahead, ways to refine the DBS scheme are explored, along with

considerations for its evolution to address practical scenarios and large-scale deploy-

ments.
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Chapter 5

Conclusions and Future

Directions

Indoor OWC systems face major challenges such as user mobility, narrow beam align-

ment requirements, eye-safety power limits, and the complexity and cost of hardware

when trying to deliver high data rates reliably. State-of-the-art cellular-style optical

systems address mobility by using many wide-divergence beams and dense cell deploy-

ments, which increase power consumption and system complexity while limiting achiev-

able data rates due to broader beam spreading. This work targets these challenges by

proposing a DBS approach that uses a single, narrow beam with integrated localization

and tracking algorithms, reducing power transmit power for communications and the

number of emitters. By requiring only simple 1-bit feedback, the system enables pre-

cise, low-latency beam alignment suitable for high-speed users without needing multi-

element transmitters. While the proposed DBS scheme shows significant performance

advantages in simulations, practical deployment still requires addressing issues such as

reliable feedback design in real environments, integration with existing infrastructure,

practical implementation, and scaling for multi-user scenarios. Future work will explore

these challenges, refine beam steering algorithms under more realistic mobility models,
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and develop prototypes to validate the approach in practical settings.

To enhance the DBS scheme, adopting a multi-beam approach instead of a single

beam can be beneficial. For example, a single spot position could consist of a combination

of n narrower spots formed using a lens. Additionally, the receiver can be upgraded to an

array of PD elements. Utilizing an imaging angle diversity receiver, as proposed in [37],

is an example that can significantly improve communication throughput. Furthermore,

receiver designs presented in [113], [114], [115], and [38] offer valuable insights for further

investigation and enhancement. By designing a multi-beam AP for a single-user scenario

and integrating a multi-element receiver with high BW, it becomes possible to achieve

higher data rates while effectively tracking the user movement.

For more predictable user movement patterns, the design of Kalman filters and par-

ticle filters can be investigated and compared with the proposed DBS scheme in terms

of tracking algorithm complexity and tracking efficiency. The closer the data rate is to

that achieved under ideal tracking, the better the tracking algorithm is. It is worth not-

ing that for unpredictable motion patterns, such as Brownian motion, the DBS scheme

proves robust due to its simplicity in estimating the user position after each scanning

period. However, for more predictable motion models, training a dataset encompassing

various possible user movements, along with the application of Kalman filters and re-

inforcement learning methods, could be explored for further optimization [116], [117],

[118].

In this work, a single-user scenario is considered. For future work, a multi-user system

can be implemented where each user is allocated a dedicated beam, since a single narrow

beam can only cover one PD. This would require multiple VCSELs, each equipped with

a beam steering device. An alternative approach is to design a central beam steering

device capable of independently controlling the beams from multiple VCSEL elements.
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This could reduce hardware redundancy and improve scalability. Potential implementa-

tions include OPAs [119], SLMs [120], [7], or MEMS mirrors [121], which allow precise

and dynamic beam control (as discussed in Section 2.9). However, challenges such as

synchronization, latency, and optical efficiency must be addressed to ensure reliable per-

formance in a high-speed communication system.

In a multi-user scenario, allocating a dedicated beam steering device for each trans-

mitter element may be impractical or inefficient, particularly in environments with high

user density. To address this, users with lower Quality of Service (QoS) requirements can

be served using a wider beam that covers multiple adjacent users. Multiple-access tech-

niques such as OFDMA, SDMA, or NOMA can be employed to efficiently share resources

among these users while ensuring continuous tracking of their movement. For users with

higher QoS demands, a narrow beam can be allocated to enable simultaneous tracking

and ultra-high data rate communication. Additionally, in larger indoor environments, a

multi-AP architecture can be implemented, where each AP manages a designated clus-

ter of users to improve coverage and system scalability. To optimize resource allocation

in a multi-cluster, multi-user scenario, strategies such as beam allocation, modulation

selection, transmit power optimization, and beam divergence control can be dynamically

adjusted based on user QoS requirements. In this context, machine learning techniques,

particularly reinforcement learning-based approaches such as the one proposed in [122],

can be explored to enable adaptive resource management and system-level optimization.

This work assumes a fixed user orientation. In practical scenarios, random device

orientations must be considered [123], [124], and the performance of the DBS scheme

should be evaluated in such conditions. Improving the receiver architecture and em-

ploying an angle diversity receiver and ODTx for feedback can mitigate the effects of

random user orientations. Moreover, in this research, the user position is assumed to

lie on a fixed XY plane at z = 1 m. A more realistic scenario would involve random
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user movement in XY Z coordinates, modeling the uncertainty region as a sphere, and

adapting the proposed localization and tracking algorithms to provide full 3D coverage

for communication.

To improve SNR, liquid crystal technology can be investigated to be considered at

the receiver side to amplify the received signal strength as demonstrated in [125], [126].

To further address LoS blockage, deploying mirror-array RIS on walls to create NLoS

channels can be investigated based on the works in [40], [127], [128], [129], and [130].
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Appendix A

Appendix: DC Bias and Clipping

Probability in DCO-OFDM

In this Appendix, it is noted that for DCO-OFDM systems with a large number of sub-

carriers, the time-domain signal obtained after the inverse fast Fourier transform (IFFT)

can be well approximated by a Gaussian random process. This approximation follows

from the central limit theorem, since the IFFT output represents the superposition of

many independent subcarrier contributions [131]. Consequently, the time-domain signal

is modeled as

s ∼ N (0, σ2), (A.1)

where σ2 denotes the variance of the signal. To ensure non-negativity for optical intensity

modulation, a DC bias xDC is added

x = s+ xDC. (A.2)

The clipping distortion arises when x becomes negative and is clipped to zero at the

transmitter. The probability of this event is

P (x < 0) = P (s+ xDC < 0) = P (s < −xDC) . (A.3)
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By standardizing the Gaussian variable

z = s

σ
∼ N (0, 1), (A.4)

this leads to

P (x < 0) = P

(
z < −xDC

σ

)
= Q

(
xDC
σ

)
, (A.5)

where Q(·) denotes the complementary cumulative distribution function of the standard

normal distribution

Q(a) =
∫ ∞

a

1√
2π
e− t2

2 dt. (A.6)

By choosing

xDC = 3σ, (A.7)

the clipping probability becomes

P (x < 0) = Q(3) ≈ 0.00135, (A.8)

which is approximately 0.13%. This ensures that over 99.8% of the signal samples

remain unaltered after biasing, rendering the clipping distortion negligible for practical

purposes.
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Appendix: Received Power

Calculation (Exact Integration

Method)

To accurately determine the received power, integration over the circular avalanche PD

area, A, is performed based on [59], considering the Gaussian intensity distribution,

I(ρ, dTx), as

Pr =
∫∫

(x,y)∈A
I(x, y, z)GAPD nTx . nRx dx dy,

=
∫∫

(x,y)∈A

2Pt
π ω2(z) exp

(
−2ρ(x, y)

ω2(z)

)
nTx . nRx dx dy,

(B.1)

where nTx · nRx incorporates the effect of Lambert cosine law [59], and

A = {(x, y) ∈ R2 |x2 + y2 ≤ r2
PD}, (B.2)
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where rPD denotes PD radius [59]. To solve the integral (B.8), we express it in terms of

polar coordinates (r, θ). The points on the circular PD are


xRx(r, θ) = r cos(θ) + xrx

yRx(r, θ) = r sin(θ) + yrx

, 0 ≤ θ ≤ 2π, 0 ≤ r ≤ rPD. (B.3)

Thus, the distance between AP and PD can be rewritten as

dRx(r, θ) = R⃗x(r, θ)− T⃗ x

= (xRx(r, θ) , yRx(r, θ) , 1m)− (0, 0, 3m)

= (xRx(r, θ) , yRx(r, θ) ,−2m)

= (xRx(r, θ) , yRx(r, θ) ,−h).

(B.4)

Moreover, the AP vector, dTx is the difference between target pointing vector, S⃗ =

(xs, ys, 1) [m], and T⃗ x vector, which can be evaluated as

dTx = S⃗ − T⃗ x

= (xs, ys,−h)
(B.5)

The term nTx · nRx can be calculated as

nTx · nRx = cos (φ(r, θ))

= dTx
||dTx||

· dRx(r, θ)
||dRx(r, θ)||

= (xs, ys,−h)√
x2
s + y2

s + h2 ·
(xRx(r, θ) , yRx(r, θ) ,−h)√
x2

Rx(r, θ) + y2
Rx(r, θ) + h2)

= xs xRx(r, θ) + ys yRx(r, θ) + h2√
x2
s + y2

s + h2
√
x2

Rx(r, θ) + y2
Rx(r, θ) + h2)

(B.6)
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The distance ρ which is the distance between dTx and PD surface, as shown in Fig. 2.8,

can be found as

ρ(r, θ) = ||dRx(r, θ)|| sin (ϕ(r, θ)) (B.7)

In this case, the equation (B.8) can be rewritten as

Pr =
∫ 2π

0

∫ rPD

0
I(r, θ)GAPD nTx(r, θ) . nRx(r, θ) r dr dθ

=
∫ 2π

0

∫ rPD

0

2PtGAPD
π ω2 (||dTx||)

exp
(
− 2 ρ2(r, θ)
ω2(||dTx||)

)
nTx(r, θ) . nRx(r, θ) r dr dθ

=
∫ 2π

0

∫ rPD

0

2PtGAPD
π ω2(||dTx||)

exp
(
−2 ||dRx||2 sin2 (ϕ(r, θ))

ω2(||dTx||)

)
cos (φ(r, θ)) r dr dθ

(B.8)

The equation (B.8) accounts for the gradual intensity variation across the detector area.

The integral in (B.8) can be numerically calculated using Python or MATLAB. For a

small beam spot size compared to PD area (i.e., rPD ≈ ω(dTx)), the expressions (B.8),

and (2.42), yield similar results. However, when the detector area very small compared

to the beam spot (e.g., for θFWHM > 4◦), especially for distant locations, the integral

approach becomes necessary to avoid overestimating the received power.

The simulation results in Fig. B.1 compare the received power obtained from the

approximate expression in (2.42) with the exact value computed from (B.8), as the

user moves from the center of the room to the corner while the AP ideally tracks the

motion. In Fig. B.1(a), corresponding to θFWHM = 0.4◦, the approximate expression

in (2.42) yields a higher received power than the exact integration for radial distances less

than 50 cm. Beyond this point, the exact method produces larger values. In contrast,

for Fig. B.1(b), corresponding to θFWHM = 4◦, the exact computation of Pr remains

consistently greater than the approximation across the entire range of user positions.

It is noteworthy that, at the position (2.5, 2.5, 2.5) [m], the ratio of the exact power

computation to the approximation is 1.98 for both θFWHM = 0.4◦ and θFWHM = 4◦.

150



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

Figure B.1: Received power comparison between the approximation
in (2.42) and the exact integration in (B.8), as the user moves from the
room center to the corner with ideal AP tracking; (a) for θFWHM = 0.4◦,
(b) for θFWHM = 4◦

To explain the behavior observed in Fig. B.1, consider Fig. B.2, where the user is

located at (2.5, 2.5, 1) [m] and the intensity distribution across the PD area is shown.

The figure reveals an offset between the maximum intensity, Imax, and the PD center,

i.e., the beam pointing position. This difference is further illustrated in Fig. B.3, which

compares the peak intensity with the center intensity. Although the difference is small,

its impact becomes significant when multiplied by the APD gain, GAPD = 30 (see

Table 2.6).

Building on this, Fig. B.4 compares Pr, exact, obtained from integration in (B.8),

with Pr, approx, computed using the center intensity approximation in (2.42). The figure

highlights how the actual area under the Gaussian curve differs from the rectangular

approximation, which explains the discrepancy observed in Fig. B.1.

The position (2.5, 2.5, 2.5) [m] is selected because it yields the largest offset between

the point of maximum intensity and the PD center. At locations nearer the room center,

this offset diminishes. For comparison, Figs. B.5 and B.6 show the intensity maps and the
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Figure B.2: Intensity distribution (θFWHM = 0.4◦) over the PD area at
(2.5, 2.5, 1) [m], with the maximum intensity point Imax, and the PD
center (beam pointing position) indicated.

Figure B.3: Difference between maximum intensity (included in Prexact
according to (B.8)), and intensity at PD center (used for Pr, approx accord-
ing to (2.42))
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Figure B.4: Illustration of the integration area for computing Pr,exact
in (B.8), compared with the rectangular approximation used for Pr,approx
in (2.42).

Figure B.5: Intensity distribution (θFWHM = 0.4◦) over the PD area at
(1.5, 1.5, 1) [m], with the maximum intensity point Imax, and the PD
center (beam pointing position) indicated.

marked points (peak and PD center) at (0, 0, 1) [m] and (1.5, 1.5, 1.5) [m], respectively.

Note that at (0, 0, 1) [m], the offset is zero and two points match.
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Figure B.6: Intensity distribution (θFWHM = 0.4◦) over the PD area at
(0, 0, 1) [m], with the maximum intensity point Imax, and the PD center
(beam pointing position) indicated.
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Appendix C

Analytical Expression of Beam

Spot and Localization Accuracy

The objective is to derive mathematical expressions for the elliptical beam spot shape,

and localization accuracy. According to (3.6), (xs, ys) can be calculated as

x(i)
s = r(i)

s cos
(
θ(i)
s

)
+ xs0 (C.1a)

y(i)
s = r(i)

s sin
(
θ(i)
s

)
+ ys0, (C.1b)

where (xs0, ys0) is the starting position of spiral search, θ(1)
s = 0, and θ

(i)
s can be

obtained from (3.9). Fig. C.1 shows the geometry of the elliptical beam spot footprint

on the XY plane, where the user is located. In this figure, Z, is called the intersection

distance, which is the distance from the AP to the XY plane at z = zrx where the

beam (cone) intersects horizontally. Moreover, θ can be calculated from (3.4), Tz is AP

height, the point S = (xs, ys) is spiral search discrete point according to (C.1), the point

P is elliptical spot center, ω(Z) is beam radius at distance Z, ℓ is distance between

S and center of cone (beam) base at distance Z, αb/2 is beam divergence angle, and

points A,B,C,D are selected for geometrical calculation in the following. To begin, Z

is calculated as
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Figure C.1: Geometry of pointed beam and the intersection with XY
plane at height z = h, resulting in elliptical beam spot footprint

l = ω(Z) tan(θ) , (C.2)

cos(θ) = h

Z − ℓ
, (C.3)

Z = h

cos(θ) + l = h

cos(θ) + ω(Z) tan(θ) (C.4a)

⇒ Z = h

cos(θ) + ω0 tan(θ)
√

1 +
(
λZ
πω2

0

)2
, (C.4b)

solving the equation results in

Z =
− h

cos(θ) + ω0 tan(θ)
√
−λ2 tan2(θ)

π2ω2
0

+ h2λ2

π2ω2
0 cos2(θ) + 1

λ2 tan2(θ)
π2ω2

0
− 1

. (C.5)

156



M.A.Sc. Thesis - Hamed Hosseinnejadazad McMaster University - ECE Department

The pointed IR beam is modeled as a cone according to [73]; thus, the equation of a

vertical cone can be expressed as

rb(z,Z) = w(Z)
Z

z , (C.6a)

xb = rb cos(t) , (C.6b)

yb = rb sin(t) , (C.6c)

zb = Z
w(Z)

√
x2
b + y2

b , (C.6d)

where t ∈ [0, 2π], and 0 ≤ z ≤ Z. Moreover according to (2.20)

tan
(
αb
2

)
=
√

2
ln(2) tan

(
θFWHM

2

)
= ω(Z)
Z

.

(C.7)

The rotated cone (beam) equation can be calculated as


xrot

yrot

zrot

 = RzRy


xb

yb

zb

 , (C.8)

where Rz, and Ry are rotation matrices with respect to z-axis and y-axis respectively,

and θ, φ can be obtained from (3.4), (3.5) respectively. Thus


xrot

yrot

zrot

 =


cosφ − sinφ 0

sinφ cosφ 0

0 0 1




cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ




xb

yb

zb

 , (C.9)


xrot

yrot

zrot

 =


xb cos θ cosφ− yb sinφ+ zb sin θ cosφ

xb sinφ cos θ + yb cosφ+ zb sin θ sinφ

−xb sin θ + zb cos θ

 . (C.10)
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Since beam intersects with the horizontal plane, zrot = h. As a result

zrot = h = −xb sin θ + zb cos θ

⇒ −ω(Z)
Z

zb cos(t) sin θ + zb cos θ = h

⇒ zb = h

cos θ − ω(Z)
Z sin θ cos(t)

.

(C.11)

By substituting zb in (C.6) and updating (C.10), the following is obtained

xspot = ω(Z)
Z

(
h

cos(θ)− ω(Z)
Z sin(θ) cos(t)

)

×
(

cos(t) · cos(θ) cos(φ)− sin(t) sin(φ) + Z
ω(Z) sin(θ) cos(φ)

)
, (C.12a)

yspot = ω(Z)
Z

(
h

cos(θ)− ω(Z)
Z sin(θ) cos(t)

)

×
(

cos(t) · sin(φ) cos(θ)− sin(t) cos(φ) + Z
ω(Z) sin(θ) sin(φ)

)
. (C.12b)

where (xspot, yspot) are points of elliptical beam spot footprint on XY plane at z = zrx.

Based on Fig. C.1, the following holds

tan
(
θ + αb

2

)
= AC

h
(C.13)

tan
(
θ − αb

2

)
= AB

h
(C.14)

⇒ BC = AC −AB

= h

(
tan

(
θ + αb

2

)
− tan

(
θ − αb

2

))
.

(C.15)

After simplifying the equation, the result is

BC = 2h · sin(αb)
cos(2θ) + cos(αb)

= 2b.
(C.16)
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Figure C.2: The elliptical beam spot footprint on XY plane which is 2D
demonstration of Fig. C.1

In△SDC (see Fig. C.1), the angle at vertex C is equal to θ due to the Triangle Similarity

Theorem applied to △OAS and △SDC. Thus,

cos θ = ω(Z)
SC

⇒ SC = ω(Z)
cos(θ) .

(C.17)

Moreover, SP = SC − b, therefore,

SP = ω(Z)
cos(θ) −

h sin(αb)
cos(2θ) + cos(αb)

. (C.18)

According to the 2D view of the beam spot footprint as illustrated in Fig. C.2, the

center of elliptical spot is P = (cx, cy), hence

SP =
√

(cx − xs)2 + (cy − ys)2. (C.19)

Furthermore, from Fig. C.2, since P, S forms a line that passes through the origin,

consequently,

Cy = ys
xs
Cx. (C.20)
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Hence, by substituting (C.20) into (C.19), the following is obtained:

C2
x − 2xsCx + x2

s

(
1− SP 2

x2
s + y2

s

)
= 0. (C.21)

By substituting (C.18) and solving the equation, the following result is obtained


Cx = xs

(
1± 1√

x2
s+y2

s

(
w(Z)
cos(θ) −

h sin(αb)
cos(2θ)+cos(αb)

))
Cy = ys

(
1± 1√

x2
s+y2

s

(
w(Z)
cos(θ) −

h sin(αb)
cos(2θ)+cos(αb)

)) . (C.22)

Note that |cx| > |xs|, |cy| > |ys|. The equation of the elliptical spot footprint can be

determined as

((x− cx) cosφ+ (y − cy) sinφ)2

a2 + ((x− cx) sinφ− (y − cy) cosφ)2

b2 = 1 . (C.23)

By considering an arbitrary point on the beam spot (e.g., xspot, yspot at t = 0), the

semi-minor axis of the ellipse in Fig. C.2, a, can be expressed as

a =

√√√√((xspot − cx) cosφ+ (yspot − cy) sinφ)2

1− (xspot−cx) sinφ−(yspot−cy) cosφ)2

b2

. (C.24)

When user detects a received power higher than a threshold power, it sends ACK to AP.

In a geometric point of view, this means the user is covered by the beam spot footprint.

Therefore, the user must be inside the beam spot. Thus, the geometrical condition for

the ACK signal is given by

((xrx − cx) cosφ+ (yrx − cy) sinφ)2

a2 + ((xrx − cx) sinφ− (yrx − cy) cosφ)2

b2 < 1 .

(C.25)

In the spiral search in simulation, the parameters in (C.25) (that is, (cx, cy), φ, a, b) are

kept updated iteratively until the condition is met for a certain (xrx, yrx). The total

number of updates gives the total number of spots, N , required to localize the user.
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Note that N is equal to total number of ∆θ(i) values.

To evaluate an analytical expression for Dmax < ϵ, from Fig. C.2, the maximum

distance between the beam pointing position S = (xs, ys) and the user location (xrx, yrx)

is denoted by SC, where SC = SP+b. Therefore, the maximum localization error, Dmax,

can be considered equal to SC. However, to impose a stricter condition on localization

accuracy, Dmax = b is adopted to ensure that the user cannot be located at the very

edge of the farthest beam spot. Consequently, from (C.16),

Dmax = h sin(αb)
cos(2θ) + cos(αb)

=
h · sin

(
2 tan−1

(
ω(Z)

Z

))
cos(2θ) + cos

(
2 tan−1

(
ω(Z)

Z

)) . (C.26)

By substituting (C.7) into (C.26) and simplifying, the following is obtained

Dmax =
2h ·

√
2

ln(2) tan
(
θFWHM

2

)
cos(2θ) + 1 + 2

ln(2) tan2
(
θFWHM

2

)
(cos(2θ)− 1)

⩽ ε. (C.27)

To get the θFWHM that satisfies the condition Dmax ≤ ϵ, (C.27) can be expressed as

2
ln(2)(cos(2θ)− 1) tan2

(
θFWHM

2

)
− 2h

ε
·
√

2
ln(2) tan

(
θFWHM

2

)
+ (cos(2θ) + 1) ⩾ 0.

(C.28)

Solving (C.26) for θFWHM yields

θFWHM, min = 2 tan−1

√ ln(2)
2 · 1

cos(2θ)− 1

h
ε
−

√(h
ε

)2
+ sin2(2θ)

 , (C.29)

given that θ ̸= 0. The θFWHM,min is defined as the minimum θFWHM that is required

to achieve the localization accuracy of Dmax ≤ ϵ. Considering the largest spot for the
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farthest position in the room at (2.5, 2.5), cos(2θ) = −0.515, therefore,

θFWHM ⩽ 2 tan−1
(
−0.3886

(
2
ε
−
√

4
ε2 + 0.734

))
. (C.30)

Note that the farthest location in this setup depends on the specific room dimensions.

The equation for the required θFWHM given in (C.29) is a general formula for achieving

the desired localization accuracy ϵ, while (C.30) reflects the calculation for the dimen-

sions of this particular setup. The general form in (C.29) can be applied to any room

dimensions. As long as the user can detect the received signal from the AP and the AP

can receive the ACK feedback from the user, the room dimensions for the proposed DBS

scheme (localization and tracking) can be extended.

162



Appendix D

Appendix: Simulation Results

Comparing Approximate and

Exact Received Power

Calculations

This appendix presents simulation results comparing data rate while tracking user ob-

tained from the approximate received power calculation from (2.42) with the exact data

rate obtained from integration of the Gaussian beam profile over the PD area, provided

in Appendix B when user is moving from center of the room to the corner (i.e., along a

linear path).

Figure D.1 illustrates differences for DBS, cellular, and ideal schemes as the user

moves with a constant speed of vuser = 1m/s. The difference between the curve corre-

sponding to FWHMideal, exact and FWHMideal, approx, which represent the ideal tracking

scheme, is small near the center of room but increases as the user moves toward the

corner due to the growing beam spot size and increase in offset between position of

maximum intensity and center of PD (where the beam is pointed in the ideal scheme)
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Figure D.1: Comparison of DBS, cellular, and ideal schemes in terms of
average rate versus radial distance from the room center. Results com-
pare the exact received power calculated from (B.8) with the approximate
received power estimated using (2.42).

as discussed in Appendix B. For the DBS scheme, a similar trend is observed where the

difference between the approximate and exact methods becomes significant at greater

distances, with the exact calculation (FWHMDBS, exact curve) showing improved perfor-

mance in terms of achievable rate compared to FWHMDBS, approx curve. The cellular

scheme also exhibits increasing differences with distance.
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