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Lay Abstract

Video analytics is a technique that can extract insightful information from videos,

driving real-world applications such as traffic monitoring, where rapid and accu-

rate responses are critical for safety. However, existing video analytics pipelines are

compute-intensive, making them difficult to run efficiently on resource-constrained

edge devices. This thesis proposes three novel approaches that significantly accelerate

video analytics without compromising accuracy. These approaches intelligently adjust

how videos are analyzed by selecting appropriate resolutions and processing models,

and by focusing only on the most informative parts of each frame, greatly reducing

unnecessary computation and communication. Extensive experiments demonstrate

that the proposed approaches enhance the trade-off between accuracy and efficiency,

providing a strong foundation for efficient and reliable edge video analytics.
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Abstract

Edge computing enables rapid video analytics by processing data closer to the source,

thereby reducing end-to-end latency. This gives rise to the paradigm of edge video

analytics (EVA). Object detection and object tracking are key building blocks of

video analytics pipelines (VAPs), as their outputs directly impact the performance

of downstream tasks. In real-world applications like traffic monitoring, timely and

accurate responses are critical—delayed or inaccurate results can compromise safety.

However, achieving such an accuracy-efficiency balance at the edge is particularly

challenging due to two main factors: the compute-intensive nature of modern Convo-

lutional Neural Network (CNN)- or Vision Transformer (ViT)-based models, and the

limited computational and communication resources on edge devices.

This thesis aims to improve the efficiency of object detection and tracking pipelines

without sacrificing accuracy, enabling efficient and reliable EVA. Conventional pipelines

often adopt fixed configurations (e.g., frame resolution and backbone model) or pro-

cess entire frames uniformly, overlooking the dynamic and spatially diverse nature of

video content, resulting in considerable resource waste. To address these limitations,

we propose three novel approaches: FastTuner, a model-agnostic framework that

dynamically selects the optimal frame resolution and backbone model at runtime to

accelerate multi-object tracking (MOT) pipelines; BlockHybrid, which leverages
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a policy network to classify each frame into “hard” and “easy” blocks, and pro-

cesses them with either a block-wise detector or a lightweight tracker accordingly;

and SEED, an end-to-end framework that couples block selection with block exe-

cution, enabling unified and efficient selection and execution of informative blocks

in ViT-based object detectors. Extensive evaluations across multiple datasets and

deployment scenarios demonstrate the effectiveness and generality of the proposed

methods. Together, these contributions pave the way for more adaptive and scalable

video analytics in real-world edge environments.
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Introduction
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1.1 Motivation

Cameras are in every corner of our cities in this information-centric era. According

to [1], one surveillance camera is installed for every eight people on the planet nowa-

days, with mature markets (e.g., China and the United States) having one camera

for every four people. Such explosive video data is beyond human capacity to make

sense of what is happening manually. Video analytics (VA) aims to automatically

and efficiently recognize objects and identify interesting events in unstructured video

data. It can drive a large number of applications with wide-ranging impacts on our

society. Examples of such applications include security surveillance in public and

private venues, assisted and autonomous driving and consumer applications such as

digital assistants for real-time decision-making [2].

Early-stage video analytics is based on conventional image processing techniques,

which mainly rely on human expertise and empirical knowledge, and thus are not

robust to changes in lighting conditions, viewing angles, weather conditions, etc. [2].

Deep learning (DL) has made striking breakthroughs in many fields, especially in com-

puter vision (CV). Advanced CV technologies, e.g., object classification, detection,

and tracking, enable extracting more accurate information and insights from video

feeds. The resulting insights can help people make smarter and faster decisions.

However, many DL-driven applications are compute-intensive, thus not friendly to

resource-constrained Internet-of-Things (IoT) devices. The conventional wisdom is to

offload all workloads from devices to a cloud via wide area networks (WANs), where

powerful data centers are located. This computing paradigm, known as cloud comput-

ing, suffers from high service delays due to long geographical distances and potential

network congestion. According to [3], worldwide data will reach 175 zettabytes (ZB)

2
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by 2025, 51% of which will be created by IoT devices. Digesting such massive data in

the cloud incurs excessive delays, making such solution inadequate for mission-critical

applications, e.g., security surveillance [4] and autonomous driving [5], where delayed

responses can compromise safety.

Edge computing, an emerging computing paradigm, has recently been recognized

as a viable alternative to cloud computing. It is a distributed architecture that reduces

latency by hosting applications and computing resources at locations geographically

closer to the data source. Simply put, edge computing alleviates data transfer latency

by processing data on local edge nodes rather than in a remote cloud. An edge node

can vary in size and capability, ranging from tiny processing units co-located with

IoT devices, to IT infrastructures in close proximity to base stations (BSs). These

nodes, distributed at the network edge, can significantly alleviate the workloads and

traffic congestions of the cloud, thereby reducing the service delay and improving the

quality of experience (QoE) of users.

Edge computing is an extension of cloud computing by pushing centralized work-

loads to the network edge. Instead of entirely relying on the cloud, edge computing,

a flexible computing paradigm leveraging both edge and cloud capabilities effectively,

is gaining traction in building VA systems [6]. Therefore, we are now witnessing

the convergence of video analytics and edge computing, namely, edge video analytics

(EVA). Many techniques have been proposed to improve the efficiency of EVA.

Configuration Optimization. A typical video analytics pipeline (VAP) con-

sists of multiple processing components, among which core modules such as object

detectors often expose several tunable parameters, referred to as knobs. A knob, such

as model choice or input resolution, offers trade-offs between computational cost and

3
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accuracy. A configuration represents a particular combination of these knobs. Im-

portantly, no single configuration consistently delivers the best performance across

all deployment scenarios [7]. Therefore, the selection of an appropriate configuration

plays a crucial role in determining the accuracy-latency trade-off of a VAP [8, 7, 9, 10].

For example, using high-resolution input or a deeper neural network may improve de-

tection accuracy but also increase latency and resource consumption. A configuration

is considered Pareto-optimal if it is impossible to improve one metric (e.g., accuracy)

without degrading another (e.g., latency). Selecting the best configuration is non-

trivial as optimal choices can vary over time due to changes in video content, re-

source availability, or application requirements. Existing approaches rely on separate

modules, such as offline or online profiling, to select the best configuration [10, 7, 9].

While offline profiling is efficient, it cannot adapt to dynamic video content. Online

profiling offers adaptability but adds computational overhead. In both cases, config-

uration selection is decoupled from the core task (e.g., detection, tracking), limiting

overall efficiency.

Conditional Execution. Conditional execution, also known as dynamic or se-

lective execution, aims to reduce redundant computation by adapting the processing

strategy based on the input content. Early methods focused on coarse-grained, frame-

level decisions, such as frame skipping [11, 12], resolution scaling [13–15], or early

exit [16–18], where entire frames could be dropped, downsampled, or terminated early

in the processing pipeline depending on their perceived importance. These strategies

helped avoid unnecessary computation on static or uninformative frames. Recent

research has extended this concept to finer-grained, block-wise execution [19, 20]. In-

stead of treating a frame as a whole, these approaches selectively process only the

4
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spatial regions within a frame that are likely to be informative, such as blocks contain-

ing target objects. By dynamically adjusting the computation granularity within a

frame, these methods further enhance efficiency while preserving task accuracy. Such

techniques are particularly valuable in edge environments, where computational and

communication resources are limited. However, developing an effective block-wise

conditional execution solution remains challenging. It requires accurate identifica-

tion of informative regions under diverse scene conditions, as well as efficient support

for selective execution at the block level. Furthermore, processing frames in a non-

uniform manner can lead to block artifacts, where inconsistencies between features

from processed and unprocessed (or lightly processed) blocks degrade overall task

performance. Another major challenge is that if block selection and block execution

are done independently, performance degradation may occur, as the selection is made

without awareness of how the selected blocks will ultimately impact the execution

results.

Accelerating ViT-based VAPs. Vision Transformers (ViTs) have recently

demonstrated superior performance over Convolutional Neural Networks (CNNs) in

a wide range of computer vision tasks, including object detection, semantic segmen-

tation, and video understanding [21]. Their ability to model long-range dependencies

and global context makes them attractive for complex video analytics. As a result,

ViT-based architectures have been increasingly adopted in VAPs. However, the high

computational complexity and memory footprint of ViTs pose significant challenges

for deployment on edge devices with limited resources. Unlike CNNs, which bene-

fit from local receptive fields and weight sharing, ViTs rely heavily on self-attention

mechanisms with quadratic complexity in sequence length, making them less efficient

5
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in processing high-resolution video inputs. To address these challenges, recent re-

search has explored techniques such as layer pruning [22], network quantization [23],

and efficient attention mechanisms [24, 25] to reduce the inference cost of ViTs. While

these techniques improve efficiency, they are typically context-agnostic, applying uni-

form optimization strategies regardless of input content. This limits their ability to

adapt to spatial and semantic variations in real-world videos. In contrast, block-wise

conditional execution enables fine-grained, context-aware processing by selectively ac-

tivating computation only on informative blocks, making it a promising direction for

efficient ViT-based video analytics.

Distributed Processing. Conventional VAPs often adopt a simple design, where

entire frames are captured by a camera and transmitted one by one to a server for

processing [26]. This approach ignores the structural characteristics of the pipeline

and leads to unnecessary communication and computation overhead, especially when

large portions of the video contain uninformative content. Distributed processing in

video analytics refers to splitting the workload across multiple devices, such as cam-

eras, edge nodes, and cloud servers, to meet real-time and resource constraints. This

approach enables early filtering or lightweight analysis on resource-constrained devices

(e.g., smart cameras), while offloading heavier computation (e.g., object detection or

tracking) to more powerful nodes [27–31]. Effective partitioning and scheduling of

tasks in a distributed VAP are critical for minimizing end-to-end latency and pre-

serving bandwidth. However, fully exploiting the benefits of distributed processing

requires pipeline-aware optimizations. In the context of block-wise conditional exe-

cution, for instance, block selection can be performed on the camera side, and only

the selected blocks are transmitted for further processing. This fine-grained data flow

6
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not only reduces transmission cost but also preserves task accuracy.

1.2 Contributions

This thesis, as summarized in Figure 1.1, contributes to the acceleration of VAPs on

resource-constrained edge platforms. It centers around two key directions: configu-

ration optimization and block-wise conditional execution.

Configuration Optimization – In Chapter 3, we present FastTuner, a frame-

work designed to optimize the configuration of multi-object tracking (MOT) pipelines

at runtime. At runtime, FastTuner periodically selects the best resolution and back-

bone model based on the input frame, and applies the selected configuration to per-

form object tracking. The key novelty of FastTuner includes:

• An efficient estimator that predicts the performance of different resolution and

model choices at one shot.

• A model-agnostic framework that unifies configuration selection and object

tracking within a shared model, eliminating the need for costly online profiling.

• Two distributed processing schemes that leverage FastTuner’s adaptability to

reduce both computation and communication overhead, enabling efficient de-

ployment on heterogeneous end-edge architectures.

Block-Wise Conditional Execution – The second thread of the thesis focuses

on reducing local spatial redundancy by selectively executing only the informative

blocks within each frame. We have developed two different approaches toward this

goal:

7
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Accelerating Object 

Detection and 

Tracking Pipelines

Configuration 

Optimization

(FastTuner)

Block-Wise 

Conditional Execution

RL-Based

(BlockHybrid)

End-to-End

(SEED)

A policy network for block selection

A framework for hybrid block-wise execution

A block-wise finetuning strategy for mitigating 

block artifacts

A decision network for block selection

A unified framework consisting of a decision 

network and a task network

A joint training strategy for optimal 

coordination between both networks

An efficient configuration performance 

estimator
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Figure 1.1: Overview of the contributions.

1) BlockHybrid (Chapter 4) is a framework that accelerates object detection

pipelines by hybrid block-wise executions. Its design decouples block selection from

execution, enabling a modular and flexible design compatible with both CNN- and

ViT-based detectors. The main contributions of BlockHybrid are as follows:

• A policy network trained via reinforcement learning (RL) that classifies image

blocks as “easy” or “hard” in each frame.

• A block-wise conditional execution framework that handles both types of blocks:

hard blocks are processed by a customized block-wise detector, while easy blocks

are handled by a lightweight tracker that propagates historical object informa-

tion across frames, effectively reducing redundant computation.

• A block-wise fine-tuning strategy that adapts the detector to non-uniform block-

wise inputs, mitigating accuracy degradation caused by block artifacts.

2) SEED (Chapter 5) proposes a fully end-to-end ViT-based selective execution
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framework that tightly couples block selection with execution. Unlike BlockHybrid,

which trains the decision module and detector separately, SEED unifies them within

a single training and inference pipeline. The key contributions of SEED include:

• A lightweight decision network that identifies semantically informative blocks

based on the input.

• An end-to-end framework that unifies a decision network and a block-wise de-

tector, with its generalizability demonstrated through two variants employing

different selective execution strategies: SEED-TR (token reuse) and SEED-EE

(early exit), each offering a distinct trade-off between accuracy and efficiency.

• A multi-stage training strategy that jointly optimizes both networks to ensure

tight coordination between block selection and execution, improving overall

efficiency while mitigating block artifacts.

1.3 Organization

The main technical content of this sandwich thesis comprises two published journal

papers and one paper currently under review. The remainder of the thesis is organized

as follows:

• Chapter 2 provides an overview of VAP preliminaries, related work in accel-

erating VAPs, performance metrics, commonly used datasets and hardware.

• Chapter 3 presents FastTuner, a configuration optimization framework that

adaptively selects the best resolution and model variant at runtime to accelerate

MOT under dynamic video content.

9
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• Chapter 4 describes BlockHybrid, a RL-based block-wise conditional execu-

tion framework that accelerates CNN- and ViT-based object detection pipelines

through decoupled block selection and execution.

• Chapter 5 introduces SEED, an end-to-end selective execution framework

that speeds up ViT-based object detection pipelines through unified block se-

lection and execution.

• Chapter 6 concludes the thesis by summarizing key insights, highlighting cur-

rent limitations, and discussing potential directions for future work.
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Chapter 2

Background

© 2025 IEEE. This chapter is partially based on the manuscript: Renjie Xu, Saiedeh Razavi,
and Rong Zheng. “Edge Video Analytics: A Survey on Applications, Systems and Enabling Tech-
niques”, IEEE Communications Surveys and Tutorials, vol. 25, no. 4, pp. 2951–2982, 2023. DOI:
10.1109/COMST.2023.3323091.
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2.1 Preliminaries of Video Analytics Pipeline

Video analytics, also known as video content analysis, refers to the process of automat-

ically extracting valuable information and insights from video data using techniques

such as CV and DL. It involves recognizing patterns, detecting objects and tracking

movements in order to analyze, interpret, and understand video content and make

data-driven decisions. A VAP refers to a series of sequential steps or stages through

which the data passes to be transformed, analyzed, and processed in a VA application.

The pipeline represents the overall flow and organization of the various operations

and algorithms applied to the data, from the initial input to the final output. Each

stage in the pipeline typically focuses on a specific task or function, and the output

from one stage becomes the input for the next stage, allowing for a modular and

structured approach to processing the data.

Typically, a VAP is composed of multiple video processing modules, which can

vary across applications, as shown in Figure 2.1,

Frame Encoding and Decoding: Frame encoding reduces communication over-

head by compressing video frames before transmission [32]. In existing VAPs, encod-

ing is typically applied either on a per-frame basis or over multiple consecutive frames

grouped into a segment, depending on the application’s latency requirements [26]. For

latency-sensitive applications such as intelligent transportation systems (ITS) [33],

encoding and transmitting frames individually ensures minimal delay. In contrast,

applications with more relaxed latency constraints may batch frames into segments for

higher compression efficiency. Encoded data is often transmitted via live streaming

protocols such as real-time messaging protocol (RTMP), real-time streaming protocol

(RTSP), and web real-time communication (WebRTC). At the edge or cloud, frame

12

http://www.mcmaster.ca/


Ph.D. Thesis – R. Xu McMaster University – Computer Science

Encoding Decoding
Pre-

Processing

★ Core Vision 

Task

Downstream 

Task

Post-

Processing

Object 

Classification

Object Detection

Object Tracking

Image 

Segmentation

End Edge

Network

Figure 2.1: Components of a video analytics pipeline.

decoding is performed to reconstruct the original content for downstream processing

in VAPs.

Pre-processing: After decoding, frames are pre-processed before being subject

to further analytics. The pre-processing operations include image resizing [34], crop-

ping [35], super-resolution [36], denoising [37, 36, 38], deblurring [38], dehazing [39],

and deraining [38]. In general, these operations aim to improve the view quality

and can therefore benefit the subsequent procedures. In real-world applications, a

video may contain multiple sources of noise. For instance, traffic videos captured at

night may suffer from poor illumination and motion blur. OpenCV [40], a well-known

library in image and video processing, implements a wide range of pre-processing al-

gorithms for image denoising, resizing, rotating, padding, normalization, color space

conversions, morphological operations, background subtraction for video motion de-

tection, etc.

Core Vision Task: In VAPs, the core vision task is the most important compo-

nent, as its output directly feeds into subsequent stages. Consequently, the perfor-

mance of the core task has a significant impact on the quality of downstream tasks
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and the overall application. Recent research has primarily focused on optimizing the

accuracy-efficiency trade-off of the core task [2]. Common core tasks include object

classification, detection, tracking, and segmentation, all of which are classical vision

tasks in CV. In this thesis, we mainly focus on object detection and tracking tasks.

• Object Classification: Object classification, also known as object recognition or

object identification, maps an object into one of a finite set of classes. Early

object classification is primarily based on handcrafted features and shallow ma-

chine learning (ML) models. Methods such as Scale-Invariant Feature Trans-

form (SIFT) and Histogram of Oriented Gradients (HOG) are used to extract

features from images, which are then fed into classifiers like Support Vector Ma-

chines (SVM) or k-Nearest Neighbors (k-NN) [41, 42]. These methods, while

effective for certain scenarios, often struggle with variations in lighting, pose,

and scale. With the advent of DL, the paradigm shifted towards end-to-end

learning. CNN-based classifiers, such as ResNet [43] and MobileNet [44], have

become dominating approaches, leveraging large labeled datasets to predict the

class of target objects with remarkable accuracy, surpassing traditional ML-

based approaches.

• Object Detection: Object detection involves locating and recognizing objects in

frames. Traditional object detection methods first identify regions of interest

(RoIs), using image processing methods like background subtraction [45], frame

differencing [46], and optical flow [47, 48]. Once these regions are detected, they

are classified using an object classifier. Nowadays, object detection algorithms

typically leverage Deep Neural Networks (DNNs) to achieve high accuracy and

can be classified into two categories: two-stage and one-stage [49]. A two-stage
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object detector first extracts RoIs, and then makes a separate prediction for each

of these regions. Faster region-based convolutional neural network (RCNN) [50]

represents a classical two-stage detector. It employs a region proposal network

(RPN) to generate region proposals and performs classification on these regions

separately. A one-stage object detector, in contrast, simply applies a single

DNN model for both object localization and recognition. The two tasks are cast

as a unified regression problem. The most widely-known one-stage detectors

include the YOLO family [51–53] and the SSD family [54]. In general, one-

stage detectors are much faster but less accurate than two-stage ones.

• Object Tracking : Object tracking is the process of locating objects and estimat-

ing their trajectories from a video sequence. Conventional methods follow the

tracking-by-detection paradigm [55], performing tracking sequentially using two

separate models [56, 57]. A detector first detects bounding boxes (bboxes) of ob-

jects in each frame, after which a re-identification (re-ID) model extracts visual

features from each bounding box and links the objects based on these features

and motion cues. Such two-stage methods, while effective, are computationally

intensive, especially when the scene is crowded. Recent advancements in multi-

task learning have led to joint models where detection and re-ID tasks share

a common backbone, significantly reducing inference time. These integrated

models are often termed one-shot trackers [58–61].

• Image Segmentation: Image segmentation involves partitioning an image into

multiple segments, each representing a distinct object or region. It simpli-

fies and changes the image representation into something more meaningful and

easier to analyze. Among the various types of image segmentation, semantic
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segmentation assigns each pixel to a specific class, while instance segmentation

classifies each pixel and differentiates between distinct instances of the same

object class [62]. Panoptic segmentation, on the other hand, unifies the tasks of

semantic and instance segmentation, producing coherent labelling of all pixels,

considering both regions and objects [62]. These techniques can be integrated

with other CV tasks, such as object detection and tracking, to achieve a more

comprehensive understanding of scenes.

Downstream Task: Downstream tasks in a VAP build upon the structured

outputs generated by the core task to enable more application-specific analysis and

decision-making [2]. These tasks vary depending on the context, and may include

behavior analysis, trajectory forecasting, event detection, anomaly detection, or scene

understanding. For example, in traffic monitoring, downstream modules may use

object trajectories (generated by a tracking module) to predict vehicle intent or detect

potential collisions. In retail analytics, person detection and tracking results may feed

into customer flow modeling or dwell time estimation. Since downstream tasks rely

heavily on the correctness and timeliness of core task outputs, any degradation in core

task performance can lead to cascading errors and reduced system utility. Therefore,

efficient and accurate execution of the core task is critical to the robustness of the

entire pipeline.

Post-Processing: Post-processing at the final stage of a VAP refines and in-

tegrates the outputs of preceding tasks, ensuring that the pipeline delivers coherent

and reliable application-level decisions [2]. In some cases, post-processing also involves

fusing outputs from multiple downstream tasks to generate a unified interpretation of

the scene [63]. For example, in traffic monitoring, outputs from object tracking and
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event detection may be combined to identify high-risk scenarios such as illegal lane

changes or near collisions. As such, effective post-processing is essential for delivering

accurate, stable, and actionable insights to end users.

2.2 Related Work

This section reviews prior research that closely relates to the core contributions of this

thesis. We focus on three key areas: configuration optimization in VAPs, block-wise

conditional execution for efficient inference, and the acceleration of ViTs.

2.2.1 Configuration Optimization in VAPs

In VAPs, configurations involve various tunable knobs: video quality (e.g., resolu-

tion, frame rate, bitrate) [64–71], DNNs [64, 66, 14, 72, 73], resource allocations (e.g.,

CPU cores, network bandwidth) [64, 66, 14, 74], camera parameters (e.g., brightness,

contrast, colorfulness, orientations) [75, 76], etc. Different configurations can yield

distinctive accuracy-latency trade-offs. Choosing a good configuration that maxi-

mizes execution efficiency while maintaining analytics quality can be accomplished

by first gathering information regarding execution characteristics, also known as pro-

files [77]. To acquire an accurate profile, one can conduct a one-time but exhaustive,

offline profiling. This process involves a profiler executing the pipeline under various

configurations and inputs, and outputting accuracy and latency measurements. The

inputs (i.e., frames) used in the profiling need to be representative of target applica-

tion scenarios. Profiling costs can be prohibitive since the configuration space tends
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to grow exponentially with the number of knobs and their respective values. For in-

stance, VideoEdge [7] considers a configuration space of 1800 combinations stemming

from five knobs. VideoStorm [9], on the other hand, needs to profile 414 configura-

tions, requiring 20 CPU-days using a 10-minute video. Even though parallelism has

been exploited to accelerate profiling [9, 78], the high resource demand for exhaus-

tive profiling remains a challenge. To alleviate this problem, VideoEdge [7] merges

common components among multiple configurations and caches intermediate results

to avoid redundant executions. Another way to reduce profiling costs is to prune the

configuration space. ApproxDet [79] only profiles 20% of the configurations, at the

cost of generating a less accurate profile [78].

However, the static nature of offline profiling can lead to less relevant decisions

when scene changes are not reflected in profiled inputs. Moreover, video content can

vary greatly over time, which means that a configuration that is currently optimal may

lose its effectiveness in the future. To address these limitations, online profiling con-

ducts continuous profiling in a live environment, adapting to the temporal variability

of video content. Different from offline profiling, which is done once or infrequently

(e.g., once a day [10]), online profiling updates the profile periodically (e.g., every few

seconds or minutes [10]) during video streaming [2]. The main challenge of online

profiling lies in minimizing the overhead of periodic profiling, which, as stated ear-

lier, is substantial even when done once. To mitigate this challenge, Chameleon [10]

takes a two-step approach to perform online profiling. Initially, it conducts an ex-

haustive online profiling to profile all configurations, resulting in several candidate

configurations. Then, it exploits cross-camera correlation and video content consis-

tency to distribute and propagate these candidates, both spatially and temporally,
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to amortize the cost of full profiling. It further reduces the configuration space by

exploiting independence among some knobs [10]. AWStream [78] combines offline and

online profiling. The initial offline profile is gradually refined via online profiling. For

efficiency, AWStream profiles only a subset of configurations, specifically those that

are Pareto-optimal (i.e., those on the Pareto frontier). A full profiling to update the

current profile is triggered only when additional resources become available.

Another line of work [75, 80, 15] utilizes specific feature extractors to map an image

to its feature representations. For example, LiteReconfig [80] and SmartAdapt [15]

use object average size, histograms of color (HoC), HOG, and feature embeddings

from a DNN feature extractor to characterize image content. These features are then

used to train a separate DNN that predicts the accuracy of a given configuration.

While the prediction process is efficient due to the lightweight nature of the accuracy

predictor, the feature extraction step can incur substantial overhead, as it involves

running multiple algorithms.

In this thesis, we focus on two knobs: resolution and backbone model, since these

are applicable across nearly all VAPs. Additionally, these two knobs have a significant

impact on the accuracy-latency trade-off. While other knobs (e.g., frame rate [65,

67, 81, 82, 32, 12]) are also important, they are orthogonal to our approach and

therefore excluded from the configuration space considered in FastTuner. Within this

context, FastTuner has several advantages compared to the aforementioned works.

Firstly, it eliminates the need of a separate online profiling step, which usually requires

significant time to perform exhaustively or partially at runtime. Instead, FastTuner

employs DNNs to learn the heatmap representations of different configurations offline

and then uses such knowledge to guide the decision making online. The performance of
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different configurations can be obtained in one shot. Secondly, FastTuner integrates

the core task (i.e., the MOT task) with the sub-task (i.e., configuration decision

making) by sharing the backbone model rather than introducing a separate model

like [79, 16, 80, 15], further improving the end-to-end latency. Finally, FastTuner

exposes parameters for users to control desired accuracy-latency trade-offs for specific

application scenarios.

2.2.2 Block-Wise Conditional Execution

The key idea of conditional execution is to dynamically adjust the processing strat-

egy based on the input. This technique is initially applied at frame level. Frame

sampling [11, 12, 83–88] processes only a subset of frames, skipping irrelevant or less

informative ones. Adaptive resolution [13–15] dynamically adjusts frame resolution

based on scene complexity, reducing resolution for simpler frames while maintaining

high resolution for more challenging frames. Early-exit methods [16–18, 89–91] incor-

porate multiple exit points within a neural network, enabling simpler inputs to exit at

shallow layers while routing more complex ones through deeper layers for thorough

processing. While these approaches reduce resource consumption, they operate at

frame granularity and fail to adapt to the fine-grained variations within individual

frames.

Block-wise conditional execution adopts this principle by dividing frames into

smaller blocks, classifying them based on their complexity or importance, performing

distinct computations on each block type, and finally merging the results into a co-

hesive output [92–95]. The works along this line can be divided into two categories

based on whether the block size is 1) non-uniform or 2) uniform. FDDIA [94] and
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EHCI [95] are two representative works in the first category. They identify the infor-

mative blocks by expanding the regions around the detection results from the previous

frame. The selected blocks are cropped from the input frame and sent to the server.

Since these blocks are non-uniform in size, a rectangle-packing algorithm is applied to

merge them into a compact frame, on which frame-wise detection is performed. The

detection results are finally mapped back to the original frame. As the SOTA work in

the second category, BlockCopy [19] employs a policy network to determine informa-

tive blocks based on the motion information between two consecutive frames. Due to

their uniform sizes, the blocks are batch-processed by a specialized detector designed

to handle blocks as inputs and produce corresponding features [20]. For uninforma-

tive blocks, their features are directly copied from the previous execution. Finally, the

features from all blocks are merged into complete feature maps to generate bboxes.

All the feature-level operations are enabled by customized CUDA operators. These

operators can be directly applied to standard CNN-based detectors, enabling them to

perform block-wise detection tasks without additional modifications. ViTs naturally

support block-wise execution, as they are designed to handle variable-length patch

sequences. Arena [96] partitions frames into uniform patches and performs full-frame

processing at regular intervals. The tokens of these patches are cached for reuse. In

the intermediate frames, informative patches are sampled from the expanded regions

of detection results from the previous frame. Only the selected patches pass through

a ViT encoder for self-attention computation. The resulting tokens are then merged

with the cached tokens to reconstruct the complete token sequence via a single-layer

decoder. Finally, the reconstructed token sequence is fed into a detection head to

generate bboxes.
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BlockCopy and Arena both fail to further distinguish between hard and easy

blocks. Instead, they process all informative blocks with the same detector. As a re-

sult, significant computational resources are wasted by running heavy models on easy

blocks, thereby missing the opportunity to further accelerate the pipeline. In Block-

Hybrid, we propose a novel approach, called block-hybrid conditional execution, which

goes beyond the conventional definition of informative blocks by further differentiat-

ing blocks into hard and easy categories. Hard blocks are processed by a detector,

while easy blocks are handled by a lightweight tracker. In this way, BlockHybrid

dynamically allocates computation resources based on block difficulty, reducing un-

necessary overhead while maintaining accuracy. Another limitation of prior works

is the decoupling of block selection and execution. BlockCopy relies on a policy

network that is not jointly optimized with the detector, which may result in block

artifacts and compromise accuracy. EHCI, FDDIA, and Arena, on the other hand,

determine informative blocks by enlarging regions around past bboxes to ensure cov-

erage. While this strategy helps retain target objects, it often results in redundant

computation, particularly in cluttered scenes. Moreover, although block-wise fine-

tuning [96] improves the detector’s robustness to block artifacts, their block selection

remains simplistic and decoupled from the detector, leading to a suboptimal trade-

off between accuracy and efficiency. To address this challenge, we propose SEED, a

lightweight, context-aware, and end-to-end trainable framework that can judiciously

select blocks within each frame while minimizing redundant computation. SEED

jointly optimizes block selection and selective execution, offering improved efficiency

without sacrificing accuracy.

22

http://www.mcmaster.ca/


Ph.D. Thesis – R. Xu McMaster University – Computer Science

2.2.3 Vision Transformer Acceleration

Many techniques have been proposed to accelerate ViTs, motivated by their high

computational cost. One line of work improves the efficiency of self-attention. Stan-

dard self-attention suffers from quadratic complexity with respect to the token count,

making it a computational bottleneck in ViTs, especially for long-sequence inputs.

To alleviate this, several methods [97–99] approximate the attention module to re-

duce its complexity to linear time, significantly improving efficiency while maintaining

competitive performance.

Another line of work focuses on reducing the number of tokens processed during

inference. Token pruning aims to discard less informative tokens to reduce compu-

tation. DynamicViT [100] introduces a learnable module that dynamically prunes

tokens based on their importance, primarily for classification tasks. SViT [101] ex-

tended this idea to dense tasks such as object detection and segmentation. It preserves

pruned tokens in the feature maps and optionally reactivates them later, which proves

essential for maintaining performance. It also adopts input-adaptive pruning rates

and shows that lightweight selectors, such as a 2-layer feed-forward network (FFN

or MLP), suffice for effective token selection. Token merging takes a different ap-

proach by retaining all information and merging similar tokens instead of discarding

them. ToMe [102] progressively merges redundant tokens based on feature similarity

in a lightweight manner. Token summarization further improves upon merging by

selecting a few representative tokens that summarize global context. Instead of rely-

ing on similarity or attention patterns, GTP [103] learns task-specific summarization

strategies and performs better than pure pruning or merging in scenarios requiring

long-range contextual reasoning.
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These techniques are orthogonal to SEED and can be incorporated to further

boost efficiency. While SEED reduces spatial redundancy by selective block execution,

token reduction and attention optimization operate at the feature and attention levels,

making these techniques complementary to each other.

2.3 Datasets

The vision tasks addressed in this thesis primarily include multi-object tracking and

object detection. Accordingly, we adopt the most widely used benchmark datasets

in these domains to evaluate the proposed methods, as shown in Table 2.1. These

datasets offer diverse scenes and realistic motion patterns, making them well-suited

for assessing the accuracy and robustness of the approaches.

• MOT17 [104]: The MOT17 dataset is a popular benchmark for evaluating

MOT methods. It consists of 14 video sequences taken from various real-world

scenarios, including pedestrians in a busy city environment. The dataset in-

cludes static and moving cameras, capturing both indoor and outdoor envi-

ronments with diverse viewpoints (low, medium and high), lighting conditions

(from daylight to nighttime), and weather conditions (sunny, cloudy, etc.). It

also contains various occlusion levels, where pedestrians are partially or fully

obscured by objects or other individuals, providing a comprehensive evaluation

environment for tracking algorithms. MOT17 can also be adapted for evaluating

object detection methods, as it provides bbox annotations for each frame.

• WildTrack [105]: WildTrack is a multi-camera pedestrian detection bench-

mark designed for evaluating advanced computer vision algorithms in real-world
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scenarios. It consists of synchronized video footage captured from 7 calibrated

cameras covering a public square. Since the official bounding box annotation is

provided at only 5 FPS, we manually decode the raw videos and use YoloV8 [106]

to generate annotations at 30 FPS. For each camera, we use the first 2000

frames.

• ImageNet [107]: ImageNet is a large-scale image classification dataset con-

taining over 1 million labeled images across 1,000 categories. It is widely used

for pretraining backbone networks in computer vision. In this thesis, we use

ImageNet-pretrained weights to initialize the backbone of our detection models

to accelerate convergence and improve downstream performance.

• Microsoft COCO [108]: The Microsoft COCO dataset is a large-scale bench-

mark for object detection, segmentation, and captioning. It contains over

150,000 labeled images across 80 object categories with rich contextual diver-

sity. In this thesis, COCO is used to pretrain the entire model to provide a

strong initialization before fine-tuning on downstream datasets such as MOT17

and WildTrack.

2.4 Performance Metrics

The performance of the proposed methods is evaluated from two key perspectives:

accuracy and efficiency. For accuracy, we adopt Multiple Object Tracking Accuracy

(MOTA) and mean Average Precision (mAP), which are standard metrics for eval-

uating multi-object tracking and object detection, respectively [2, 109, 110, 96]. For
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Figure 2.2: MOT17 dataset.
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WildTrack-Cam5 WildTrack-Cam6 WildTrack-Cam7

Figure 2.3: Wildtrack dataset.

efficiency, we measure network traffic and end-to-end latency, capturing the commu-

nication and runtime overhead critical to edge deployment.

• Multiple Object Tracking Accuracy: MOTA is defined as:

MOTA = 1−
∑

t FPt + FNt + IDSWt∑
t GTt

, (2.4.1)

where t is the frame index, FPt, FNt and IDSWt stand for false positives (FPs),

false negatives (FNs), and identity switches (IDSWs) and GT is the number
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of ground truth objects. MOTA ranges from −∞ to 1, where a higher score

signifies better tracking performance.

• Mean Average Precision: mAP@0.5 refers to mean Average Precision at

an Intersection over Union (IoU) threshold of 0.5. A detection is considered

correct if its IoU with a ground-truth bbox exceeds 0.5. This metric assesses

the model’s ability to correctly localize and identify objects.

• Network Traffic: While communication may not always be the primary bot-

tleneck, minimizing data transmission overhead remains essential in edge de-

ployments, where bandwidth is often constrained. We measure network traffic

as the average data size per transmission. To ensure consistency across datasets

with different average data sizes, all reported values are normalized by the av-

erage full-frame size of the corresponding dataset.

• End-to-End Latency: This metric is critical for time-sensitive applications

that require rapid response. It measures the total time elapsed from the acqui-

sition of a video frame on the camera to the completion of its processing on the

server. This process may include data compression and decompression, data

transmission, model inference, and post-processing.

2.5 Hardware

Edge video analytics often runs on resource-constrained hardware platforms that

must balance computation and communication overheads. NVIDIA Jetson platforms

are among the most widely used hardware solutions for such applications, offering

integrated CPUs and GPUs optimized for edge artificial intelligence (AI) workloads.
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In this thesis, we adopt a hardware platform consisting of an NVIDIA Jetson

TX2, a Dell XPS 8950 desktop and a high-performance server (called Turing server).

The Jetson TX2 runs JetPack 4.6.1 and represents a low-end device commonly used

in edge computing [111–113]. The desktop is equipped with an Intel i7-12700 CPU,

16GB RAM, and an NVIDIA GTX 3060 GPU, running Ubuntu 20.04, PyTorch 1.9,

and CUDA 11.1. The server is equipped with an Intel Xeon E5-2620 v4 CPU, 64GB

RAM, and four NVIDIA Tesla P100 GPUs (one utilized), operating on Red Hat En-

terprise Linux Server (RHEL) 7.9 with PyTorch 1.7 and CUDA 11.4. All devices are

connected via a 2.4GHz Wi-Fi network, provided either by a D-Link AX4800 router

or the campus wireless infrastructure, emulating a realistic end-edge deployment. A

snapshot of the hardware platform is shown in Figure 2.4. The specifications of these

devices are reported in Table 2.2.

• Benchmark Evaluation: All computations are executed locally on the desk-

top to measure computational efficiency under controlled conditions. This set-

ting allows us to compare the raw performance of different methods without

interference from network or system heterogeneity.

• Testbed Evaluation: This setting reflects a practical edge deployment sce-

nario, where the VAP is distributed between the Jetson TX2 (serving as the

smart camera), and either the desktop or the server (serving as the edge server).

The camera is responsible for early-stage processing such as frame acquisition,

resizing, and lightweight inference, while the edge server handles more compute-

intensive tasks. This setup enables an end-to-end evaluation of the pipeline in

a realistic edge environment.
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D-Link AX4800

Edge Server with a 

NVIDIA 3060 GPU

NVIDIA Jetson TX2

Figure 2.4: Snapshot of the hardware platform used in this thesis.
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Chapter 3

FastTuner: Fast Resolution and

Model Tuning for Multi-Object

Tracking in Edge Video Analytics

© 2025 IEEE. This chapter is based on the manuscript: Renjie Xu, Keivan Nalaie, and Rong
Zheng. “FastTuner: Fast Resolution and Model Tuning for Multi-Object Tracking in Edge Video
Analytics”, IEEE Transactions on Mobile Computing, vol. 24, no. 6, pp. 4747–4761, 2025. DOI:
10.1109/TMC.2025.3526573.
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3.1 Introduction

Cameras are ubiquitous in our cities nowadays. Vision-based multi-object tracking, a

task that aims to estimate trajectories for objects of interest in video feeds, is a pillar

of VAPs. It can drive a wide spectrum of downstream applications, such as security

surveillance, sports analysis and traffic control.

Conventional MOT methods follow the tracking-by-detection paradigm, where ob-

ject detection and association tasks are performed by separate models [56, 57]. A

detection model firstly detects objects (represented as bboxes) in each frame, after

which a re-ID model extracts object features (also known as re-ID features) from each

bounding box and links the objects based on these features and motion cues. While

effective, these two-stage methods have high computation complexity. The separate

processing of each bounding box with distinct re-ID models impedes real-time per-

formance when the number of objects is large. With the development of multi-task

learning, a recent trend is to combine both tasks in a joint model, where a re-ID

branch and a detection branch share the same backbone model [58–61]. By reusing

features for both tasks, the inference time is significantly reduced.

However, achieving real-time performance in EVA systems remains a challenge for

current MOT methods due to the resource limitations on edge devices and substantial

communication overheads in geographically distributed settings. In this study, we

aim to accelerate MOT pipelines by tuning configurations. A configuration refers to

a particular combination of knobs. A MOT pipeline can have several knobs, such as

frame resolution and backbone model (hereinafter referred to as “model”). The choice

of configuration can impact both accuracy and latency. For instance, using a high

frame resolution (e.g., 1080p) and a high-complexity model allows accurate detection
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of objects but also incurs substantial processing time. The optimal configuration

can be defined as the one with the lowest latency whose accuracy is over a desired

threshold. The threshold is usually application-dependent and specified by users.

Due to the dynamic nature of video content, the optimal configuration varies over

time, often at a timescale of minutes or even seconds [10]. For example, we may

use a low frame resolution (e.g., 360p instead of 1080p) when objects are close-by

and stationary (e.g., at a traffic stop), without impacting the tracking accuracy. In

contrast, for distant objects, a higher resolution is needed to maintain accuracy.

Therefore, to achieve a good trade-off between accuracy and latency, one needs to

consider the intrinsic dynamics of video feeds and adapt the pipeline configurations

accordingly. The key challenge is how to efficiently identify the optimal configuration

at runtime. The timeliness of such decisions is critical, as any delay may cause them to

become outdated, thereby compromising the efficiency of the system. Some existing

works [10, 78] employ online profiling to identify the optimal configuration. However,

the profiling cost could be prohibitively expensive as the configuration space grows

exponentially with the number of knobs and their corresponding values. Despite

efforts to accelerate this process by pruning the configuration space, the profiling cost

remains significant, hindering efficient configuration selection.

To bridge the gaps, we propose FastTuner, a model-agnostic framework to ac-

celerate MOT pipelines by adapting resolutions and backbone models based on the

characteristics of video content. Notably, it differs from the prior works [10, 78] in two

aspects. First, FastTuner predicts the performance of different configurations in one

shot instead of profiling them one by one. Second, rather than performing the MOT

task and the configuration selection task separately, FastTuner unifies the two tasks
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by sharing a common backbone model between them. Reusing backbone features for

both tasks further improves computation efficiency. This design makes FastTuner

model-agnostic, meaning that it can seamlessly work with any fully convolutional

network (FCN)-based one-shot tracker (e.g., JDE [59], CenterTrack [60] and Fair-

MOT [61]). In the inference stage, FastTuner runs the most expensive configuration,

also known as the golden configuration [10] every K frames to determine the optimal

configuration based on the heatmaps produced by the detectability branch. Object

detection and association are then done by the tracking branch using the selected

configuration in the next K − 1 frames.

In real-world deployments, to facilitate application-specific trade-offs between ac-

curacy and latency, FastTuner affords users tunable parameters, which result in dif-

ferent combinations of resolutions and models. In addition, we design two workload

placement schemes between a smart camera and an edge server, that is, Edge Server

Only with Adaptive Transmission (SOAT) and Edge Server-Assisted Tracking (SAT).

Both schemes take advantage of the reduced frame size and model size offered by Fast-

Tuner to decrease the amount of data transmitted over the network and the workloads

on the camera.

To evaluate the performance of FastTuner, we conduct experiments on a public

MOT dataset and a small-scale testbed consisting of an NVIDIA Jetson TX2 board

and a server with Tesla P100 GPUs. FastTuner can achieve a better trade-off be-

tween tracking accuracy and latency. In comparison to the state-of-the-art (SOTA)

approaches, FastTuner is able to accelerate the computation up to 2.5%–25.5% with

a 1.1%–9.2% improvement in MOTA.

In summary, our key contributions are as follows:
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• We conduct a quantitative study on the impact of frame resolutions and back-

bone models on tracking accuracy and latency.

• We propose a model-agnostic framework FastTuner, which aims to accelerate

MOT pipelines by adapting frame resolutions and backbone models at runtime.

• We design two workload placement schemes for MOT applications, to accelerate

end-to-end processing by taking full advantage of FastTuner’s adaptability to

reduce the network traffic load and computational load.

• We implement and deploy a prototype of FastTuner on commodity devices for

performance evaluation.

3.2 Motivation

In this section, to motivate the design of FastTuner, we study the trade-off between

tracking accuracy and latency of MOT pipelines for different frame resolutions and

backbone models. Additionally, we investigate how changes in visual content can

affect such trade-offs, and discuss the limitations of prior approaches.

3.2.1 Effects of Frame Size and Model Size

In MOT, the selection of input resolution and backbone model can significantly impact

the trade-off between tracking accuracy and latency. To understand this, we conduct

experiments using a SOTA tracker, FairMOT on a Tesla P100 GPU server using

the MOT17 dataset [104]. FairMOT employs DLA-34 [114] as its backbone model,
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which is a combination of ResNet-34 and deep layer aggregation (DLA) for multi-

scale feature fusion. It also includes two branches for object detection and re-ID.

The detection branch, built on CenterNet [115], uses three parallel heads to estimate

heatmaps, object center offsets, and bounding box sizes. The re-ID branch estimates

re-ID features for each pixel to characterize the object centered at the pixel. The

features at the predicted object centers from both branches are used for tracking. By

manipulating the number of channels within each layer of DLA-34, we can generate

variants of different sizes. Full-DLA-34 represents the original model, while Half- and

Quarter-DLA-34 scale this number down by half and a quarter, respectively. Such

scaling is widely adopted to generate backbone models of different sizes [43, 116, 117].

Table 3.1 and Table 3.2 show the tracking accuracy (i.e., MOTA) and speed (i.e.,

Frames Per Second, FPS) of FairMOT with different input resolutions and backbone

models. Note that the FPS measurements include data transferring time between

CPU and GPU, model inference time, and post-processing time for object association.

It is evident that higher resolutions and larger models can produce higher tracking

accuracy but require more processing time (and thus lower FPS). However, FPS is

not inversely proportional to the frame size and the number of model parameters.

Several key factors contribute to this. First, the time to transfer data from CPU to

GPU grows non-linearly with data volume, depending on the specific hardware and its

optimization. Second, the actual number of multiply-accumulate operations (MACs),

represented as FLOPs, is not proportional to the number of parameters in DNNs due

to convolution layers. GPU optimization also plays a role. Large volumes of data can

exploit the inherent parallel computing capabilities of GPUs, which results in a sub-

linear increase in processing time as input data expands. Finally, the post-processing

36

http://www.mcmaster.ca/


Ph.D. Thesis – R. Xu McMaster University – Computer Science

Table 3.1: MOTA and FPS of FairMOT+Full-DLA-34 with different input
resolutions

Resolution (px) FLOPs MOTA FPS
1088× 608 72.9B 70.7 16.5
864× 480 45.7B 68.8 22.0
704× 384 29.8B 65.0 28.1
640× 352 24.8B 62.9 28.9
576× 320 20.3B 58.9 30.8

Table 3.2: MOTA and FPS of FairMOT with different backbone models at full
resolution

Backbone # Params FLOPs MOTA FPS
Full-DLA-34 20.4M 72.9B 70.7 16.5
Half-DLA-34 5.3M 27.4B 65.5 24.8

Quarter-DLA-34 1.5M 12.0B 60.2 27.9

time is input-dependent and can vary based on the number of detected objects in

MOT.

3.2.2 Dynamics of Visual Content

To gain insights on the impact of different configurations on MOT performance over

time, we run FairMOT [61] on two video sequences in the MOT17 dataset. To

quantify the detection quality, we define detection rate as the number of detected

objects normalized by the number of ground truth objects. Figure 3.1 illustrates the

detection rate of FairMOT with different input resolutions and backbone models. As

expected, in both trials, a lower resolution (e.g., 576 × 320 px) or a smaller model

(e.g., Quarter-DLA-34) negatively impacts the detection rate in general. However,

for some frames, such as frame 135 and frame 240 in MOT17-09, the detection rates

are close for all resolutions and models. This can be explained by the dominance of
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Figure 3.1: Detection rate using FairMOT with different input resolutions and
backbone models on two video sequences of MOT17 dataset.

close and bigger objects in those frames. Consequently, lower resolutions and smaller

models can be used without compromising accuracy. In contrast, for frame 35 in

MOT17-09, since the objects are dense and overlap with each other in the camera

view, the detection rates across different configurations vary a lot and only the highest

resolution and the largest model can produce good results. Similar observations can

be made in MOT17-13. For frame 145, all the configurations can maintain good

detection rates, since the objects are sparse and closer. However, for frame 250

and 350 where the objects are far away and small in size, only the most expensive
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configuration can yield good results.

In conclusion, these observations reveal that the dynamics in video content offer

opportunities for configuration adaptation. It is feasible to accelerate computation

by adopting less resource-intensive configurations such as lower resolutions or smaller

models, without degrading analytics quality for some scenes.

3.2.3 Efficient and Effective Configuration Decision

Conventional methods [10, 78] rely on separate online profiling to identify the optimal

configuration, which is time consuming on resource-limited edge devices. The profiling

overhead can grow exponentially with the configuration space. With m knobs and n

values per knob, an exhaustive profiling would involve O(nm) configurations. Various

techniques have been proposed to reduce this overhead, such as reducing the search

space from O(nm) to O(mn) by assuming independence among the knobs [10], or

further to O(k) by eliminating inferior configurations, where k is much smaller than

nm [15]. However, despite these optimizations, the overhead remains substantial

for edge devices, since profiling requires executing the inference pipeline for each

candidate configuration. SmartAdapt [15] addresses this challenge by first extracting

various features from the image and then training a lightweight DNN to predict the

performance of a given configuration. However, this approach has its limitations.

The selection of features requires domain expertise, and an unsuitable choice may

fail to accurately characterize the image content. Additionally, feature extraction for

performance prediction for each configuration incurs extra computation time (around

100 ms per run on NVIDIA Jetson TX2, as reported in [15]). Using a dedicated DNN

to directly map the image to certain representations that can be used to predict
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performance of multiple configurations at the same time can still incur significant

overhead. Motivated by the need to drastically reduce online profiling overhead, we

propose a novel design that integrates configuration selection and object tracking into

a shared model, combining these tasks to achieve both efficiency and accuracy.

Another limitation of most existing works in this line is that they target object

detection tasks, where configurations can be switched on a frame-by-frame basis with

minimal impact on detection performance. However, this approach is no longer true

for MOT tasks, which require consistent object features over time for feature-based

object association [59–61]. Frequent and arbitrary changes in resolution or model at

the frame level break the consistency of object features across frames, leading to a

decline in tracking accuracy. How to effectively perform configuration optimization

in MOT tasks remains unexplored.

3.3 Methodology

FastTuner aims to efficiently adapt frame resolutions and backbone models based

on video content. Switching between models with different architectures (e.g., from

ResNet to VGG) [10] poses challenges in MOT tasks, since different model archi-

tectures can result in inconsistent re-ID feature distributions, negatively impacting

object association [118]. Moreover, the optimal setting for re-ID feature dimension

varies across architectures [61], making inter-architecture switching non-trivial as it

necessitates feature space alignment [118]. To mitigate these issues, we focus on

switching models of different sizes within the same architecture (called model vari-

ants), such as switching from a full model to a half model. In real-world applications,

it is often more practical to create model variants with different accuracy-latency
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trade-offs by pruning the channel dimensions or the number of layers, rather than

preparing entirely different models, since the trade-offs of variants tend to be more

predictable, whereas entirely different models may produce significantly different and

less predictable trade-offs [119].

In contrast to existing works [10, 78] that rely on multiple executions of the

pipeline with various configurations, FastTuner reduces the complexity of online pro-

filing through two key ideas. First, we use a single DNN to learn the heatmap

representations of different configurations. By integrating the DNN into a tracker,

the framework can perform configuration selection and MOT with minimal extra

overhead. Second, we use detection rate as a surrogate to estimate the tracking per-

formance of different configurations. Tracking performance is intrinsically tied to

detection quality—configurations with accurate detection results are likely to yield

robust tracking performance [120]. Compared to tracking accuracy, which can only

be assessed over multiple frames and with the knowledge of ground truth label, we

show in this section that the detection rate of a configuration can be predicted over

a single frame using the heatmap associated with the configuration and the golden

one.

3.3.1 Algorithm Overview

Figure 3.2 illustrates the FastTuner pipeline. It consists of multiple branches: a

detectability branch, a re-ID branch and a detection branch, all sharing a common

backbone model. The detection branch contains three heads outputting heatmaps

Ĥ ∈ [0, 1]E×H
′×W ′ , box sizes Ŝ ∈ R2×H×W and center offsets Ô ∈ R2×H×W , where

E is the number of object classes (E = 1 in this study), H ′ = H
4

, W ′ = W
4

and H,
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Re-ID

Detection
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Association
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Controller

Backbone
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Optimal Input Resolution and Backbone Model

Switch Input Resolution Switch Backbone Model

Heatmap

Box Size

Center Offset

Figure 3.2: Pipeline of FastTuner, with a detectability branch and a tracking branch
sharing a common backbone model.

W are the height and width of the input image. A heatmap is a two-dimensional

array, where each pixel value in the range of [0, 1] represents the likelihood of an

object’s center being located at that pixel. The re-ID branch generates re-ID feature

embeddings Ê ∈ RD×H×W , where D denotes the feature dimension. The re-ID feature

Êx,y ∈ RD of an object centered at (x, y) can be extracted from the embeddings. The

object association is done based on the results from the two branches, following [61].

For simplicity, we use tracking branch to refer to the combination of the re-ID and

detection branches.

The head in the detectability branch produces the heatmap tensor T̂ ∈ [0, 1]P×H
′×W ′ ,

where P denotes the number of configurations. The i-th channel of the tensor is the

heatmap T̂i ∈ [0, 1]H
′×W ′ of the configuration Ci, where i = 1, 2, . . . , P . Based on
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these heatmaps, the configuration selection module identifies the optimal configura-

tion that can preserve the detectability of the golden configuration (i.e., the most

accurate yet computationally expensive configuration) while producing the minimum

execution latency.

In the inference stage, to capture the dynamics of video content, the detectability

branch is triggered every K frames to identify the optimal configuration, given a

full-resolution (FR) input. A controller then switches the input resolution and the

backbone model of the pipeline. The subsequent K − 1 frames are handled by the

tracking branch with selected configuration. Notably, any FCN-based one-shot tracker

could be adopted in the tracking branch, which makes FastTuner model-agnostic. To

demonstrate the feasibility of the idea, we build this branch on top of FairMOT [61], a

SOTA tracker. Note that the detectability branch, configuration selection module and

controller in Figure 3.2 are the core components of FastTuner, while the remaining

are derived from FairMOT.

3.3.2 Multi-Task Learning

As discussed previously, the detectability branch of FastTuner generates heatmap

representations of various configurations. This involves learning a transformation

R3×H×W 7→ [0, 1]P×H
′×W ′ , which maps an RGB image to a heatmap tensor. This

transformation is learned through several steps. Firstly, a training set comprising

images of different resolutions is prepared by resizing the original full-resolution RGB

images. Next, a base tracker (e.g., FairMOT) is run on this multi-resolution train-

ing set using different backbone models. This generates the centers and corners of

the bounding boxes for detected objects in each frame. These coordinates are then
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upscaled to match those in a full-resolution frame. Lastly, following the approach

of CornerNet [121], a 2D Gaussian filter is applied over each object center. Pixels

outside the bounding boxes are penalized according to their distance to the cen-

ters of those bounding boxes. Specifically, consider a frame and a detected object

within that frame with center coordinates (ai, bi) from configuration Ci. Its loca-

tion on the feature map is obtained by dividing the stride (a′i, b
′
i) = (bai

4
c, b bi

4
c).

Then the corresponding heatmap response at the location (xi, yi) is computed as

Yi,x,y = exp(− (xi−a′i)2+(yi−b′i)2
2σ2
i

), where a Gaussian kernel is applied and σi represents

the standard deviation. These heatmaps, constructed offline using the detection re-

sults from different configurations, act as ground truth labels to train the detectability

branch of FastTuner. In this way, given a full-resolution image, FastTuner can effi-

ciently estimate the heatmap representations of all the configurations in the online

stage.

We define the total detectability loss using pixel-wise logistic regression with focal

loss [122] as:

Ldetectability = − 1

N

∑
i,x,y


f(Ŷi,x,y) Yi,x,y = 1;

g(Yi,x,y, Ŷi,x,y) otherwise,

(3.3.1)

where

f(Ŷi,x,y) = (1− Ŷi,x,y)α log (Ŷi,x,y),

g(Yi,x,y, Ŷi,x,y) = (1− Yi,x,y)β(Ŷi,x,y)
α log (1− Ŷi,x,y),

(3.3.2)

Ŷi,x,y is the predicted heatmap of configuration Ci, α and β are pre-set parameters

in focal loss (following the setting in [121]), and N is the number of objects in the

frame.
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Finally, in order to perform configuration selection and object tracking in a shared

model, we employ multi-task learning to jointly train the tracking and detectability

branches using the following loss function:

Ltotal = Ltracking + λLdetectability, (3.3.3)

where λ is a pre-determined parameter to balance the two tasks, and Ltracking is the

loss function of the tracking branch defined as:

Ltracking =

1

2

(
1

eω1
(Lheatmap + Lbox) +

1

eω2
Lidentity + ω1 + ω2

)
,

(3.3.4)

which consists of learnable parameters ω1 and ω2, heatmap loss, box-size loss, and

re-ID loss defined in [61]. This loss function dynamically balances the tasks based

on learned uncertainties [123], represented by ω1 and ω2. The exponential function

ensures these weights remain positive, while the addition of ω1 and ω2 acts as regu-

larization, preventing them from increasing too much.

3.3.3 From Heatmaps to Tracking with Adaptive Configura-

tions

In the inference stage, every K frames, the head in the detectability branch predicts

heatmaps Ŷi, i = 1, 2, . . . , P . These heatmaps are then converted to their binarized

versions B̂i ∈ {0, 1}H
′×W ′ , with pixels over the threshold τ set to 1, otherwise 0.

These binarized heatmaps are finally used by the configuration selection module for

decision-making.
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The problem of selecting the optimal configuration is formulated as:

C′ =

{
i ∈ {1, 2, . . . , P} |

∑H′,W ′

x,y B̂i,x,y · B̂max,x,y∑H′,W ′

x,y B̂max,x,y

≥ γi

}
,

i∗ = argmini∈C′ Li,

(3.3.5)

where Li is the latency of executing configuration Ci, B̂max is the binarized heatmap of

the golden configuration, and γi ∈ [0, 1] is a user-specified threshold for configuration

Ci. γi reflects user tolerance of degradation in detectability. If the estimated detec-

tion rate of Ci exceeds the corresponding threshold, this configuration is a candidate

configuration. The configuration with the minimum latency in the candidate set C′

will be selected as the optimal configuration Ci∗ and applied to the next K−1 frames.

The latency of each configuration is obtained by offline profiling [10, 9, 7, 78, 16, 79].

Once the optimal configuration is decided, the tracking branch proceeds to extract de-

tections (i.e., bounding boxes) and re-ID features from the heads and perform object

association accordingly. For the remaining K − 1 frames, only the tracking branch

is executed to perform object tracking based on the selected configuration. In Sec-

tion 3.5.2 we will discuss how to set thresholds to achieve different accuracy-latency

trade-offs.

3.3.4 Multi-Resolution Training

We apply multi-resolution training on all the backbone models considered in Fast-

Tuner, as it brings several advantages. First, it improves the model’s detectability for

objects of different sizes caused by either distance or frame sizes. This gain thereby

benefits the accuracy of configuration decision making and detection. Second, it can
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mitigate the domain gap between different resolutions. Since object tracking consists

of object detection and association, tracking performance is affected not only by the

detection accuracy, but also informativeness of re-ID features. Changing input resolu-

tions may introduce inconsistencies in re-ID features, which could lead to mismatches

in object association and thereby degrade tracking accuracy. However, achieving a

balance for all resolutions is challenging, as gains in one resolution can inadvertently

compromise the performance of others. To address this challenge, we propose two

multi-resolution training schemes:

• Weighted: In each epoch, the model is trained on a dataset augmented with

all resolutions. Different weights wr are applied to the loss Lr prior to model

parameter updating θ′ = θ − α × ∇L′r(θ), where L′r = wr × Lr and r denotes

resolution. Empirically, we set higher weights for higher resolutions. In this

way, we guide the model to maintain its proficiency for high resolution inputs,

and also pay attention to inputs where it underperforms, typically at lower

resolutions.

• Fine-tune+Weighted: The model is first trained on the original dataset of

the highest resolution, and then fine-tuned on the same dataset but at different

resolutions. This fine-tuning process serves to further enhance the model’s abil-

ity to capture intricate patterns and features during the high-resolution training,

and then adapt these learned features to lower resolutions. The combination of

weighted loss update ensures that the model’s learning is balanced.

.
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3.4 Workload Placement on End and Edge Devices

The FastTuner pipeline can be flexibly partitioned between end and edge devices.

Compared to conventional computation partition, it introduces a different dimension

to balance local computation and network-based processing through configuration

adaptation. In this section, two workload partition schemes between a smart camera

and an edge server are discussed for edge MOT, as illustrated in Figure 3.3:

• Edge Server-Only with Adaptive Resolution Transmission (SOAT):

Every K frames, an FR frame is sent to the server. The server, upon the

reception of the frame, performs configuration selection and informs the camera

of the appropriate resolution for the subsequent K−1 frames to be transmitted.

All computations are done on the server, with FastTuner utilized to reduce

the transmission time and computational overhead. This setup is beneficial in

situations where the camera has sufficient bandwidth, as it requires continuous

transmission to the server, ensuring consistent data delivery and processing.

• Edge Server-Assisted Tracking (SAT): An FR frame is sent to the server

every K frames. The server processes the frame by computing bounding boxes

and re-ID features, and determines the proper resolution for the subsequent

frames. These results are then transmitted back to the camera. Upon receiving

this information, the camera performs object association. In addition, the cam-

era is responsible for object detection and association for the remaining K − 1

frames. In this hybrid setup, FastTuner operates partially on the camera and

partially on the server, balancing between computational load and bandwidth

utilization. This setup is advantageous under limited bandwidth conditions, as
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Figure 3.3: Two workload placement schemes, partitioning the workload between a
smart camera and an edge server.

it involves the exchange of minimal data in each communication cycle.

Evidently, the two workload placement schemes incur different computation loads

on the smart camera and the edge server, and differ in the volume of data transferred

over the network. A qualitative summary of these trade-offs is shown in Table 3.3,

while a quantitative analysis of experimental results on a real-world testbed is pro-

vided in Section 3.5.4.

It is worth noting that in addition to the aforementioned workload placement

schemes and control parameter tuning (e.g., threshold and K), further trade-offs
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Table 3.3: Qualitative comparison of SOAT and SAT on computation and network
loads

Deployments
Computation Network Traffic

Camera Server C→S S→C

SOAT No High Medium Low

SAT High Low Low Low

between accuracy and latency can be made by employing different types of back-

bone models (e.g., ResNet [43], VGG [116]) thanks to the model-agnostic nature of

FastTuner. In Section 3.5.2, we additionally evaluate FastTuner using YOLO as its

backbone to demonstrate the flexibility.

3.5 Performance Evaluation

In this section, we evaluate the performance of FastTuner on a public MOT dataset

and a small-scale real-world testbed.

3.5.1 Implementation

FastTuner is a model-agnostic framework and can easily incorporate any FCN-based

object tracking model. In the implementation, we build FastTuner on top of Fair-

MOT [61], by adding a detectability branch consisting of a new head and a config-

uration selection module. In the inference stage, the tracking branch runs on every

frame to perform object detection and tracking while the detectability branch only

runs on every K-th frame to select the optimal configuration. The frame resolution

and backbone model of FastTuner are configurable. We have five options for reso-

lution: {1088×608, 864×480, 704×384, 640×352, 576×320} px. For the backbone
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model, we consider three sizes: {full, half, quarter}. The half and quarter models are

generated by pruning the full model, reducing its number of channels in each layer by

factors of two and four, respectively. In short, the configuration space of FastTuner

comprises 5 × 3 = 15 different combinations. To further demonstrate FastTuner’s

compatibility with different types of backbone models, we also test FastTuner on

YOLO, and consider three model sizes as well. Unless otherwise stated, K = 40,

τ = 0.4, and the results presented in this section are obtained on an NVIDIA Tesla

P100 GPU.

Dataset: The MOT17 dataset is used to evaluate the tracking performance. Since

the ground truth of test sequences is not public, we follow [60, 109, 118] to split each

training sequence into two halves. The first half is used for training while the second

half is for validation.

Training: The training of FastTuner is done in two stages. In the first stage, we

employ the multi-resolution training methods in Section 3.3.4 to train all the backbone

models. Specifically, we employ the weighted scheme for training Full-DLA-34 and

use the fine-tune+weighted scheme for the others. The rationale is that models like

Half-DLA-34 and Full-YOLO are less powerful and require good initial weights. In

both training schemes, weights of [1.0, 0.8, 0.6, 0.4, 0.2] are applied to the loss function,

corresponding to resolutions in descending order, i.e., the highest resolution receives

the largest weight, and the lowest receives the least. Then, we follow the steps

in Section 3.3.2 to prepare the training data for the detectability branch. In the

second stage, we start from the weights in the backbone and the tracking branch of

the full model and independently train the detectability branch, while freezing all

other parameters. In this way, FastTuner can learn configuration-specific heatmap
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representations, without compromising the performance of the tracking branch. We

set α, β in Eq. (3.3.2) to 2 and 4, respectively, and set λ in Eq. (3.3.3) to 1.

Metrics: We use MOTA to measure the tracking accuracy of MOT methods,

and FPS to measure their runtime speed, indicating the number of frames processed

per second. There is often a trade-off between MOTA (accuracy) and FPS (speed)—

increasing one may decrease the other. A better tracker should produce a better

trade-off.

3.5.2 Comparison with Baselines

Baselines: For comparison, we implement FairMOT, equipped with different back-

bone architectures (DLA-34 and YOLO) of different model sizes (full, half, quarter).

They are called FairMOT+{Full, Half, Quarter}-DLA-34 and FairMOT+{Full, Half,

Quarter}-YOLO.

Adaptive vs. Fixed Configuration: In Figure 3.4, we show the tracking

performance (MOTA) and speed (FPS) of FastTuner and the baselines on the MOT17

dataset, with results obtained on both an NVIDIA Tesla P100 (a) and a GTX 1060

(b). The baselines, i.e., FairMOT with Full-, Half- and Quarter-DLA-34 are presented

as distinct curves using quadratic fitting. The data points on these curves depict the

MOTA-FPS pairs achieved at different resolution levels, ordered from high to low as:

1088× 608, 864× 480, 704× 384, 640× 352, 576× 320. Each baseline encompasses

a range of trade-offs between MOTA and FPS. Notably, on both devices, FastTuner

consistently outperforms the baselines, with its curve positioned to the upper right

of all others, indicating a superior trade-off between MOTA and FPS. For a given

FPS, FastTuner achieves a higher MOTA, while for a specified MOTA, it delivers
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a higher FPS. The points in FastTuner are obtained by different threshold settings

in Table 3.4, where the “-” symbol means that the corresponding configuration is

excluded for selection. Restricting candidate configurations helps avoid ones that

overly degrade tracking performance and reduce frequent switching, which may result

in many inconsistent ID features.

The comparisons clearly demonstrate the advantage of configuration adaptation

using FastTuner. For instance, in Figure 3.4a, FastTuner+T1, while maintaining a

similar MOTA as FairMOT+1088 × 608 px+Full-DLA-34, is 10.3% faster. Further-

more, FastTuner+T4 sees a 3.8% increase in MOTA and a 5.9% increase in FPS by

adapting both resolutions and models, compared to FairMOT+640 × 352 px+Full-

DLA-34. Overall, FastTuner achieves 1.0%–4.2% improvements in MOTA and 0.7%–

10.3% in FPS, compared to the baselines. Similar improvements, i.e., 1.0%–7.0% in

MOTA and 1.6%–14.5% in FPS, can be observed in Figure 3.4b. The choice of the

threshold setting should be based on application requirements. For example, if a

higher tracking accuracy is prioritized over latency, FastTuner+T1 could be the best

option. On the contrary, if speed is more important, FastTuner+T7 would be more

suitable.

To understand how gains in MOTA or FPS or sometimes both are achieved, we

further provide a breakdown of the percentage of the configurations selected by Fast-

Tuner under different threshold settings in Figure 3.7. For example, FastTuner+T1

processes 23.5% of frames at the lower resolution of 864 × 480 px, a noticeable con-

trast to the baseline that processes all frames at 1088×608 px. Similarly, around one

quarter of the total frames are processed by ligher configurations in FastTuner+T4,

such as 864 × 480 px+Half-DLA-34 and 576 × 320 px+Full-DLA-34. This trend is
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consistent across the other threshold settings.

Impact of Interval K: Recall that the detectability branch of FastTuner is

triggered every K frames, and the selected configuration is applied to the next K− 1

frames. Next, we investigate how different values of K can affect the tracking accuracy

and speed of FastTuner. The impact of K on the MOTA and FPS of FastTuner under

different threshold settings is shown in Table 3.6. It is evident that FPS decreases

when K decreases as the golden configuration (i.e., 1088 × 608 px+Full-DLA-34) is

executed more frequently. Somewhat counter-intuitively, performing configuration

selection more frequently (i.e., when K is smaller) is not guaranteed to improve

MOTA. For instance, in FastTuner+T6, when K decreases from 40 to 10, the MOTA

slightly decreases from 55.1% to 54.7%. This could be explained by the inconsistencies

of re-ID features caused by frequent configuration changes. Therefore, one should be

careful in setting K, since an optimal K depends on many factors, such as threshold

settings, video content characteristics, application requirements, etc.

Compatibility with Different Backbone Networks: In Figure 3.5, we utilize

YOLO as the backbone model in FastTuner. As shown, the resulting trends are quite

similar to those observed previously with DLA-34 in Figure 3.4. However, as YOLO

is much more efficient yet less powerful than DLA-34, there is a distinct shift in the

MOTA–FPS range, with notably higher FPS but lower MOTA. Overall, FastTuner

(YOLO) achieves 1.0%–7.0% improvements in MOTA and 0.2%–3.6% in FPS on Tesla

P100, and 1.5%–6.5% higher FPS on GTX 1060, compared to the baselines. The

pre-defined configuration settings for this architecture are summarized in Table 3.5.

The percentage of different configurations in FastTuner (YOLO) are presented in

Figure 3.8. It is worth noting that in certain settings, such as T5 and T6, the
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slices are quite narrow. This is primarily because we prioritize tracking accuracy by

tightening the threshold settings. One can relax the settings to achieve a higher FPS,

but at the cost of tracking accuracy. Lastly, the impact of K is examined in Table 3.7,

and the observations align with those from Table 3.6.

3.5.3 Comparison with SOTA approaches

In this section, we compare FastTuner with three SOTA approaches. To ensure a

fair comparison, we adapt these methods, originally designed for detection tasks, into

trackers. The tracking components and configuration space are made consistent with

FastTuner, but configuration decisions are based on the original design.

• VideoStorm [9]: VideoStorm exhaustively profiles all configurations on the

first K frames of a video, selects the cheapest configuration that meets the

accuracy requirement (i.e., accuracy ≥ α), and uses this configuration for the

remaining video. The accuracy requirement α can be tuned to achieve different

accuracy-latency trade-offs. In our implementation, we set K = 40.

• Chameleon [10]: Chameleon conducts exhaustive online profiling every T

frames to identify top-k best configurations (i.e., the k cheapest configurations

with accuracy ≥ α). Then, for every K frames, it selects the optimal configu-

ration from this subset through profiling (called partial profiling). The results

from the golden configuration are used as ground truth to measure accuracy.

Additionally, Chameleon assumes that knobs contribute independently to the

accuracy in order to significantly reduce the exploration space. In our experi-

ments, we use T = 120, K = 40, k = 3.
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• SmartAdapt [15]: SmartAdapt utilizes a content feature extractor to establish

a mapping f(·) from a frame X to its feature representation f(X). It then

applies a content-aware accuracy prediction model to build a mapping a(·) from

the feature representation f(X) to the accuracy of a given configuration c,

expressed as a(c, f(X)). The cheapest configuration that meets the accuracy

requirement will be selected. The data used to train the accuracy predictor is

obtained through offline profiling. The optimal configuration is decided every

K frames, where K = 40. For f(·), we use lightweight features (average object

width, height and number), feature embeddings extracted from HoC, HOG

algorithms, the backbone (i.e., DLA-34), and a separate feature extractor (i.e.,

YOLOv8n).

Figure 3.6 shows the MOTA and FPS of FastTuner and the SOTA methods on the

MOT17 dataset, with results obtained on both a Tesla P100 (a) and a GTX 1060 (b).

α1 to α5 represent different accuracy requirement settings, with values of 0.9, 0.8, 0.7,

0.6, and 0.5, respectively. Larger α’s prioritize accuracy while smaller ones sacrifice

accuracy for speed. Among these methods, FastTuner achieves the best MOTA-FPS

trade-offs. Due to the non-adaptive strategy of VideoStorm, it fails to capture the

dynamics in the scenes as the optimal configuration can vary over time. The best

configuration selected in the beginning may become ineffective in later frames. In-

terestingly, Chameleon performs worse than VideoStorm, despite its adaptive mecha-

nism. This could be attributed to three factors. First, the profiling cost is significant,

as it requires periodic online profiling. Exhaustive profiling involves executing the

pipeline 15 times, while partial profiling requires 3 executions. Second, the selection
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Figure 3.4: Comparison between FastTuner (DLA-34) and the baselines:
FairMOT+{Full, Half, Quarter}-DLA-34 on MOT17 across two devices.
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Table 3.6: Impact of interval K on FastTuner (DLA-34)

Threshold
K=40 K=20 K=10 K=2

MOTA FPS MOTA FPS MOTA FPS MOTA FPS

T1 70.7 18.2 70.8 17.8 70.9 17.6 70.9 17.0

T2 69.5 23.6 69.5 23.3 69.6 22.8 70.8 19.2

T3 67.7 28.3 67.2 28.1 67.3 27.2 69.5 20.7

T4 65.3 30.6 65.1 30.0 65.1 28.5 68.3 21.0

T5 60.8 32.7 60.2 31.4 60.0 30.0 67.0 21.3

T6 55.1 35.6 54.9 33.9 54.7 32.1 61.5 21.4

T7 53.1 36.6 53.0 34.5 53.0 32.7 60.6 21.5

Table 3.7: Impact of interval K on FastTuner (YOLO)

Threshold
K=40 K=20 K=10 K=2

MOTA FPS MOTA FPS MOTA FPS MOTA FPS

T1 63.7 40.0 63.7 39.6 63.6 39.3 63.5 38.7

T2 63.0 42.5 63.2 41.9 63.2 41.5 63.7 40.4

T3 60.7 43.1 60.7 42.6 60.7 42.2 62.1 40.9

T4 59.8 43.4 59.9 43.2 59.8 42.9 61.7 41.2

T5 57.8 44.0 57.7 43.5 58.0 43.2 60.3 41.5

T6 52.1 44.7 51.9 44.3 51.7 44.1 55.9 41.7

T7 47.4 46.1 47.3 45.7 47.2 45.0 53.0 41.9

T8 45.0 46.3 44.6 46.0 44.6 45.8 51.8 42.1
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of top-k configurations could be outdated, or inaccurate (especially when the indepen-

dence assumption does not hold), leading to inferior configurations. Third, frequent

changes in the top-k configurations result in varying selections, which can disrupt

the consistency of object features during object association. SmartAdapt removes

inferior configurations identified through offline profiling from online selection. Doing

so allows it to achieve better MOTA compared to Chameleon. However, it still suffers

from substantial overhead due to feature extraction, as it involves running HoC, HOG

algorithms, and a DNN feature extractor. In contrast, FastTuner incurs only a min-

imal overhead from running the detectability branch, which is much more efficient.

In summary, FastTuner outperforms SmartAdapt on both devices, with 1.1%–9.2%

higher MOTA and 2.5%–25.5% higher FPS on Tesla P100, and 1.3%–7.1% higher

MOTA and 1.9%–38.4% higher FPS on GTX 1060.

3.5.4 Testbed Evaluation

Setup: Our testbed consists of the NVIDIA Jetson TX2, the Turing server, and

the Dell desktop, as introduced in Section 2.5. The Jetson TX2 serves as the smart

camera, while the server or desktop serves as the edge server. We evaluate the system

performance under different network conditions by enabling camera-server communi-

cation via Ethernet, unrestricted Wi-Fi (Wi-Fi-H), and Wi-Fi with a 5 Mbps limit

(Wi-Fi-L) to emulate different connectivities [124, 28, 125, 126]. The average upload

and download bandwidths and round-trip time (RTT) of the networks are given in

Table 3.8.

Implementation: Due to the resource constraints of the NVIDIA Jetson TX2,

we only consider FastTuner (YOLO) on the testbed. For simplicity, for all the network
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Table 3.8: Metrics of the networks

Network
Upload (Mbps)

(camera→server)

Download (Mbps)

(server→camera)

RTT

(ms)

Ethernet 769.0 938.0 1.1

Wi-Fi-H 21.4 41.5 15.8

Wi-Fi-L† 4.5 4.6 10.6
† The bandwidths are constrained to a maximum of 5 Mbps.

settings, we evaluate FastTuner under three threshold settings: T1, T4 and T8. The

communication between the camera and the server uses Transmission Control Proto-

col (TCP). To reduce the network traffic load, tools from the OpenCV library [40] are

used to compress the frames before sending them over the network. Upon reception

of the frames, the server decompresses them before further processing.

Baselines: We consider two baselines for comparison: Baseline-Camera (B-C)

with all computations done locally on the camera, and Baseline-Server (B-S) with

each frame transmitted to the server for computation. Note that both baselines do

not incorporate FastTuner. We also consider an additional scheme called Camera-

Only (CO), which incorporates FastTuner but places all workloads on the camera.

To ensure a fair comparison with FastTuner+T1, T4 and T8, the baselines employ

the configurations of FairMOT+Full-YOLO+1088 × 608 px (C1), FairMOT+Full-

YOLO+640 × 352 px (C2), and FairMOT+Quarter-YOLO+640 × 352 px (C3), re-

spectively.

Comparisons among workload placement schemes: Figure 3.9 provides a

breakdown of the time spent on each part (i.e., server, camera and transmission)

across the five schemes on the testbed. The camera time and server time repre-

sent the computational time spent on the camera and the server, respectively. The
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transmission time includes the upload time (camera→server) and download time

(server→camera). In all experiments, K is set to 40.

Under high bandwidth conditions (i.e., Ethernet and Wi-Fi-H), as indicated in

Figure 3.9a and Figure 3.9b, CO surpasses B-C by taking advantage of the config-

uration selection in FastTuner to reduce computational time on the camera. SAT

enhances this advantage since the server handles the most time-consuming task,

namely object detection [109]. Given sufficient network bandwidths, B-S is much

faster than camera-centric deployments (i.e., B-C, CO, and SAT) by transmitting

compressed full-resolution frames with minimal overhead. With FastTuner, SOAT

further accelerates the overall processing by transmitting lower-resolution frames and

utilizing smaller models for inference. Consequently, SOAT is the optimal scheme un-

der Ethernet, delivering an FPS in the range of 21.2 to 33.4 and marking a 1.7%–8.7%

acceleration in comparison with B-S. The gap widens to 4.1%–22.5% under Wi-Fi-H,

as the transmission time savings brought by FastTuner are more significant.

In contrast, when the available bandwidth is limited (i.e., using Wi-Fi-L), as de-

picted in Figure 3.9c, server-centric schemes (i.e., B-S and SOAT) experience signifi-

cant slowdowns since network communication becomes a bottleneck. SAT, however,

is less affected and still manages to outperform B-C and CO since only lightweight in-

formation, such as bounding box coordinates (i.e., detections) and vectors (i.e., re-ID

features) is communicated. Therefore, SAT proves to be the best scheme, achieving

2.6–9.6 FPS and 3.7%–8.3% speed-up over B-C.

Additionally, the observations derived from GTX 1060, as shown in Figure 3.10,

are consistent with those in Figure 3.9. In short, when the network bandwidth is

sufficient, i.e., using Ethernet and Wi-Fi-H, SOAT has the best performance, with
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Figure 3.9: Comparisons between different schemes on the testbed (Tesla P100)
across three different networks.
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Figure 3.10: Comparisons between different schemes on the testbed (GTX 1060)
across three different networks.

an improvement of 5.3%–22.1% in speed. However, when the bandwidth is limited,

i.e., using Wi-Fi-L, SAT emerges as the best scheme, accelerating the pipeline by

3.7%–8.3%. These two experiments demonstrate that FastTuner can accelerate end-

to-end processing across networks with varying bandwidths and devices with different

computing power.

3.6 Conclusion

In this chapter, we proposed FastTuner, a model-agnostic framework to accelerate

MOT pipelines in EVA systems. By learning heatmap representations of different
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configurations offline, FastTuner can intelligently select the optimal frame resolution

and backbone model at runtime, improving the trade-off between tracking accuracy

and speed. The integration of multi-task learning allows configuration selection and

object tracking to be performed in a shared model, further reducing the computational

overhead. FastTuner offers users opportunities to control the trade-off based on the

application requirements by tuning its threshold settings. For real-world deployments,

we designed two workload placement schemes between a smart camera and an edge

server. Extensive experiments demonstrate that 1) FastTuner can work with different

backbone models; 2) it can improve the MOTA-FPS trade-off of MOT pipelines in

real-world EVA systems.
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Chapter 4

BlockHybrid: Accelerating Object

Detection Pipelines with Hybrid

Block-Wise Execution

© 2025 IEEE. This chapter is based on the manuscript: Renjie Xu, Keivan Nalaie, and
Rong Zheng. “BlockHybrid: Accelerating Object Detection Pipelines With Hybrid Block-Wise
Execution”, IEEE Internet of Things Journal, vol. 12, no. 13, pp. 24148–24158, 2025. DOI:
10.1109/JIOT.2025.3554167.
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4.1 Introduction

The proliferation of IoT cameras is changing our lives. According to [3], nearly 42

billion IoT devices will generate 79.4 ZB of data by 2025, 80% of which will be

video or video-like. While such vast data unlock valuable insights for video analyt-

ics applications, they also pose significant challenges, especially in latency-sensitive

scenarios. For instance, in ITS [33], roadside units (RSUs) play a critical role in

monitoring pedestrians and vehicles, providing real-time warnings to connected vehi-

cles via vehicle-to-everything (V2X) communication [33]. To prevent accidents and

ensure smooth traffic flow, RSUs must process high-FPS videos streamed from traf-

fic cameras with low latency—even slight delays in detecting jaywalkers or sudden

lane changes can be dangerous, while slow congestion updates may impair traffic effi-

ciency. These scenarios highlight the need for efficient, real-time edge video analytics

to enhance road safety and traffic management.

Object detection serves as the foundation of many VAPs, with its outputs directly

driving downstream tasks such as object tracking and event analysis. This critical role

has made its optimization, particularly for edge deployment, an active research topic.

A conventional object detection pipeline is illustrated in Figure 4.1a. A camera of-

floads every captured frame to an edge server hosting a frame-wise object detector for

processing. This pipeline is well-suited for latency-sensitive applications such as ITS,

where rapid response is critical. By leveraging frame-wise streaming, it enables real-

time capturing, encoding, transmission, and processing of each frame, ensuring timely

detection of pedestrians, vehicles, and obstacles for instant alerts and traffic control.

Many methods have been proposed to optimize this pipeline, including model com-

pression [127, 128] and specialization [129, 130] to reduce computational complexity,
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Figure 4.1: Comparison between conventional pipeline and the proposed pipeline

.

model partitioning [131–135, 63, 136–144] to distribute inference workloads between

the camera and the edge server, and model cascade techniques [145–150, 4, 151, 118]

that progressively refine predictions through multiple stages to balance accuracy and

efficiency.

However, the aforementioned methods are not input-aware. Videos often con-

tain substantial redundancy, and not every pixel is worth transmitting and process-

ing. Imagine a traffic monitoring application deployed at a busy intersection: non-

informative regions, such as empty roads, offer little useful information and require

minimal computation, whereas regions of interest, with vehicles or pedestrians, de-

mand accurate processing. This contrast highlights the need for selective processing

strategies, where communication and computation resources are allocated accord-

ing to the significance of different frame regions—a technique known as conditional

execution. When the execution decisions are made on a block-by-block basis, this
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technique is called block-wise conditional execution. Relevant approaches [19, 152]

divide input frames into blocks of equal size, identify the informative ones (i.e., those

containing objects of interest), and process them using a customized block-wise detec-

tor, where the features of informative blocks are computed, and uninformative blocks

reuse features from the previous execution before merging to generate the final results.

However, a key limitation is that they treat all informative blocks equally, ignoring

differences within the blocks. For example, a block containing only a slow-moving

pedestrian could be efficiently handled by a simpler algorithm, rather than a heavy

detector. This one-size-fits-all strategy leads to unnecessary resource consumption,

leaving room for further optimization. Another challenge of block-wise detection is

the potential for block artifacts [20], which arise when features from new and cached

blocks are merged during inference. The inconsistencies at block boundaries can re-

sult in inaccurate or redundant detections, particularly in regions where objects cross

block boundaries.

To address these challenges, we propose BlockHybrid, a novel framework for ac-

celerating object detection pipelines using hybrid block-wise conditional execution.

In this framework, blocks are further categorized into hard and easy blocks based on

their content and processing strategy. Easy blocks include informative blocks with

easy objects (e.g., a slow-moving pedestrian) or entirely non-informative blocks (e.g.,

empty roads) that can be accurately processed using lightweight algorithms. In con-

trast, hard blocks are a subset of informative blocks containing challenging objects

that require heavy computation. A brief pipeline of BlockHybrid is depicted in Fig-

ure 4.1b. BlockHybrid begins by dividing each frame into multiple uniform blocks and

labels them as hard or easy blocks with a policy network. Hard blocks are transmitted
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to the server and processed by a block-wise detector, while easy blocks are handled

locally on the camera using a lightweight tracker. By selectively transmitting and

processing only hard blocks, redundant computation and communication are signif-

icantly reduced. We define this hybrid block-wise execution strategy as block-hybrid

conditional execution. To further mitigate block artifacts, we introduce block-wise

fine-tuning, an additional training stage applied to the detector. This stage simulates

scenarios with object boundaries across blocks and improves the model’s ability to

handle feature inconsistencies.

To evaluate the performance of BlockHybrid, we conduct experiments on two

public object detection benchmarks. We also implement and deploy a prototype on

a real-world testbed that uses an NVIDIA Jetson TX2 as a camera and an Ubuntu

desktop as an edge server running object detection tasks. Our results show that

BlockHybrid achieves a better trade-off between detection accuracy and end-to-end

latency. Compared to SOTA approaches, BlockHybrid improves execution speed by

8.8%–31.5% while maintaining comparable accuracy.

In summary, our key contributions are as follows:

• We conduct a quantitative analysis of video redundancy and explore the rela-

tionship between the number of hard blocks and execution latency.

• We propose a novel framework, BlockHybrid, which accelerates object detection

pipelines through block-hybrid conditional execution.

• We design a policy network, trained offline based on reinforcement learning, to

make online block decisions.
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• We introduce block-wise fine-tuning to address block artifacts and improve de-

tection accuracy during block-wise execution.

• We implement and deploy a working prototype of BlockHybrid on a real-world

testbed, demonstrating its performance and effectiveness.

4.2 Motivation

In this section, we conduct two experiments to show the redundancy in videos and

the possible improvements made by block-hybrid execution.

4.2.1 Redundancy in Videos

Videos often contain significant redundancy. Hard blocks that require full-fledge

detectors only occupy a small proportion of the frame, with the rest dominated by

easy blocks (e.g., background, sparse objects, etc.). We measure the redundancy,

quantified as the number of informative blocks (IBs) and hard blocks (HBs), of two

datasets: MOT17 [104] and WildTrack [105] in Table 4.1. Each frame is resized to

1024× 2048 and divided into 8× 16 uniform blocks (i.e., 128× 128). In every T = 10

frames, we mark the first frame as the key frame and the following T − 1 frames as

regular frames. We use ground truth labels to obtain the bboxes in each frame, and

those in key frames are referred to as references. We then use a tracker (e.g., Median

Flow [153]) to track the references in the subsequent frames. The tracking results are

compared with the ground truth using IoU. The bboxes with an IoU below a specified

threshold (e.g., 80%) are considered hard objects, since they are hard to be tracked

accurately. The corresponding blocks are defined as hard blocks. A block is identified
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Table 4.1: Redundancy of MOT17 and WildTrack datasets.

Sequence # Frame Density1 IBs2 HBs2

MOT17-02 600 30.97 28.37% 13.39%
MOT17-04 1050 45.29 50.96% 8.28%
MOT17-05 837 8.26 78.31% 31.82%
MOT17-09 525 10.14 36.90% 18.65%
MOT17-10 654 19.63 26.93% 14.29%
MOT17-11 900 10.48 50.95% 12.74%
MOT17-13 750 15.52 13.85% 7.64%

WildTrack-Cam1 2000 35.76 37.42% 17.40%
WildTrack-Cam2 2000 24.89 50.63% 19.02%
WildTrack-Cam3 2000 38.27 62.38% 33.61%
WildTrack-Cam4 2000 29.30 34.47% 15.02%
WildTrack-Cam5 2000 27.04 41.38% 16.56%
WildTrack-Cam6 2000 34.19 35.91% 14.63%
WildTrack-Cam7 2000 30.85 40.63% 13.26%
1 Density denotes the average number of objects per frame.
2 IB and HB refer to informative block and hard block, respectively.

as an informative block if it contains any bbox.

In Table 4.1, it is evident that informative blocks typically constitute no more

than 50% of video frames, and in some sequences, e.g., MOT17-05, their proportion

drops below 10%. However, hard blocks account for an even smaller percentage,

generally less than 20%, highlighting the substantial redundancy present in videos.

By focusing only on transmitting and processing hard blocks, communication and

computation overhead can be significantly reduced. This observation motivates us

to design an efficient method to judiciously identify and handle hard blocks while

maintaining accuracy.
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4.2.2 Potential Acceleration with Hybrid Block-Wise Execu-

tion

Does reducing the number of detection blocks proportionally translate to computa-

tional savings? To answer this question, we follow [19] to perform block-wise de-

tection, with CSP [154] as the detector and ResNet-50 as its backbone. Median

Flow [153] is used as the tracker to handle objects within easy blocks. Considering

the efficiency of Median Flow on CPUs, we carefully schedule these two workloads

as depicted in Figure 4.2a. The hard blocks are first migrated from the CPU to the

GPU. Once the GPU begins processing the hard blocks, the CPU simultaneously runs

the tracker. This parallel execution results in only negligible additional overhead.

We measure the latency from the start of data migration to the completion of

tracking and detection for each frame, represented as t1 + max(t2, t3) in Figure 4.2.

Clearly, the latency is almost proportional to the number of hard blocks. In particular,

executing 20% of the blocks leads to a reduction of 205 ms in latency, only 30% of

the original latency. This observation shows the potential for accelerating object

detection pipelines by only executing a small subset of blocks.

However, achieving effective block-hybrid execution is non-trivial. First, differenti-

ating between hard and easy blocks using a policy network is challenging and requires

a carefully designed reward function. Second, the decision process must remain ef-

ficient; otherwise, its overhead could negate the benefits of reducing the number of

executed blocks. Finally, performing accurate block-wise detection is difficult due to

block artifacts, which can degrade the overall detection performance. An example of

block artifacts is shown in Figure 4.3. Hard blocks are highlighted in red, while the

rest are easy blocks. This convention is followed throughout the chapter. The key
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Figure 4.2: (a) Workload scheduling between CPU and GPU and (b) relationship
between number of hard blocks and execution latency.
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Figure 4.3: Example of block artifacts.

frame is fully processed and all block features are cached. For the following frames,

hard blocks are processed to generate new block features, which are then combined

with the cached easy block features to produce the bboxes. Clearly, even though the

differences between these frames are tiny, the feature merging still introduces incon-

sistency at the boundaries between hard and easy blocks, resulting in inaccurate and

noisy bboxes.
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4.3 BlockHybrid Design

In this section, we present the design of BlockHybrid, including the system overview,

block decision-making with the policy network, post-processing to remove redundant

bboxes, and block-wise fine-tuning to mitigate block artifacts.

4.3.1 Overview

BlockHybrid is an edge video analytics framework designed for object detection tasks.

It employs hybrid block-wise conditional execution to reduce computation and com-

munication overhead. The core of BlockHybrid is its policy network, which outputs

suitable actions for each block. Unlike supervised learning, where labels for hard and

easy blocks are fixed and cannot adapt to varying trade-offs, a reinforcement learning

approach can balance performance and efficiency based on the specific requirements

of the task using judiciously designed reward functions.

BlockHybrid comprises a camera and an edge server. The camera performs three

tasks: 1) capturing video frames and communicating with the server, 2) running

the tracker, and 3) executing the policy network. The edge server hosts a detector to

process frames or blocks from the camera. We adopt the CUDA operators from [19] to

perform block-wise detection tasks efficiently. As explained in Section 2.2, a standard

detector can process frames in blocks and generate object bboxes, facilitated by these

operators.

Figure 4.4 depicts the workflow of BlockHybrid. The first frame of every T frames

is marked as a key frame and the rest are marked as regular frames ¬. BlockHybrid

operates in two distinct phases: full execution (F) and partial execution (P), applied

to key frames and regular frames, respectively. The workload scheduling between the
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Figure 4.4: System overview of BlockHybrid.

camera and server in both phases is illustrated in Figure 4.5. In the full execution

phase, a key frame is sent to the edge server, where a detector will process the full

frame, generate references and cache the block features ­, as illustrated in Figure 4.6.

The references are then sent back to the camera. In the partial execution phase, the

policy network ® takes the current frame, previous frame and key frame as inputs, and

determines hard and easy blocks. Based on the decision, block sampling ¯ extracts

hard blocks from the current frame. The hard blocks are then transmitted to the

server and processed by the detector °. Only the hard blocks are executed, while the
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Figure 4.5: Workload scheduling between camera and server. Data migration time
(e.g., from CPU to GPU) is omitted considering its negligible overhead.

features of other blocks (i.e., easy blocks) are retrieved from the local cache, which

is updated every key frame. The features of both hard and easy blocks are merged

into complete maps—a processing step called block merge, which is performed at each

convolutional layer in the detector. Due to this mechanism, the hard blocks, being

freshly executed, produce accurate bboxes, while those generated from easy blocks

might be outdated as they rely on cached features from key frame executions. During

the process of ®, ¯ and °, the tracker ± tracks all references within key frames

to generate tracking results. The location and size of each object are tracked, and

if they change significantly (e.g., exceeding a defined threshold), the tracking result

is deemed unreliable, and a Kalman filter is used to make estimations instead. As

shown in Figure 4.5, the detector and the tracker run in parallel. The execution of

the tracker will not incur additional overhead as long as t5 ≤ t6 + t7 + t8 + t10 + t12.

Lastly, the detection and tracking bboxes go through the post-processing stage ²,
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where redundant bboxes are eliminated. Note that the full-frame detector and the

block-wise detector are essentially the same detector. The detection mode can be

switched based on the input type. We separate them here for better clarity.

4.3.2 Policy Network

The policy network fpn with parameters θ, is a trainable convolutional neural network

that can make binary block decisions (i.e., whether is a block is hard or easy) for the

current frame at timestamp t, based on the state:

St =
{
It, It−1,KT

}
, (4.3.1)
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where It, It−1 and KT are the current frame, previous frame, and key frame (updated

every T frames), respectively. The network outputs a probabilities mask:

Pt = fpn (St; θ) , (4.3.2)

containing probabilities pb for each block b:

Pt = [p1, . . . , pb, . . . , pB] ∈ [0, 1]B , (4.3.3)

where B is the total number of blocks. The soft probabilities are sampled based on

Bernoulli distribution to binary actions:

At = [a1, . . . , ab, . . . , aB] ∈ {0, 1}B , (4.3.4)

where ab ∼ Bernoulli(pb). When ab = 1, block b is processed by the block-wise

detector; otherwise, it is handled by the light tracker.

Training: The policy network is trained offline with ground truth bboxes. The

policy π predicts actions A (omitting t for simplicity) with the goal of maximizing

the reward per frame. The objective can be represented as:

maxJ (θ) = maxEA∼πθ [R (A)] , (4.3.5)

where the total reward R(A) is defined as the sum of all the block rewards in the

frame:

R (A) =
B∑
b=1

[R (ab)] . (4.3.6)
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Therefore, Eq. (4.3.5) can be written as:

maxJ (θ) = max
B∑
b=1

(
Eab∼πb,θ [Rb (ab)]

)
. (4.3.7)

The policy network’s parameters θ can be updated using gradient ascent with learning

rate α:

θ ← θ + α∇θ [J (θ)] . (4.3.8)

Based on [19], maximizing the objective function in Eq. (4.3.7) is equivalent to min-

imizing the following loss function:

L = −
B∑
b=1

(Rb (ab) log πb,θ (ab | St)) . (4.3.9)

Reward: The purpose of the policy network is to identify the hard blocks for

detector processing. To prevent the policy from converging to a suboptimal state

where it always chooses to process all blocks as hard blocks, the reward takes both

accuracy and computation cost into account:

Rb (ab) = RTE (ab) + γRcost (ab) , (4.3.10)

where RTE (ab) is the accuracy reward based on task error, Rcost (ab) is the reward

for computation cost, and γ is a hyperparameter for balancing both rewards.

Task error: To determine the hardness of a block, we define task error (TE) as

a measure of the error resulting from processing that block either using the detector

or tracker, compared to the ground truth. Simply put, task error reflects how much a

predicted bbox deviates from the ground truth, which represents the actual position
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of an object. Algorithm 1 is used to compute the task error. It requires the pipeline

execution results B (including bboxes from both the detector and the tracker), the

ground truth bboxes G, and the detection results D, which are derived from executing

full frames with the detector. The task error is first initialized as a zero-filled matrix

with the same size as the input frame. Next, undetectable ground truth bboxes are

removed. These bboxes cannot be detected by the detector and, consequently, by

BlockHybrid. Therefore, they are excluded from the calculation of TE. The rationale

is that if BlockHybrid cannot predict these bboxes, processing the corresponding

blocks is unnecessary. Then, for each bbox in B, we use greedy matching to find the

best matched bbox in the updated ground truth G ′, and measure the task error based

on IoU. Large overlap indicates low task error, and potentially low block hardness.

Finally, for unmatched ground truth bboxes, i.e., false negatives, we set the task error

to the maximum value (i.e., 1.0). The returned matrix TE is pixel-wise; we convert

it to block-wise representation using max-pooling:

TEb = maxTEp ∀p ∈ b. (4.3.11)

The block-wise accuracy reward RTE(ab) is finally calculated as:

RTE(ab) =


TEb if ab = 1,

−TEb if ab = 0.

(4.3.12)

Hard blocks, where ab = 1, have a positive reward for positive task error. In contrast,

easy blocks (i.e., ab = 0) receive a negative reward, and high task error increases the

likelihood of being decided as hard blocks.
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Computation cost: As mentioned in Section 4.3.1, the detector and tracker are

executed in parallel. Since the detector is more computationally expensive, the overall

processing time is dominated by the detector. Therefore, the computation cost of a

frame is measured by the number of detector-processed blocks (i.e., ab = 1):

C =

∑B
i=1 ai
B

∈ [0, 1]. (4.3.13)

Then, we define the cost reward as:

Rcost(ab) =


τ − C if ab = 1,

−(τ − C) if ab = 0,

(4.3.14)

where τ is an execution target, defining the desired average cost. The reward mini-

mizes the difference between C and the desired percentage τ . If the cost C is below the

target τ , the policy receives a positive reward, encouraging it to process more hard

blocks. Otherwise, it is penalized with a negative reward, promoting the processing

of more easy blocks. Since the policy network is trained offline with ground truth,

we follow the approach introduced in Section 4.2.1 to estimate the number of hard

blocks in each training sample beforehand. Finally, the target τ is calculated as the

average number of hard blocks among T frames:

τ =

∑T
i=1Hi

T
∈ [0, 1], (4.3.15)

where H is the estimated number of hard blocks.
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Algorithm 1 Task Error for Object Detection
Require: execution results B, ground truth G, detection results D, IoU threshold δ

// Initialize task error as a zero matrix of size H ×W
1: TE ← 0H×W

// remove undetectable ground truth bboxes
2: G ′ ← ∅
3: for gt ∈ G do
4: IoUbest ← 0
5: for det ∈ D do
6: if IoU (gt, det) > IoUbest then
7: IoUbest ← IoU (gt, det)
8: end if
9: end for

10: if IoUbest ≥ δ then
11: G ′ ← G ′ ∪ gt
12: end if
13: end for

// measure pixel-wise task error
14: for bbox ∈ B do
15: IoUbest ← 0
16: gt′best ← NULL
17: for gt′ ∈ G ′ do
18: if IoU (gt′, bbox) > IoUbest then
19: IoUbest ← IoU (gt′, bbox)
20: gt′best ← gt′

21: end if
22: end for
23: if gt′best 6= NULL then
24: G ′ ← G ′ \ {gt′best}
25: for all pixels p ∈ gt′best do
26: TEp ← max (TEp, 1− IoUbest)
27: end for
28: end if
29: end for

// deal with unmatched ground truth bboxes
30: for gt′ ∈ G ′ do
31: for all pixels p ∈ gt′ do
32: TEp ← 1.0
33: end for
34: end for
35: return TE
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4.3.3 Post-Processing

As introduced in Section 4.3.1, detection bboxes are generated from both hard and

easy blocks. Meanwhile, the tracker tracks all references from key frames, producing

tracking bboxes that also span hard and easy blocks. The purpose of post-processing

is to refine these results by removing detection bboxes in easy blocks (i.e., stale

detections) and tracking bboxes in hard blocks (i.e., less accurate ones). However, this

refinement process is challenging since some bboxes may span across block boundaries,

making it difficult to determine their associated blocks. To address this issue, we

propose a two-stage filtering algorithm. In the first stage, the algorithm evaluates

each bbox’s area within different block types. Detection bboxes are retained if more

than 50% of their area overlaps with hard blocks, while tracking bboxes are kept if

more than half of their area falls within easy blocks. The rest are simply discarded.

This stage ensures that bboxes are appropriately assigned to their respective block

types. In the second stage, a non-maximum suppression (NMS) algorithm is applied

to further eliminate overlapping bboxes.

4.3.4 Block-wise Fine-tuning

The combination of new and old block features during block merge potentially leads to

feature inconsistencies at block boundaries. This issue, known as block artifacts, can

result in inaccurate or redundant detections. To mitigate this problem, we propose

block-wise fine-tuning, which is an additional training stage applied to pre-trained

weights of the detector. During fine-tuning, for each training iteration, the model is

given a pair of adjacent frames {It, It+1} to simulate our key frame and regular frame

inference procedure. For It, the detector processes the entire frame and caches all
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block features. For It+1, ground truth bboxes are used to identify activated blocks

(i.e., blocks to be executed), among which η = 30% of the blocks are turned into inac-

tive blocks, to simulate scenarios where objects are located at block boundaries. The

execution results are compared with the ground truth to calculate the loss, which is

then used to update the model weights, improving its ability to handle block artifacts.

4.4 Evaluation

In this section, we conduct experiments to evaluate the performance of BlockHybrid.

We start with the experimental setup and then compare BlockHybrid to baselines on

two benchmark datasets and a real-world testbed.

4.4.1 Experimental Setup

The hardware platform consists of the NVIDIA Jetson TX2 and the Dell desktop

mentioned in Section 2.5. In benchmark evaluation, all workloads are executed locally

on the desktop. In testbed evaluation, the Jetson TX2 serves as a smart camera,

while the desktop acts as an edge server, with workloads distributed between them,

as shown in Figure 4.5. The edge server and camera are connected with the D-

Link AX4800 router through a 2.4GHz WiFi network. The bandwidth is 40.5 Mbps,

measured by iperf. TCP is used to enable the communication between the camera

and the server. Frames and blocks are compressed in JPEG format using the OpenCV

library [40, 95] before transmission, and decompressed by the server upon reception

for further processing.
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4.4.2 Datasets and Metrics

BlockHybrid is evaluated using the MOT17 and WildTrack datasets described in

Section 2.3. Each video sequence is divided into 50% for detector training, 25% for

policy network training, and 25% for testing. All frames are resized to 1024× 2048.

We adopt mAP@0.5 to evaluate accuracy, and use end-to-end latency and network

traffic to evaluate efficiency, as introduced in Section 2.4.

4.4.3 BlockHybrid Configuration

To demonstrate the versatility of BlockHybrid, we apply it to two types of block-

wise object detectors: 1) CNN-based and 2) transformer-based. For simplicity, we

refer to them as BlockHybrid (CNN) and BlockHybrid (Transformer). For Block-

Hybrid (CNN), we adopt CSP [154] as the detector framework, with ResNet-50 [43]

or MobileNet [155] as backbone (denoted as CSP + ResNet-50/MobileNet). For

BlockHybrid (Transformer), we use Faster-RCNN + ViT-small. The network config-

uration follows that of [96]. Specifically, encoder depth L = 12, embedding dimension

D = 384, patch size = 16 × 16. The pre-trained weights of ResNet-50 and ViT-

Small are from [156] and [157], respectively, while those of MobileNet are from official

Pytorch repository. For detector training, we follow [156] for CSP and [158] for Faster-

RCNN, using the same training hyperparameters as in their respective frameworks.

The hyperparameters for block-wise fine-tuning are consistent with those used for

detector training. The policy network employs ResNet-8 as its backbone and three

64-channel convolutional layers as its head. The block size is set to 128×128. To

ensure seamless integration with transformer-based detectors, where the patch size is

16 × 16, we define one block as equivalent to 8 × 8 patches. The policy network is
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trained offline using an RMS optimizer with learning rate = 1e−4 and weight decay

= 1e−3. The key frame interval T = 10, and the balancing hyperparameter γ = 5.

4.4.4 Baselines

BlockHybrid is compared with the following baselines. As discussed in Section 2.2,

EHCI [95] and BlockCopy [19] represent the SOTA methods in two different cat-

egories of block-wise conditional execution, both employing CNN-based detectors.

Arena [96] serves as the SOTA method for transformer-based block-wise conditional

execution. For fairness, we compare BlockHybrid (CNN) with BlockCopy and EHCI,

and BlockHybrid (Transformer) with Arena. In each comparison, all baselines use

the same detector and backbone, while block selection follows their respective original

designs.

• Full-frame detector (FD): The camera always transmits full frames to the

edge server, where a base detector performs inference without employing any

additional techniques. FD uses CSP when compared with BlockHybrid (CNN),

and Faster-RCNN when compared with BlockHybrid (Transformer).

• BlockCopy [19]: A policy network is used to determine informative blocks

on the camera, which are then sent to the server and batch-processed by the

detector. The features of non-informative blocks are cached and updated in the

server. We set the execution target τ to 30%.

• EHCI [95]: Informative blocks are identified on the camera based on detection

results from the previous frame. These non-uniform blocks are sent to the

server, where they are arranged into a compact frame using a rectangle packing
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algorithm (e.g., Next-Fit [95]) before performing frame-wise object detection.

The detection results are subsequently mapped back to their original locations

in the full frame.

• Arena [96]: Every T frames, a full frame is sent to the server for processing

and the resulting tokens are cached. For the remaining T − 1 frames, detection

results from the previous frame are used to decide informative patches, which

are then transmitted to the server for processing. The encoder processes only

these informative patches, while the decoder reconstructs the complete token

sequence by reusing cached tokens from prior executions.

4.4.5 Benchmark Evaluation

In benchmark evaluation, all methods are executed locally on the edge server. Ta-

bles 4.2 and 4.3 present results using CSP + ResNet-50 and MobileNet. As shown

in Table 4.2, BlockHybrid (CNN) achieves the highest FPS among all the baselines,

with the least number of blocks being executed by the detector. Meanwhile, its accu-

racy remains comparable to the full-frame detector, with only a small drop of ∼1%.

In contrast, BlockHybrid*, without block-wise fine-tuning, struggles to predict accu-

rate bboxes across block boundaries, leading to a significant accuracy drop of ∼5%.

Compared to BlockHybrid, BlockCopy shows a lower FPS since it tends to process

the number of blocks defined by the execution target τ = 30%. However, processing

only ∼30% of the blocks sometimes misses some informative regions, resulting in a

noticeable accuracy decrease of ∼2%. EHCI, on the other hand, attempts to process

all informative blocks, which significantly reduces its FPS. As its block size is non-

uniform, the number of blocks is calculated by dividing the area of the merged smaller
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frame by 128 × 128, the block size used in BlockHybrid and BlockCopy. Table 4.3

shows similar trends to Table 4.2. Notably, BlockHybrid with MobileNet achieves

near real-time processing (i.e., ∼30 FPS), representing a significant improvement

over FD, which achieves only ∼16 FPS.

Table 4.4 presents results using Faster-RCNN + ViT-Small. The overall trends

remain the same: BlockHybrid (Transformer) significantly reduces the number of

processed blocks, improving FPS while maintaining accuracy close to FD. However,

compared to CNN-based methods, all ViT-based methods run at a lower FPS due to

the increased computation overhead of self-attention operations. Arena, despite being

optimized for transformer-based block-wise execution, still suffers from reduced effi-

ciency since it processes a relatively large portion of the frame. In contrast, BlockHy-

brid effectively balances computation efficiency and detection performance, achieving

up to ∼4.7 FPS with a small accuracy drop (<2%) compared to FD.

We also study the impact of different key frame intervals T on the trade-off be-

tween accuracy and the number of executed hard blocks, as shown in Figure 4.7. In

this experiment, BlockHybrid (CNN) adopts CSP + ResNet-50. When T = 5, Block-

Hybrid achieves the highest accuracy, with around 30% of the blocks being executed

as hard blocks for MOT17 and WildTrack. When T = 10, BlockHybrid reduces the

number of hard blocks by 19.5% with only a 0.4% accuracy loss for MOT17, and by

14.0% at the expense of a 0.5% accuracy drop for WildTrack. As T increases further

from 15 to 30, the number of hard blocks stabilizes or slightly increases. This is be-

cause the references gradually become outdated, leading to more inaccurate tracking

results, which in turn activates more hard blocks by the policy network. Meanwhile,
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Table 4.2: Benchmark evaluation on two datasets using CSP + ResNet-50.

Dataset Method Backbone Accuracy Blocks FPS

MOT17

BlockHybrid ResNet-50 78.0% 23.1% 9.5
BlockHybrid* ResNet-50 73.1% 25.6% 9.1

FD ResNet-50 79.0% 100.0% 3.4
BlockCopy ResNet-50 77.2% 39.2% 8.0

EHCI ResNet-50 77.8% 45.6% 6.8

WildTrack

BlockHybrid ResNet-50 72.5% 25.1% 9.2
BlockHybrid* ResNet-50 67.2% 28.1% 8.8

FD ResNet-50 73.4% 100.0% 3.4
BlockCopy ResNet-50 71.6% 39.2% 8.0

EHCI ResNet-50 72.1% 49.8% 6.3
1 BlockHybrid* denotes without block-wise fine-tuning.

Table 4.3: Benchmark evaluation on two datasets using CSP + MobileNet.

Dataset Method Backbone Accuracy Blocks FPS

MOT17

BlockHybrid MobileNet 72.2% 23.8% 27.2
BlockHybrid* MobileNet 67.0% 26.9% 26.0

FD MobileNet 72.7% 100.0% 15.9
BlockCopy MobileNet 71.0% 39.7% 24.4

EHCI MobileNet 71.9% 44.7% 21.3

WildTrack

BlockHybrid MobileNet 65.8% 25.9% 26.2
BlockHybrid* MobileNet 60.1% 29.5% 25.1

FD MobileNet 66.5% 100.0% 15.8
BlockCopy MobileNet 64.6% 40.2% 23.9

EHCI MobileNet 65.4% 48.5% 20.6
1 BlockHybrid* denotes without block-wise fine-tuning.

Table 4.4: Benchmark evaluation on two datasets using Faster-RCNN + ViT-Small.

Dataset Method Backbone Accuracy Blocks FPS

MOT17

BlockHybrid ViT-Small 80.1% 23.4% 4.7
BlockHybrid* ViT-Small 78.3% 25.1% 4.5

FD ViT-Small 81.5% 100.0% 1.5
Arena ViT-Small 80.6% 43.9% 3.5

WildTrack

BlockHybrid ViT-Small 74.5% 24.5% 4.6
BlockHybrid* ViT-Small 72.1% 26.6% 4.4

FD ViT-Small 76.3% 100.0% 1.5
Arena ViT-Small 75.0% 47.3% 3.3

1 BlockHybrid* denotes without block-wise fine-tuning.
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Figure 4.7: The influence of different key frame intervals on the trade-off between
accuracy and the number of hard blocks.

accuracy shows a noticeable decline as the cached block features become stale, exacer-

bating block artifacts and degrading performance. To summarize, T = 10 achieves the

best balance between accuracy and the number of hard blocks across both datasets.

In practice, it is non-trivial to identify the optimal T , since the ground truth is un-

available during the online stage. However, this problem can be solved by offline or

online profiling [10], which we leave for future endeavors.

4.4.6 Testbed Evaluation

In testbed evaluation, we use CSP + MobileNet for all methods. Figure 4.8 shows

the normalized network traffic and accuracy of different methods across two datasets.

Figure 4.9 provides the end-to-end latency for each method, broken down into camera

time, transmission time, and server time. Due to minor information loss during frame

compression, the accuracy of all approaches experiences a slight drop of < 2%, while

their relationship remains consistent with the results in Table 4.3. Since BlockHybrid

utilizes parallel computation, as shown in Figure 4.5, the camera processing time

overlaps with the communication time, and the latter partially overlaps with the
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server time. The camera time dominates the end-to-end latency of BlockHybrid,

since it includes the overhead of running the policy network and the tracker on a

resource-poor device. However, the reduction in the number of processed blocks

leads to significantly lower communication and server computation costs, enabling

BlockHybrid to achieve the lowest end-to-end latency among all the approaches. FD,

which always transmits the full frame to the server, generates the most network traffic

and thus incurs the longest end-to-end latency, with the transmission time being the

dominating factor. As shown in Table 4.3, BlockCopy and EHCI transmit and process

more blocks than BlockHybrid, leading to higher transmission time and server time.

Overall, BlockHybrid achieves the best accuracy-latency trade-off, accelerating the

end-to-end processing by 31.5%–39.1%, with only a minimal accuracy drop of 0.7%–

1.3%, compared to FD.

To further enhance system efficiency, we apply inter-frame pipelining, which al-

lows different processing stages: camera processing (LC), transmission (LT ), and

server-side processing (LS) of different frames, to overlap in time. The average per-

frame latency can be approximated as Lavg ≈ max(LC , LT , LS), meaning that the

overall pipeline is bottlenecked by the slowest stage [159]. As shown in Figure 4.9

and Figure 4.10, the bottleneck varies depending on the method. For BlockHybrid

and BlockCopy, the policy network runs on a resource-constrained embedded device,

making camera-side computation the bottleneck. In contrast, FD suffers from trans-

mission bottlenecks, as it sends full frames to the server, leading to significantly higher

communication overhead. Meanwhile, EHCI processes more blocks than BlockCopy,

shifting the bottleneck to server-side computation. Overall, with pipelining, BlockHy-

brid still achieves the lowest per-frame latency among all methods, demonstrating its
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effectiveness in latency-sensitive edge video analytics applications. This experiment

also highlights the importance of carefully balancing the computation and communi-

cation costs across different pipeline stages to maximize system throughput.

4.4.7 Visualization

To further demonstrate the performance of BlockHybrid, we provide visualizations

of three scenes in Figure 4.11, with the number of hard blocks indicated below each

image. It is evident that the policy network effectively differentiates between hard

and easy blocks. The easy blocks are mainly found in sparse regions with few ob-

jects, whereas the hard blocks concentrate in crowded regions, regions with occluded

objects, and regions with incoming objects, aligning well with expectations.

4.5 Conclusion

In this chapter, we introduced BlockHybrid, a novel framework for efficient object

detection that leverages fine-grained block-wise conditional execution to mitigate the

inefficiencies of traditional pipelines. By classifying blocks as hard or easy using a

policy network and applying different processing strategies accordingly, BlockHybrid

significantly reduces redundant computation and communication. Extensive evalua-

tions on public benchmarks and a real-world testbed demonstrate that BlockHybrid

achieves a superior trade-off between accuracy and efficiency, outperforming SOTA

methods.
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Figure 4.8: (a) Normalized network traffic and (b) accuracy of different methods on
two datasets.
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Figure 4.9: Average end-to-end latency of different methods on two datasets.
End-to-end latency includes camera time, transmission time and server time.
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Figure 4.10: Average end-to-end latency of different methods with pipelining on two
datasets.
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Chapter 5

SEED: An End-to-End Selective

Execution Framework for

Transformer-Based Object

Detection in Edge Video Analytics

This chapter is based on the manuscript: Renjie Xu and Rong Zheng, “SEED: An End-to-End
Selective Execution Framework for Transformer-Based Object Detection in Edge Video Analytics”,
which is currently under submission. The work has not been published, and copyright remains with
the author at the time of thesis submission.
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5.1 Introduction

Cameras have become deeply embedded in the urban environments, driven by the

rapid development of IoT and visual sensing technologies. They are now ubiquitous

in streets, buildings, factories, and homes, supporting a broad range of smart ap-

plications. As a result, video analytics has become a central focus in both research

and industry, enabling capabilities such as traffic monitoring, anomaly detection,

and behavior analysis [2]. Many of these applications demand low-latency or even

real-time processing. For example, in ITS [33], promptly detecting abnormal driving

or pedestrian behavior is critical for issuing early warnings to drivers via vehicu-

lar communication networks, helping to prevent potential traffic accidents. In such

latency-sensitive scenarios, it is crucial to design an efficient execution framework

that enables rapid and accurate video analytics.

Recently, ViTs [160] have gained popularity for their strong representation capa-

bility, outperforming CNNs in many video analytics tasks [21, 161]. However, their

self-attention mechanism incurs high computational cost due to its quadratic com-

plexity with respect to token count [160]. For instance, a 1024 × 2048 frame with

16 × 16 patch size produces over 8000 tokens, posing significant challenges for de-

ployment in edge video analytics systems [96]. To mitigate this, prior work explores

network pruning [22], parameter quantization [23], layer splitting [162], and efficient

attention [24, 25], aiming to reduce overhead while preserving accuracy.

However, most existing methods are content-agnostic and treat all regions in video

frames equally. In practice, it is often unnecessary to process entire frames uniformly.

For example, traffic monitoring primarily concerns dynamic entities like vehicles and

pedestrians, instead of background regions [33]. This motivates selective execution,
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which allocates computation to semantically important regions while reducing or skip-

ping others. Final predictions are generated by merging features from heterogeneous

regions. Selective execution is widely adopted in edge video analytics systems [2],

where a smart camera selects informative regions at runtime and transmits them to

an edge server for further processing. Prior works [95, 94, 96] estimate informative

regions by expanding past detections using motion heuristics, often leading to over-

selection beyond necessary scope. Others [19, 152] use policy networks that are not

jointly optimized with the detector. As a result, the detector is not adapted to the

selected blocks, which may lead to feature inconsistencies at region boundaries and

compromise accuracy. Token pruning methods [101, 100] adopts gating modules em-

bedded within the detector to select informative tokens. This coupling limits their

use in edge deployments where block selection must be performed upfront to filter

out non-IBs before transmission.

To mitigate these weaknesses, we propose SEED, an end-to-end selective execution

framework for accelerating ViT-based object detection pipelines. SEED consists of a

lightweight decision network (DecisionNet) and a block-wise ViT detector (BlockDet).

Each frame is divided into uniform-sized blocks; DecisionNet identifies informative

blocks (IBs) using semantic cues. IBs are fully processed by BlockDet, while non-

IBs are lightly processed. To demonstrate the flexibility of SEED, we design two

variants with distinct selective execution strategies: SEED-TR (token reuse), which

reuses historical features for non-IBs, and SEED-EE (early exit), which terminates

inference early for non-IBs. The DecisionNet and BlockDet are jointly trained in an

end-to-end manner, optimizing selection strategies directly for detection performance.

However, this is non-trivial due to unstable block decisions and poor detection quality
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Figure 5.1: Comparison between conventional pipeline and the proposed pipeline

.

at early stages. To address this, we propose a three-stage training strategy involving

BlockDet pre-training, DecisionNet warm-up, and joint optimization. In the last two

stages, pseudo-labels derived from ground-truth annotations are used to supervise

DecisionNet, making the approach detector-agnostic. Moreover, the DecisionNet is

designed to be lightweight and can run efficiently on resource-constrained IoT devices

(e.g., smart cameras). This enables a distributed deployment, where the DecisionNet

runs on the camera side to select IBs that are then sent to the BlockDet deployed on

an edge server for processing. As illustrated in Figure 5.1b, only the selected IBs are

transmitted to the server, significantly reducing communication and computational

overhead compared to naively transmitting full frames, as shown in Figure 5.1a.

To evaluate the performance of SEED, we compare it against state-of-the-art

approaches on two public datasets and a real-world edge video analytics testbed,

using an NVIDIA Jetson TX2 as the camera and an Ubuntu desktop as the edge
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server. Experimental results demonstrate that SEED significantly accelerates end-to-

end processing while maintaining competitive accuracy.

In summary, our key contributions are as follows:

• We propose SEED, an end-to-end selective execution framework that prioritizes

computation on IBs to accelerate ViT-based detection.

• We design a lightweight and decoupled DecisionNet for real-time block selection.

• We implement two SEED variants: SEED-TR (token reuse) and SEED-EE

(early exit) to demonstrate flexible execution strategies.

• We present a three-stage training strategy with pseudo-label supervision, en-

abling stable and joint optimization of DecisionNet and BlockDet.

• We deploy a prototype of SEED on a real-world testbed, validating its perfor-

mance in edge video analytics.

5.2 Motivation

In this section, we demonstrate the spatial redundancy in video frames and the po-

tential efficiency gains enabled by selective execution.

5.2.1 Redundancy of Videos

Videos often contain significant spatial redundancy, leading to additional overhead

when all regions are processed uniformly. To quantify this redundancy, we analyze two

representative datasets: MOT17 [104] and WildTrack [105], each comprising multiple

video sequences. Each frame is resized to 1024 × 2048 and divided into 16 × 32

100

http://www.mcmaster.ca/


Ph.D. Thesis – R. Xu McMaster University – Computer Science

Table 5.1: Redundancy of MOT17 and WildTrack datasets.

Sequence # Frame Density1 IBs2

MOT17-02 600 31.0 22.5%
MOT17-04 1050 45.3 35.6%
MOT17-05 837 8.3 72.2%
MOT17-09 525 10.1 29.8%
MOT17-10 654 19.6 19.6%
MOT17-11 900 10.5 42.7%
MOT17-13 750 15.5 8.0%

WildTrack-Cam1 2000 35.8 27.2%
WildTrack-Cam2 2000 24.9 42.9%
WildTrack-Cam3 2000 38.3 47.6%
WildTrack-Cam4 2000 29.3 22.9%
WildTrack-Cam5 2000 27.0 31.0%
WildTrack-Cam6 2000 34.2 27.8%
WildTrack-Cam7 2000 30.9 30.5%
1 Density denotes the average number of objects per frame.
2 IB refers to informative block.

blocks of size 64 × 64. These sequences span a wide range of crowd densities, with

object counts per frame ranging from 8.3 to 45.3 in MOT17 and from 24.9 to 38.3

in WildTrack. Despite such variations in scene complexity, the proportion of IBs,

defined as the blocks containing target objects, remains relatively low across most

sequences.

As shown in Table 5.1, several sequences in MOT17, such as MOT17-02 and

MOT17-13, exhibit extremely sparse distributions of IBs, covering only 22.5% and

8.0% of the spatial grid, respectively. Even in denser scenarios like MOT17-04, IBs

still only account for 35.6%. Similar trends are observed in WildTrack, where the IB

ratio stays below 50% in most camera views, reaching as low as 27.2% in Cam1. These

statistics highlight the substantial irrelevant or redundant spatial content present in
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real-world videos.

5.2.2 Benefits of Selective Execution in ViTs

For a single ViT encoder with N input tokens and token dimension D, the per-layer

complexity is O(12ND2 + 2N2D) [160]. Stacking L layers leads to a total complexity

of O(L(12ND2 + 2N2D)). N grows quadratically with frame size and often exceeds

D by a large margin, dominating the complexity.

Selective execution saves computation by directly reducing N . In the token reuse

setting, only the N ′ selected tokens are processed through all L encoder layers, while

the remaining N − N ′ tokens are directly reused. The total backbone complexity

is O(L(12N ′D2 + 2N ′2D)). This leads to significant savings when N ′ � N , as no

computations is performed on unselected tokens. In the early exit setting, all N

tokens are processed by the first L′ < L layers, after which only the selected N ′

tokens are further processed by the remaining L− L′ layers. The overall complexity

becomes O(L′(12ND2 +2N2D))+O((L−L′)(12N ′D2 +2N ′2D)), which also benefits

from small N ′, though the initial L′ layers still incur a fixed cost over all tokens.

To validate the computational benefits of selective execution, we measure the

actual encoder latency across different block execution ratios, as shown in Figure 5.2.

Both strategies exhibit a clear nonlinear latency trend: latency decreases sharply

as fewer blocks are executed, with diminishing returns at lower execution ratios.

Specifically, when only 10% of the blocks are processed, latency decreases from 574.2

ms to 17.8 ms with token reuse, and from 574.6 ms to 155.5 ms with early exit.

These empirical results are consistent with the complexity analysis: both strategies

achieve significant speedups at low execution ratios, confirming the effectiveness of
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Figure 5.2: Relationship between number of executed blocks and encoder latency.
Input size: 1024× 2048, patch size: 16× 16.

selective execution in reducing computational cost.

5.2.3 Decoupled Inference and Joint Training

Prior works [94–96] identify informative regions using heuristics, typically by expand-

ing regions around previously detected bounding boxes (bboxes) to account for object

motion. For example, Arena [96] expands a fixed number of patches in all directions,

while EHCI [95] and FDDIA [94] scale the width and height by fixed factors. Such

heuristics often result in redundant selections and thus unnecessary processing over-

head. Other methods [19, 152] employ separate policy networks trained on detection

results from consecutive frames, where blocks with large motion are more likely to be

selected. Without joint optimization with the policy, the detector is not adapted to

diverse block-wise inputs, suffering from block artifacts that can degrade accuracy.

SViT [101] integrates gating modules into the ViT blocks of the detector to identify

informative tokens layer by layer. While effective, it requires full-frame token pro-

cessing before selection, making it unsuitable for distributed end-edge deployments

where lightweight, upfront decision-making is needed to reduce the transmission of
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Table 5.2: High-level comparison of SEED and other methods.

Method Learnable
Decoupled
Inference

Joint
Training

SEED (ours) 3 3 3

SViT [101] 3 7 3

Arena [96] 7 3 7

BlockCopy [19] 3 3 7

non-IBs. In contrast, SEED introduces a lightweight and learnable DecisionNet that

is decoupled from, but jointly trained with, the detector. This design enables ac-

curate and early selection of IBs on resource-constrained end devices. A high-level

comparison of SEED and the most relevant methods is shown in Table 5.2.

5.3 SEED Design

In this section, we present the design of SEED, covering the overall framework, the

decision network, the block-wise detector, and the three-stage training strategy.

5.3.1 Overview

The overview of SEED is illustrated in Fig. 5.3. The input is first ¬ down-sampled and

passed to the DecisionNet. The ­ DecisionNet (Section 5.3.2) generates a decision

grid, based on which the ® BlockDet (Section 5.3.3) performs selective execution. The

detection results are then ¯ post-processed (e.g., filtering low-confidence bboxes) to

produce the final output.

SEED supports two variants, SEED-TR and SEED-EE, each realized by adap-

tively executing selected blocks within the BlockDet. In SEED-TR, only IBs are
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Figure 5.3: Overview of SEED.

fully processed, while non-IBs are skipped by reusing their tokens from previous ex-

ecutions. In SEED-EE, all blocks are processed, but non-IBs exit early after fewer

encoder layers. Both DecisionNet and BlockDet are jointly trained to optimize detec-

tion performance (Section 5.3.4). For clarity, we refer to the modules in SEED-TR

and SEED-EE as DecisionNet-TR/EE and BlockDet-TR/EE, respectively.

5.3.2 Decision Network

The architecture of the DecisionNet is depicted in Figure 5.4. Given the input Ik ∈

RĤ×Ŵ×Ĉ , where k ≥ 1 denotes the index of the frame in a video sequence, the

DecisionNet outputs a decision grid Gk that guides the subsequent selective execution

process.

The input varies across SEED variants. In SEED-TR, which involves token reuse

across frames, historical context is critical for guiding block decisions. Accordingly,

DecisionNet-TR takes four inputs: 1) the down-sampled current frame x̂k, 2) the

down-sampled previous frame x̂k−1, 3) the previous detection results Dk−1, and 4)

the previous block decision grid Gk−1. In SEED-EE, DecisionNet-EE does not rely

on temporal information and only uses x̂k as input.

The network architecture is identical for both variants. The input Ik passes
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Figure 5.4: Architecture of DecisionNet.

through one Conv layer and two MLP layers to output the logits Pk:

Pk = MLP1,2(Conv(Ik)) ∈ RN̂×2. (5.3.1)

A Gumbel-Softmax layer is then applied to Pk to produce the decision grid:

Gk = GumbelSoftmax(Pk) ∈ {0, 1}N̂×1. (5.3.2)

5.3.3 Block-Wise Detector

The ViT detector from [96] is adopted as BlockDet. In SEED-TR, it follows the

original design (BlockDet-TR), while in SEED-EE, it is extended with an early-

exit mechanism (BlockDet-EE). These two variants showcase SEED’s extensibility to

different selective execution strategies within a unified framework. The architectures

of BlockDet-TR and BlockDet-EE are shown in Figure 5.5.

BlockDet-TR: SEED-TR has two phases: full inference and selective inference.

For the first frame xk (k = 1), BlockDet-TR performs full inference. The frame

x1 ∈ RH×W×C is first divided into N non-overlapping patches of size P × P :

x1
p = [x1

p,1; x1
p,2; · · · ; x1

p,N ], x1
p,i ∈ RP 2C . (5.3.3)
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Figure 5.5: Architectures of BlockDet-TR and BlockDet-EE.

Next, the initial tokens z̃1
0 are obtained after applying the linear projection E ∈

RP 2C×D:

Ca ← z̃1
0 = [x1

p,1E; x1
p,2E; · · · ; x1

p,NE], (5.3.4)

where z̃1
0 is cached in Ca. Position embeddings Epos ∈ RN×D are then added to the

initial tokens to preserve positional information as:

z1
0 = z̃1

0 + Epos. (5.3.5)

The resulting tokens z1
0 are processed through L transformer encoder layers [160] to

produce the final output z1
L, which is cached in Cb:

z1
` = Encoder(z1

`−1), ` = 1, . . . , L, (5.3.6)

Cb ← z1
L. (5.3.7)

Each encoder layer consists of a multi-head self-attention (MSA) and a feed-forward
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network (MLP), both with residual connections and layer normalization (LN) [160].

z̃1
` = MSA(LN(z1

`−1)) + z1
`−1, ` = 1, . . . , L, (5.3.8)

z1
` = MLP(LN(z̃1

`)) + z̃1
` , ` = 1, . . . , L. (5.3.9)

Notably, the caches Ca and Cb are updated in every inference and re-initialized at

the next full inference phase. The tokens z1
L output from the encoder are then fed

to the hybrid feature reconstruction (HFR) layer, which is a single-layer transformer

decoder [96, 163] to construct the complete token sequence. To enhance detection

performance, a feature pyramid network (FPN) is adopted to extract multi-scale

features {f1, f2, f3, f4} from different depths:

f1 = DeConv1(z̃
1
0), f2 = DeConv2(z̃

1
0), (5.3.10)

f3 = HFR(z1
L), f4 = Conv(f3). (5.3.11)

These features are combined and then passed to a detection head [50, 96] to generate

detection results (e.g., bboxes, classes, etc.).

For the remaining frames xk (k > 1), BlockDet-TR performs selective inference.

DecisionNet-TR takes as input Ik = {x̂k, x̂k−1,Dk−1,Gk−1} and outputs a block de-

cision grid Gk, which determines the IB indices Bk. Here, |Bk| = N ′, where N ′ � N .

The corresponding tokens z̃k
0,Bk are then extracted for further processing, with posi-

tion embeddings added based on their original locations in xk:

zk0,Bk = z̃k0,Bk + E′pos,Bk , E′pos,Bk ∈ RN ′×D. (5.3.12)

108

http://www.mcmaster.ca/


Ph.D. Thesis – R. Xu McMaster University – Computer Science

The resulting tokens zk
0,Bk are processed by the encoder to obtain zk

L,Bk , following

Eq. 5.3.6. The newly computed tokens zk
L,Bk and the reused tokens zk

L,Bkc
retrieved

from the cache Cb, are then jointly fed into the HFR layer. Here, Bkc denotes the

complement of Bk, corresponding to the non-IB indices. The HFR layer recovers

the full token sequence and reconstructs spatial and semantic relationships between

new and reused tokens, producing a coherent global representation for downstream

prediction. Similarly, the input token sequence z̃k0 is formed by merging z̃k
0,Bk with

z̃k
0,Bkc

, where the latter is retrieved from the cache Ca. After obtaining z̃k0 and zkL, the

caches are updated accordingly for future use:

Ca ← z̃k0, Cb ← zkL. (5.3.13)

Finally, the multi-scale feature pyramid {f1, f2, f3, f4} is computed, following Eq. 5.3.10

and Eq. 5.3.11. The remaining steps are the same as those in the full inference phase.

BlockDet-EE: For each frame, SEED-EE performs selective inference via early

exiting. DecisionNet-EE processes x̂k and outputs a decision grid Gk that indicates

whether each block should undergo full or shallow processing by BlockDet-EE.

The input patches xkp are first transformed into tokens zk0 ∈ RN×D following

Eq. 5.3.3– 5.3.5. These tokens are then processed by the first L′ layers of the encoder:

zk` = Encoder(zk`−1), ` = 1, . . . , L′. (5.3.14)

At this point, the early exit mechanism is triggered. For non-IBs Bkc , inference halts

and their intermediate features zk
L′,Bkc

are directly retained. For IBs Bk, computation
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continues through the remaining layers:

zk`,Bk = Encoder(zk`−1,Bk), ` = L′ + 1, . . . , L. (5.3.15)

The final token sequence zkL is reconstructed within the HFR layer, which first merges

the early-exited tokens zk
L′,Bkc

and the fully-processed tokens zk
L,Bk , and then refines

the combined sequence to recover cross-token relationships. Subsequent processing,

including multi-scale feature fusion and detection head inference, follows the same

procedure as BlockDet-TR.

Note that the early exit point L′ in BlockDet-EE is tunable and can be adjusted

according to application-specific requirements and the target accuracy-latency trade-

off. For simplicity and to showcase the feasibility of BlockDet-EE, we set L′ = L/4

throughout this study.

5.3.4 Joint Training

Naively training the DecisionNet and BlockDet jointly from scratch using only task

loss is problematic. At the early stage of training, the DecisionNet produces unsta-

ble block decisions, failing to provide meaningful spatial guidance for the BlockDet.

Meanwhile, the BlockDet itself lacks basic object detection capability due to random

initialization. These two issues reinforce each other negatively: inaccurate block se-

lections weaken the training signals for the BlockDet, while the inadequately trained

BlockDet provides ineffective feedback for improving the DecisionNet. This mutual

dependence creates a cold-start problem that hinders convergence and degrades over-

all detection performance.

To address this issue, we propose a three-stage training strategy:
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BlockDet Pre-training: The BlockDet is first initialized with a backbone pre-

trained on a large-scale dataset [157]. To adapt it to the selective execution setting,

we further fine-tune it using partially masked inputs by randomly dropping 50% of

the blocks during training to simulate sparse spatial patterns. This strategy improves

the robustness of the BlockDet to partial inputs and prepares it for the subsequent

block-wise selective inference.

DecisionNet Warm-Up: We then train the DecisionNet independently using

supervision from a pseudo-label decision grid G. This grid can be derived from ground-

truth annotations. The training objective is to make the predicted grid Ĝ approximate

G, providing a more informative initialization. The grid loss is defined in Eq. 5.3.16:

Joint Optimization: Once both networks are warmed up, we jointly train the

DecisionNet and BlockDet in an end-to-end manner:

Lgrid = LBCE(Ĝ,G), (5.3.16)

Lcomplexity = LMSE(τ,
1

N̂

N̂∑
i=1

Ĝi), (5.3.17)

Ltotal = Ltask + α · Lgrid + β · Lcomplexity. (5.3.18)

Here, Ltask refers to the standard detection loss from BlockDet (e.g., classification and

bbox regression) [50], while Lgrid encourages block selection to stay close to meaningful

spatial regions [164]. Additionally, Lcomplexity constrains the overall execution cost to

align with a target block selection ratio τ [100, 101]. The balancing weights α and

β control the contribution of each auxiliary loss term. This staged strategy enables

stable convergence and allows the DecisionNet to learn a selection policy that is both

effective and computationally efficient.
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Pseudo-Label Grid: To supervise the training of the DecisionNet, we construct

a pseudo-label grid G that serves as an approximate ground truth for block impor-

tance. For SEED-TR, G is generated by projecting ground-truth bboxes onto the

block grid, where each block is marked as 1 if it overlaps with any object, and 0 oth-

erwise. This provides a coarse but effective approximation of the blocks that require

full processing. For SEED-EE, the construction of G additionally considers whether

a block can be handled by shallow inference. We first mark all blocks overlapping

with ground-truth objects as 1. Then, a shallow detector (with depth L′) is used to

perform inference on the training set. If a ground-truth object is successfully detected

by the shallow detector, the corresponding block is re-labeled as 0. The rationale is

that blocks correctly processed by early layers do not need deeper computation, and

can therefore be processed with early exit.

5.4 Evaluation

In this section, we evaluate the performance of SEED through extensive experiments.

We begin with the experimental setup, followed by comparisons with several baselines

on two benchmark datasets and a real-world testbed.

5.4.1 Experimental Setup

The hardware platform consists of the NVIDIA Jetson TX2 and the Dell desktop

introduced in Section 2.5. The two devices are connected via a D-Link AX4800 router

over a 2.4GHz Wi-Fi network, with an average bandwidth of 20.1 Mbps measured

using iperf. Evaluation is conducted in two settings: the benchmark evaluation
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(Section 5.4.5) runs all computation on the desktop for controlled comparison, while

the testbed evaluation (Section 5.4.6) distributes computation between the Jetson

TX2 (as a smart camera) and the desktop (as an edge server) to simulate a real-

world edge video analytics deployment.

5.4.2 Datasets and Metrics

We evaluate SEED on two representative pedestrian detection datasets mentioned

in Section 2.3: MOT17 and WildTrack. Each video sequence is split into 75% for

training the DecisionNet and BlockDet, and 25% for testing. All frames are resized

to 1024×2048 for consistency. For evaluation, we use mAP@0.5 to measure accuracy,

and report end-to-end latency and network traffic to measure efficiency, as introduced

in Section 2.4.

5.4.3 SEED Configuration

The DecisionNet has ∼0.1M parameters, less than 0.3% of BlockDet’s 44.6M. The

BlockDet adopts Faster-RCNN [50], a two-stage detector with ViT-Small as the back-

bone. The network configuration follows [96], with encoder depth L = 12, embedding

dimension D = 384, and patch size = 16× 16. One block in DecisionNet corresponds

to a 4× 4 grid of patches. The pre-trained weights of ViT-Small are from [157]. The

target block selection ratio τ = 20%, and the balancing hyperparameters α = 4, β = 5.

The BlockDet is first pre-trained for 60 epochs with an AdamW optimizer [165] (learn-

ing rate 1e-4, weight decay 1e-3). The DecisionNet is then warmed up for 30 epochs

with AdamW (learning rate 1e-3, weight decay 1e-4). The joint training is finally

conducted for 50 epochs using the same settings as in the BlockDet pre-training.
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5.4.4 Baselines

SEED is compared against the following baselines. To ensure a fair comparison, all

methods use the same detector framework, while their training strategies and block

selection mechanisms follow their respective original designs.

• Full-Frame Detector (FD): This is a standard baseline where the detec-

tor (with L encoder layers) performs full-frame inference without any form of

selective execution.

• FD-Quarter: A lightweight variant of FD in which all frames are processed

by a shallower detector with L′ = L/4 encoder layers.

• FD-Random: A naive baseline where 30% of the blocks are randomly selected

for processing, serving as a reference to assess the benefit of content-aware

selection.

• BlockCopy [19]: A separate policy network identifies IBs, which are then

processed by the detector. Features corresponding to non-IBs are cached and

reused across frames to reduce redundant computation.

• SViT [101]: Layer-wise token pruning is applied to each frame independently.

The gating module inside each ViT block selects informative tokens for fur-

ther processing, while unselected tokens reuse representations from the previous

layer.

• Arena-TR [96]: A full frame is processed periodically to obtain a complete

set of tokens, which are then cached. For subsequent frames, IBs are selected

based on previous detection results. Only tokens from the selected blocks are
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updated, while those from non-IBs are reused to reconstruct a complete token

sequence for detection.

• Arena-EE: A variant of Arena adapted for early exit. All tokens pass through

the first L′ = L/4 layers of the encoder. Only tokens corresponding to IBs

continue through the remaining layers, while others exit early without further

computation.

.

5.4.5 Benchmark Evaluation

We evaluate SEED against the selected baselines on MOT17 and WildTrack under

token reuse and early exit. For fair comparison, SEED-TR is compared with FD,

BlockCopy, SViT and Arena-TR, while SEED-EE is compared with FD, FD-Quarter,

FD-Random and Arena-EE. The results are reported in Table 5.3 and Table 5.4.

In the token reuse setting, SEED-TR gains 82.0% mAP on MOT17, with only a

1.6% drop from FD, while executing only 27.2% of the blocks and reducing latency

by 75.5%. In contrast, BlockCopy, lacking joint optimization, suffers from block

artifacts and shows a larger accuracy drop (4.6%) despite executing more blocks

(37.8%). SViT reaches the same accuracy as SEED-TR (82.0%) with slightly higher

block usage (30.1%) and latency. Arena-TR determines IBs using motion heuristics,

executing more blocks (41.6%) and reducing latency (66.5%) less than SEED-TR.

Similar trends are observed on WildTrack. SEED-TR reaches 76.1% mAP with only

28.5% of blocks executed and a 74.4% latency reduction. BlockCopy and Arena-TR

require significantly more computation (up to 45.4%) yet show lower accuracy. SViT
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Table 5.3: Benchmark evaluation on two datasets for token reuse.

Dataset Method Accuracy (%,%) Blocks (%) Latency (ms)

MOT17

SEED-TR 82.0 (↓ 1.6) 27.2 168.6 (↓ 75.5%)
FD 83.6 100 689.1

BlockCopy 79.0 (↓ 4.6) 37.8 218.7 (↓ 68.3%)
SViT 82.0 (↓ 1.6) 30.1 194.2 (↓ 71.8%)

Arena-TR 81.4 (↓ 2.2) 41.6 230.8 (↓ 66.5%)

WildTrack

SEED-TR 76.1 (↓ 1.7) 28.5 176.6 (↓ 74.4%)
FD 77.8 100 688.5

BlockCopy 72.9 (↓ 4.9) 38.9 222.8 (↓ 67.6%)
SViT 76.2 (↓ 1.6) 31.4 198.7 (↓ 71.1%)

Arena-TR 75.7 (↓ 2.1) 45.4 248.7 (↓ 63.9%)

remains competitive in accuracy (76.2%) but executes more blocks (31.4%) and is

overall less efficient than SEED-TR.

In the early exit setting, SEED-EE achieves 83.3% mAP on MOT17, closely

matching FD (83.6%) while executing only 22.6% of blocks and reducing latency

by 57.4%. FD-Quarter, although faster due to its shallow backbone, suffers from a

significant accuracy drop of 11.4%. FD-Random reaches similar latency as SEED-

EE but incurs an 8.4% drop in accuracy due to its naive block selection. Arena-EE

achieves 82.8% accuracy with 48.8% latency reduction, but still executes significantly

more blocks (43.4%) due to its reliance on past detection results. On WildTrack,

the trend remains consistent. SEED-EE continues to deliver better results, achieving

77.2% mAP with 23.7% of blocks executed and 56.9% latency reduction. In contrast,

FD-Random and FD-Quarter still show poor accuracy (10.1%–13.4% lower than FD),

while Arena-EE, although competitive in accuracy, consumes nearly twice the number

of blocks as SEED-EE.
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Table 5.4: Benchmark evaluation on two datasets for early exit.

Dataset Method Accuracy (%,%) Blocks (%) Latency (ms)

MOT17

SEED-EE 83.3 (↓ 0.3) 22.6 293.2 (↓ 57.4%)
FD 83.6 100 688.3

FD-Quarter 72.2 (↓ 11.4) 100 264.8 (↓ 61.5%)
FD-Random 75.2 (↓ 8.4) 30.0 311.7 (↓ 54.7%)
Arena-EE 82.8 (↓ 0.8) 43.4 352.4 (↓ 48.8%)

WildTrack

SEED-EE 77.2 (↓ 0.6) 23.7 296.1 (↓ 56.9%)
FD 77.8 100 687.6

FD-Quarter 64.4 (↓ 13.4) 100 264.5 (↓ 61.5%)
FD-Random 67.7 (↓ 10.1) 30.0 312.2 (↓ 54.6%)
Arena-EE 76.8 (↓ 1.0) 46.8 365.4 (↓ 46.9%)

5.4.6 Testbed Evaluation

As described in Section 5.4.1, our testbed consists of a camera and an edge server. To

minimize communication overhead, we adopt different optimizations for token reuse

and early exit. In both settings, IBs are identified on the camera, merged into a com-

pact frame, compressed, and transmitted to the server. For early exit, a downsampled

copy of the original frame is also sent; the server then upsamples it to the original

size and replaces the corresponding blocks with the received IBs to reconstruct the

full frame for downstream processing. For fairness, these optimizations are applied

to all the baselines as well. Figures 5.6 and 5.8 show the normalized network traffic

and accuracy of different methods in both settings across two datasets. Figures 5.7

and 5.9 further break down the average end-to-end latency into camera time, trans-

mission time, and server time. Due to the slight information loss during compression,

the accuracy across all methods shows a minor decrease of less than 2%, with their

relative performance consistent with the benchmark evaluation in Tables 5.3–5.4.

As depicted in Figures 5.7 and 5.9, server-side inference dominates end-to-end
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Figure 5.6: (a) Normalized network traffic and (b) accuracy of different methods in
the token reuse setting on two datasets.
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Figure 5.7: Average end-to-end latency of different methods in the token reuse
setting on two datasets.

latency across all methods due to the high computational cost of running the de-

tector. FD, which transmits and processes full frames without selective execution,

incurs the highest network traffic and latency. SEED-TR achieves the lowest latency,

demonstrating reductions of 74.0% and 72.9% on MOT17 and WildTrack, respec-

tively, compared to FD. SViT, with its gating module embedded within the detector,

requires transmitting full frames and thus offers limited communication savings. In

addition, BlockCopy and Arena-TR execute more blocks than SEED-TR, leading to

higher communication and computation overhead.

In the early exit scenario, SEED-EE achieves accuracy comparable to FD while
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Figure 5.8: (a) Normalized network traffic and (b) accuracy of different methods in
the early exit setting on two datasets.
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Figure 5.9: Average end-to-end latency of different methods in the early exit setting
on two datasets.

reducing latency by 57.7% and 57.0% on MOT17 and WildTrack, respectively. No-

tably, despite being around 15% faster than SEED-EE in server-side processing, FD-

Quarter transmits full frames, which increases communication time and diminishes its

advantage, resulting in even longer end-to-end latency. FD-Random achieves similar

latency to SEED-EE but suffers significant accuracy degradation due to its random

selection strategy. Arena-EE, while offering slightly lower accuracy than SEED-EE,

processes a greater number of blocks, leading to higher transmission and server times.
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5.4.7 Visualization

To further illustrate the effectiveness of SEED, Figure 5.10 presents a visualization

of multiple representative scenes for both SEED-TR and SEED-EE, along with the

proportion of selected IBs displayed below each frame. Selected IBs are highlighted in

red and detection results are marked as green bboxes. It shows that the DecisionNet

makes accurate and content-aware block decisions. In SEED-TR, IBs tend to cluster

in regions with high object density or severe occlusion, while non-IBs are mostly

associated with sparse areas or slowly moving objects. A similar pattern is observed

in SEED-EE, where IBs concentrate around challenging regions, i.e., those with dense

objects, and non-IBs are typically found in easier areas with few or isolated objects.

These patterns are consistent with the intended behavior of each variant.

5.5 Conclusion

In this chapter, we presented SEED, an end-to-end trainable framework for selective

execution in ViT-based object detection. SEED leverages a lightweight and content-

aware DecisionNet to identify informative blocks, enabling the downstream BlockDet

to reduce computation through either token reuse (SEED-TR) or early exit (SEED-

EE) strategies. Both networks are trained jointly to achieve optimal block selection

and execution. Extensive evaluations on public datasets and a real-world testbed

demonstrate that SEED accelerates edge video analytics by reducing computation

and communication costs, with only minimal accuracy loss.
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6.1 Summary

This thesis addresses the challenge of accelerating VAPs on resource-constrained edge

platforms by exploring adaptive and content-aware strategies that reduce redundant

computation and communication. We propose three approaches: FastTuner, Block-

Hybrid, and SEED, that address different dimensions of the accuracy-efficiency trade-

off.

FastTuner introduces a runtime configuration optimization framework for MOT.

By learning heatmap representations offline and integrating configuration selection

with tracking in a shared model, it efficiently chooses the best resolution-backbone

pair for the pipeline, enabling low-overhead and adaptable execution.

BlockHybrid targets efficient object detection through fine-grained block-wise con-

ditional execution. It distinguishes between “hard” and “easy” blocks using a policy

network, assigning them to a heavy-weight detector or lightweight tracker, respec-

tively, to reduce redundant computation and communication.

SEED advances this direction by coupling block selection and execution in an end-

to-end trainable architecture tailored for ViT-based detection pipelines. A lightweight,

context-aware DecisionNet identifies informative regions, enabling the BlockDet to se-

lectively process them via token reuse (SEED-TR) or early exit (SEED-EE), achieving

efficient inference without compromising accuracy.

6.2 Limitations

While the proposed frameworks demonstrate superior performance, several limitations

remain.
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In FastTuner, the optimal configuration is decided every K frames under the as-

sumption that video content remains relatively stable over short intervals. However,

this assumption may not hold in highly dynamic scenes. Future work can explore

adaptive strategies for determining K based on scene variation, enabling the frame-

work to respond more effectively to rapid changes. Moreover, the current design

considers only two control knobs: frame resolution and backbone model. Incorpo-

rating additional knobs such as frame rate and quantization parameter (QP) could

enhance adaptability and generality. As the configuration space expands, however,

the number of heatmaps and associated computation also increases. Efficient sam-

pling or approximation techniques should be investigated to mitigate this overhead

and preserve runtime efficiency.

A major limitation of BlockHybrid lies in its decoupled architecture. Block se-

lection and execution are performed separately, and the block-wise detector and

lightweight tracker operate independently. This prevents end-to-end training of the

full pipeline. While block-wise fine-tuning can partially alleviate block artifacts, a

mismatch often exists between offline and online stages. During offline fine-tuning,

reused features typically come from adjacent frames with minimal temporal drift,

whereas in online stages, cached features used for block merging may originate from

distant frames, introducing severe inconsistencies. These issues necessitate periodic

full-frame inference to refresh cached features and tracker references. As shown in

Table 4.7, increasing the update interval amplifies feature inconsistencies and leads

to a sharp drop in accuracy.

SEED addresses this limitation by coupling block selection and execution within
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an end-to-end training and inference pipeline. This integration enables joint op-

timization of both components, effectively reducing block artifacts and improving

coordination between them. However, as the DecisionNet is trained offline, its perfor-

mance can degrade when camera viewpoints or scene conditions change significantly,

such as when cameras are repositioned or deployed in new environments. In such sce-

narios, re-training or fine-tuning may be required to ensure reliable block selection.

Moreover, although SEED is currently focused on object detection, the framework is

inherently general and can be extended to other vision tasks, such as segmentation,

with only minor architectural modifications and task-specific training strategies.

6.3 Future Work

Beyond addressing limitations of individual approaches, we have identified several

directions for future research that are critical to the development of real-time and

scalable EVA systems.

First, realizing fully adaptive pipelines remains an open challenge. Current frame-

works often rely on manually defined intervals or static policies (e.g., fixed K or fixed

thresholds) to control adaptation frequency, which may not generalize well across

diverse or unpredictable video streams. Future systems must jointly optimize tempo-

ral scheduling (e.g., adaptive K for configuration switching), spatial selection (e.g.,

identifying informative blocks), and model configuration (e.g., resolution, backbone,

depth) under strict latency and energy budgets. For instance, consider a traffic mon-

itoring system deployed at a busy urban intersection. During peak hours, rapid scene

changes (e.g., vehicles turning, pedestrians crossing) may require high spatial resolu-

tion and short adaptation intervals (i.e., small K), with fine-grained block selection
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to capture dynamic regions. At the same time, the system must choose a power-

ful model to maintain detection accuracy. However, this high-cost configuration is

unsustainable during low-bandwidth periods or when power is constrained. Instead

of adapting each dimension independently, a joint scheduler must reason about the

trade-offs, for example, using a lower-resolution input with a stronger model and

longer reuse interval, or increasing resolution but reducing the number of selected

blocks, to stay within the system’s budget while maximizing task performance. De-

signing such a unified controller that can coordinate these interacting dimensions in

response to both content dynamics and runtime constraints is a key direction for

future research.

Second, integrating the proposed frameworks into a complete system stack is es-

sential for deployment in real-world edge environments. While this thesis focuses

primarily on optimizing inference pipelines, practical deployments involve many addi-

tional system-level components, including input buffering, communication scheduling,

and multi-camera coordination. In distributed settings, unstable network conditions

such as jitter and packet loss, can affect system performance. Delayed or missing

frames may lead to outdated inputs for configuration selection, suboptimal block

decisions, or corrupted feature reuse, ultimately degrading accuracy and stability.

In multi-camera settings, naively applying existing methods by treating each video

stream independently leads to complexity that scales linearly with the number of

cameras. In practice, overlapping fields of view (FoVs) are common, particularly in

dense environments like traffic intersections, where multiple roadside cameras may

observe the same or adjacent regions. Therefore, to reduce redundant computation,

a system must go beyond isolated decisions and instead coordinate processing across
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streams, jointly selecting the most informative viewpoints and regions.

Third, while this thesis focuses on per-frame inference, deeper integration of tem-

poral modeling and memory-aware mechanisms could significantly enhance system

efficiency. Human perception naturally accumulates information over time, allowing

us to ignore static or predictable regions. Similarly, future systems should leverage

long-term spatio-temporal context to suppress redundant processing. For example,

a block that has remained visually static across several frames could be skipped en-

tirely, or updated at a lower frequency, while attention is directed to regions with

motion or novel activity. This requires not only memory-aware tracking modules, but

also inference models that are capable of selectively updating representations based

on content novelty. Lightweight memory modules, causal temporal attention, and

event-triggered inference policies are promising techniques to explore in this space.

Finally, generalizing selective execution to a broader range of tasks beyond object

detection and tracking is an important avenue for future research. While this thesis

demonstrates results on object detection and tracking, many practical applications,

such as semantic segmentation, action recognition, multi-modal fusion, and scene-

level understanding, could also benefit from adaptive and context-aware execution.

For example, in retail analytics, selectively analyzing only store zones with customers

could reduce processing cost while preserving key behavioral insights. Designing task-

agnostic decision modules or training objectives that generalize across different vision

tasks would make such frameworks more widely applicable.

Overall, the proposed frameworks offer promising building blocks toward efficient

edge video analytics. To fully realize this vision, future research must focus on uni-

fied, cross-layer solutions that co-optimize models, decision modules, and runtime
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infrastructure. Such efforts are essential to achieving truly responsive, intelligent,

and scalable video analytics in real-world edge deployments.
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