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2.45GBgq, and this could go up to 10GBg. So the extrapolated median MDL for the new
system is 1.74 pg/g bone mineral.

Two other minor projects were also described in the thesis. One is about an
investigation of a model of lead metabolism in human body. The study shows that one of
the current lead metabolism models cannot correctly reflect lead transfer between blood
and bone. KXRF bone lead measurement data were used to regulate the transfer rates and
the result shows a great improvement. The other is about a statistical approach for the
analysis of the KXRF bone lead measurement data. Some left-censoring methods were

discussed in this project and the study shows that left-censoring is a good way to handle

the censored data.
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military equipment (military tracking systems). Most lead used by industry comes from
mined ores (“primary”) or from recycled scrap metal or batteries (“secondary’). Because
of the mining, refining, as well as the use of leaded gasoline and other leaded products,
lead has been spread very widely in the environment and the ecosystem and causes many
kinds of problems to human health.

Lead intoxication in human beings has been documented since the second century
B.C. (Perazella 1996). Lead can be transferred to human body through many ways: by
eating foods or drinking water that contain lead; by spending time in area where leaded
paints have been used and are deteriorating; by working in jobs where lead is used; by
using health-care products that contain lead; or by having hobbies in which lead may be
used; etc.. Many measures have been performed to reduce the exposure of lead during the
last several decades, which include the reduction and elimination of lead from gasoline,
elimination of lead solder from canned food, removal of lead from paint, and abatement
of housing containing lead-based paint. Nevertheless, the health effects of lead is still an
important issue, especially for children and women, for whom even very low level of
exposure may have a significant effect. The health effects for low level lead exposure

will be explained in detail in section 1.2.3.






these interferences with heme synthesis result in a reduction of the hemoglobin
concentration in blood. Decreased hemoglobin production, coupled with an increase in
erythrocyte destruction, results in a hypochromic, normocytic anemia with associated

reticulocytosis.
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Figure 1-1 Effects of lead on heme biosynthesis
1.2.1.2 Renal effects

The effects of acute lead-induced nephropathy in humans include nuclear
inclusion, mitochondrial changes, and cytomegaly of the proximal tubular epithelial cells;
dysfunction of the proximal tubules (Fanconi’s syndrome) manifested as aminoaciduria,,

glucosuria, and phosphaturia with hypophosphatemia; and increased sodium and



decreased uric acid excretion. The effects of chronic lead nephropathy include
progressive interstitial fibrosis, dilation of tubules and atrophy or hyperplasia of the
tubular epithelial cells, reduction in glomerular filtration rate, and azotemia.

There are high-affinity cytosolic zinc- and lead-binding proteins in the kidneys (or
brain). These proteins moderate the inhibition of ALAD by lead through chelating lead
and donating zinc, and by translocating lead to the nucleus, where it may influence gene
expression. Lead can also attach to kidney cell membranes and alter membrane
permeability, hence it affects the release of N-acetyl-D-glucosaminidase (NAG) from
renal tubular cells. NAG is a lysosomal enzyme present in renal tubular cells that has
been shown to be a sensitive indicator of early subclinical renal tubular disease. Some
other ways for lead to affect kidney function include affecting rennin release from the
kidney by changing calcium ion fluxes in the juxtaglomerular cells, and decreasing
circulating levels of the active form of vitamin D (1,25-dihydroxy-vitamin D) in children

by affecting the formation process which involves the renal tubule.

1.2.1.3 Neurological effects

The fact that lead is potentially toxic to the nervous system has been recognized
for nearly 200 years. The most severe neurological effect of lead is lead encephalopathy,
which is a term to describe various diseases that affect brain function. It can cause
dullness, irritability, poor attention span, headache, muscular tremor, loss of memory and

ability to concentrate, hallucinations, delirium, convulsions, paralysis, coma, and death.



Lead blocks the voltage-regulated calcium channels, inhibiting the influx of
calcium and release of neurotransmitter, thus inhibiting synaptic transmission. Lead also
decreases the activity of tyrosine hydroxylase in brain, the rate-limiting enzyme in
catecholamine biosynthesis. In glutamatergic systems, lead inhibits depolarization-
evoked glutamate release and in the astroglia, lead inhibited high affinity glutamate
uptake and glutamine synthetase activity, which catalyzes the formation of glutamine
from glutamate. Lead may act as a calcium substitute in the activation of protein kinase C,
which is important in cell growth and differentiation, including the differentiation of
brain endothelial cells. Lead also has been shown to substitute for calcium in the
activation of calmodulin, which regulates the activity of certain enzymes and transporters.
Another mechanism by which lead affects the nervous system is through its effect on
neuronal cell adhesion molecules (NCAMs), membrane-bound cell-recognition
molecules that regulate cell-cell interactions, including synapse formation. Chronic, low-
level lead exposure impairs the desialylation of NCAMSs during postnatal periods that
coincide with synapse formation. This interference with sialylation pattern may perturb
synapse selection, thus contributing to learning deficits. As discussed previously under
renal effects, high-affinity cytosolic zinc- and lead-binding proteins are also identified in
the brain, which cause lead-induced encephalopathy. The nervous system can also be

affected indirectly through lead’s inhibition of heme synthesis.



1.2.1.4 Reproductive effects

Increasing evidence indicates that lead exposure cause adverse effects on both
male and female human reproductive functions. Both exposed men and women
experienced diminished fertility. Women exposed to lead during pregnancy experienced
increased frequency of low-weight babies, miscarriages, and stillbirths. The effects of
lead exposure to men include lower sperm counts, lower libido etc.

The mechanisms underlying these effects are unknown at this time. Factors that
may contribute to such results include indirect effects of lead on maternal nutrition or

hormonal status before and during pregnancy and more direct gametogenic effects.

1.2.2 Debatable health effects related with lead exposure
1.2.2.1 Cardiovascular effects

There is considerable scientific debate as to whether lead exposure has
cardiovascular effects. Some studies show that lead exposure causes hypertension and
electrocardiographic (ECG) abnormalities, while others claim that the relationship is not
significant.

The following are possible mechanisms for lead’s purported effects on
cardiovascular system: the effects of lead on several hormonal and neural regulatory
systems, changes in vascular smooth muscle reactivity, cardiac muscle contractility,
changes in cell membrane cation transport systems, and possible effects on vascular

endothelial cells (Victery 1988).






1.2.2.4 Carcinogenic effects

The studies regarding the association of occupational exposure to lead with
increased cancer risk are not sufficient to determine the carcinogenic effects of lead
exposure, partly because of some controversial results, partly because of the potential
exposure to other chemicals for the workers. Suggested mechanisms for the
carcinogenesis of lead include an alteration of genetic function by lead in association
with the high-affinity lead-binding protein following translocation to the nucleus, tumor
promotion by activation of protein kinase C, and stimulation of cellular proliferation or

cystic hyperplasia (Goyer 1993).

1.2.3 Health effects of low-level lead exposure

People used to think that there is a threshold for lead to induce health effects to
humans and that only occupationally exposed workers should be concerned in terms of
lead poisoning. Childhood lead poisoning was first discovered in Brisbane, Australia in
1894. In the United States, it was believed that if a lead-poisoned child did not die, they
recovered with no residue. This was disproved by R.K. Byers in 1943. In the 1960’s, the
defined toxic level of lead in the blood was 60 micrograms/dl. Studies of lower lead
exposure began to be published in the early 1970’s (Needleman 1993). Numerous studies
show that low-level lead induces many health effects, especially in children and
newborns; these effects include high blood pressure (more often in adults), lower 1Q,
deficits in the neurobehavioral-cognitive performance, decrease in auditory sensitivity

and visuomotor performance, lower learning ability etc. (more often in children). In
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1.3.2 Lead measurement in soft tissues

Lead can be measured in liver, kidney, brain, heart, lung, and muscle. Techniques
for measuring lead in these tissues are similar to those used for blood. The disadvantages
of measuring lead in these tissues are that it has to be done in postmortem, and the

amounts of lead accumulated in these tissues are relatively small.

1.3.3 Lead measurement in hair, teeth, and bone in vitro

iCP—MS and x-ray fluorescence (XRF) were used to measure lead in hair, teeth,
and bone samples. Hair has been used as an indicator for intermediate exposure in
children (Wilhelm et al. 1989). However, artificial hair treatment and external surface
contamination make it difficult to differentiate between externally and internally
deposited lead. For in vitro teeth and bone lead measurement, the disadvantage again is

that it has to be done posthumously, or by using a biopsy, which is a painful process.

1.3.4 In vivo bone lead measurement

XREF is the only way to measure lead in bone in vivo so far. It is noninvasive,
relatively sensitive, and above all, bone lead reflects long term lead exposure. The half
life of lead in bone is measured in decades, and more than 95% of the lead will be
accumulated in bone after a fairly short time. So bone lead indicates total body burden
and exposure history of the person. Many studies suggest that bone lead levels are better

predictors of certain health outcomes than are contemporary blood lead concentrations
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(Gonzalez-Cossio et al. 1997; Hu et al. 1995, 1996). The techniques will be described in

detail in section 1.5.

1.4 Lead metabolism in human body

The lead metabolism has been extensively studied in both animals and humans.
While some of the precise pharmacokinetic mechanisms that control the metabolism
process are unknown, available data can be used to quantify the uptake and deposition of
lead in the human body for various populations. Several lead metabolism models have
been built based on different data sets. Some of these models will be described in Chapter
5, section 1. While these models are useful in understanding the toxicokinetics of lead
with their own ways, recent progress in analytical methods has raised some questions for
these models. The in vivo bone lead measurement is one of these analytical methods. For
example, endogenous release of lead from bone to blood in retired workers has been
investigated (Brito et al. 2002, Fleming et al. 1997, Bleeker et al. 1995, Gerhardsson et al.
1993, Erkkili et al. 1992), and it is believed that endogenous exposure plays an important
role in retired lead workers. Studies also show that the kinetic parameters of human lead
metabolism may vary with age and exposure level. In Chapter 5, a study to investigate

the relationship between the kinetic parameters and age will be described.
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characteristic x-ray in carrying away the atomic excitation energy, and this electron is
called an Auger electron. The incident photon could knock out an electron from K shell,
L shell, M shell... So the vacancy could be present in these shells with certain
proportions. If the vacancy is in K shell, then the characteristic x-ray ejected while the
electron jumps from other shells to the vacancy is called a K-series x-ray. If the vacancy
is in L shell, then the x-ray generated is called an L-series x-ray, and so on. There are Kqs
and Kps depending from which shell and layer of the shell the electron that fills the
vacancy originates. The energy of the x-ray is determined by the binding energies of
atomic electron shells, which are determined by the charge, or atomic number, of the
nucleus. So we can determine the type and concentration of the element by measuring the
energy and intensity of the characteristic x-rays. This is the basic principle of XRF

measurement for a sample. Figure 1-2 shows the process of x-ray fluorescence.

Characteristic X-ray (K3)

Ejected electron
Incident
photen

Figure 1-2 Process of x-ray fluorescence
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b) Compton scattering

In the Compton scattering process, a photon interacts with an absorber atom in
which the photon is deflected through an angle 6 with respect to its original direction and
at the same time transfers a portion of its energy to an electron. The electron is called a
recoil electron. If the target electron is treated as free and stationary, the energy of the
scattered photon hv’ can be described as:

hy'= hv (1.2)

1+ hv (I-cos@)

2
m,c

where hv is the energy of the incident photon, m, is the static mass of the electron, and 6
is the angle between the incident photon and scattered photon. Since the electron is bound
to the nucleus, a minimum energy which equals to the binding energy has to be absorbed
by the electron to get the electron out of the shell. So the energy transferred to the
electron can vary from the binding energy to a substantial fraction of the photon energy,
and the angle of scattering varies from a small angle to 180 degree.

Compton scattering offers little information for the in vivo XRF analysis of tissues,
yet is often a dominant spectral feature. Geometry, source energy, and electronics
considerations are important in order to minimize the Compton scattering contribution in

XRF analysis.

c) Pair production
If the energy of the incident photon exceeds twice that of the rest-mass energy of

an electron (1.022 MeV), the process of pair production is energetically possible. In the
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Line Transition Energy (keV) Intensity (%)
Ko LntoK 74.969 49.19
Ka2 Lyto K 72.804 29.17
Kpi3 My/My; to K 84.936/84.450 10.92/5.7
Kp> Ni/Npito K 87.300 5.02

Table 1-1 Energies of lead K x-rays and their characteristics

Other than the K x-rays, there are also elastic (or coherent) scattered 'y rays with
energy 88.035 keV and Compton scattered y rays with energy range from 65.47 keV

(180°) to (88.035 keV - binding energy for the scattered electron) (~ 0°). In the

1994 source mounted in front of the detector, the

backscattered system with a point
backscatter geometry is about 140-170 degrees and 7y rays scattering through angles
smaller than 140° or greater than 170° do not reach to the detector. In this case, the
Compton scattered photons have a peak at energy around 66 keV according to formula
(1.2).

Figure 1-4 shows the spectrum of '®Cd K XRF lead measurement of a phantom

with a lead concentration of 200 ppm and live counting time of 30 minutes. The names

and the energies of the peaks used for the analysis are listed in the spectrum.
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the subject. So some information will be lost if we use the general analysis method to
analyze censored dataset. Left-censoring is a statistical method used to analyze a
censored data. The purpose of this project is to prove that left-censoring analysis is a

good approach to analyze the censored bone lead data.
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2.1.2'%Cd source

Figure 2-4 shows the decay scheme for the '%Cd source (Lederer et al. 1978).

EC

88.035ke V- 1P Ag*

’y-ra)i(O .037) 11(0 963)

Figure 2-4 Decay scheme of '®Cd source

'%Cd decays to the 88.035 keV first excited state of lOgAg. Each decay produces a
vacancy in an atomic electron shell of Ag and hence produces characteristic Ag x-rays.
'°9Ag* de-excites to l°9Ag through y-ray emission with 3.7% intensity and internal
conversion with 96.3% intensity. The internal conversion also produces vacancies in
atomic electron shells and hence produces characteristic Ag x-rays. So the 1%Cd emits
88.035 keV +y-rays with 3.7% intensity (or probability per disintegration), 22 keV and 25
keV Ag K x-rays with intensity 84% and 18% respectively. The source produces Ag L x-
rays and Auger electrons as well. Figure 2-5 shows the size of the source holder. The
backing behind the source is made of tungsten, which is used to prevent the 88.035 keV
Y-rays from going directly to the detector from the source. The function of the copper
filter in front of the container is to attenuate the Ag K x-rays and hence to reduce the dose
to the person and to reduce the useless signals to the detector and electronics. The
attenuation of the photons through different thicknesses of Cu filter can be calculated as:

attenuation=e ™" ............ (2.1
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where U is the attenuation coefficient of Cu for photons with energy E, x is the Cu
thickness. Table 2-1 lists the attenuation factors for 88, 25, and 22 keV photons through
0.7mm Cu filter. From the table we can see that 0.7mm Cu filter attenuates nearly all the
photons with energies 22keV and 25keV, while the attenuation factor for 88keV is 0.67

(NIST: http://physics.nist.gov/PhysRefData/XrayMassCoef/tab4.html).

photon energy 1 (cm™) e™
88keV 5.70 0.67
25keV 199 8.9e-7
22keV 260 1.2e-8

Table 2-1 Attenuation factors for 88, 25, and 22 keV photons through 0.7mm Cu filter

0.7 mm Cu

A 4

Steel shell

y

T N 1

L 39 mm

— —»
6.0§m
TungXen (W)

Figure 2-5 Size of the source holder for the conventional system



http://physics.nist.gov/PhysRefData/XrayMassCoef/tab4.html
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2.1.3 New system set up

The new system consists of four 16 mm diameter detectors. Hence four sets of
electronics are required to collect the signals from the four detectors. The software used
to process these four sets of signals is a new version of Genie2000, which can handle four
channels of signals. Figure 2-6 is a schematic diagram for the four detectors. Figure 2-7

shows the experimental design of the new system.

Figure 2-6 Schematic diagram for the four detectors

X
(20 liters)
Four sets of
_ /‘ electronics \ Computer
'@l . system

Figure 2-7 Experimental design for the new system
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2.2.1 Comparison of Canberra DSA-2000 and XIA Polaris
2.2.1.1 Experimental design

Phantoms made of plaster of Paris with known added lead were used to simulate
bone. Soft tissue was simulated either by a tissue equivalent plastic cylinder or by a wax
cylinder with a hole to insert the bone phantom. The in vivo leg measurement was
simulated by inserting the bone phantom into the soft tissue phantom. 1%¢Cd was placed
co-axially in front of the 51 mm .diameter HpGe detector. Ag x-rays were removed by a
copper filter placed in front of the source. During the experiments, two people from XIA
worked with us and made minor adjustments to their instrument to optimize its
performance.

Both instruments were used to process pulses from the same detector and pre-
amplifier. Spectra were collected simultaneously on the DSA-2000 and Polaris using the
energy and timing outputs of the pre-amplifier. Six different pairs of spectra were
collected. The distance between the source and the sample (SSD) was varied between the
first three sets of spectra, all of which used soft tissue equivalent plastic as soft tissue.
The fourth to sixth sets of spectra used wax instead of the plastic, with two different lead

concentrations in the plaster of Paris. These six sets of spectra are summarized in table 2-

2.
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Spectra # SSD (mm) Pb in plaster (ppm) | Soft tissue phantom
1 44 200 plastic
2 23 200 plastic
3 34 200 plastic
4 23 200 wax
5 23 9 wax
6 22 200 wax

Table 2-2 Summary of six sets of spectra
Table 2-3 lists the rise time, flat top, dead time, total counts, input count rate
(ICR), and output count rate (OCR) for both DSA-2000 and Polaris. The real
measurement time is 1800s. The ICR and OCR are calculated by the following formulae:

Total Counts

ICR = - -
(Real Time) * (1-dead time)

t
OCR=LoWlCounts 2.3)
Real Time







2.2.1.2 Results
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All six spectra were fitted with a Marquardt non linear least squares algorithm

(Bevington PR 1969) to extract peak amplitudes and uncertainties. The following

formulae are applied for the calculation of MDLs from K, and Kg peaks.

o(-%)

MDL, =2x0, = 2x—<oh_

slope,,

B

o(—

MDL, =2x0, = 2x—<91_

slope

where slopey and slopeg are the slopes for the alpha and beta calibration lines. Table 2-4

shows the calculated MDLs from alpha fitting and beta fitting for DSA-2000 and Polaris.

Table 2-5 shows the ratio of MDLs (DSA-2000/Polaris) for Kq, for Kg, and for the

weighted estimate.

Spectrum# DSA-2000 Polaris
MDL, MDLg | MDLucighed | MDLq MDLg | MDLyeighted

1 9.22 13.35 7.59 9.50 12.26 7.51
2 7.01 13.67 6.24 7.51 11.06 6.21
3 8.35 14.98 7.29 8.86 12.44 7.22
4 8.28 15.00 7.25 9.49 13.24 71.71
5 7.13 12.16 6.15 8.01 9.82 6.21
6 8.42 12.97 7.06 9.34 12.35 7.45

Table 2-4 Calculated MDLs for DSA-2000 and Polaris
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front of the 51 mm diameter HPGe detector. Ag x-rays were removed by a copper filter

placed in front of the source.

Both instruments were used to process pulses from the same detector and pre-

amplifier. Spectra were collected simultaneously on the DSA-2000 and DSA-1000 using

the energy and timing outputs of the pre-amplifier. Three different pairs of spectra were

collected. We were told by the Canberra technicians that the performance differences

between these two systems, if there were any, would be in the pileup rejection function.

So the pileup rejection (PUR) parameter was varied between the first two sets of spectra.

The source sample distance (SSD) was varied between the second and the third sets of

spectra. These three sets of spectra are summarized in table 2-6.

Spectra # SSD (mm) PUR Pb (ppm) Tissue phantom
] 25 1.7 200 wax
2 25 1.1 200 wax
3 55 1.1 200 wax

Table 2-6 Summary of three sets of spectra

Table 2-7 lists the rise time, flat top, dead time, total counts, input count rate

(ICR), and output count rate (OCR) for DSA-1000 and DSA-2000.
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Rise Time/Flat Top | Equivalent Shaping Input Count Rate
(uSec) Time (1Sec) ~2k CPS 50-100k CPS
FWHM FWHM
1.2/0.4 0.5 531 611
2.8/0.6 1 523 697
12/0.8 4 560
36/2.4 12 603

Table 2-12 Energy resolution for detector #3 with low and high ICR

Rise Time/Flat Top | Equivalent Shaping Input Count Rate
(1Sec) Time (uSec) ~2k CPS 50-100k CPS
FWHM FWHM
1.2/0.4 0.5 566 600
2.8/0.6 1 530 586
12/0.8 4 440
36/2.4 12 539

Table 2-13 Energy resolution for detector #4 with low and high ICR

The average resolution for a practical count rate is around 550eV, which is what

we expected. So the initial test shows that the performance of the new system is what we

predicted.
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The purpose of this project is to improve the MDL of the conventional system.
The following section will describe some experiments to estimate the MDLs for the new
system. But before that, some study has been performed to predict the MDL
improvement of the new system before it was purchased. The detail of this previous work
can be found in my Master’s thesis (Nie H 2001). The main points of the previous work

are summarized below in section 2.3.2.

2.3.2 Summary of the predicting approaches and results
Three approaches were applied to predict the improvement of the MDL of the
new system. These three approaches include crude calculations, Monte Carlo (MC)

simulations, and single-detector experiments.

2.3.2.1 Calculations

The following is a formula for the MDL from Kq peak.

2 2
g (0}
MDL,,=2xo—(i)xc=2x VN i S VP (2.6)

coh coh a?  coh?

where c is the slope of the alpha calibration line.

2 2 2 2
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2.3.2.3 Single-detector experiments
A single detector with diameter 24 mm was set up to simulate one of the detectors

of the clover-leaf system. Figure 2-9 shows the schematic diagram for the detector setup.

Figure 2-9 Single-detector setup

The detector is covered by a tin ring with an inner diameter of 16 mm to simulate the 16
mm detector. Three iron blocks are placed side by side to simulate the scatter effect from
the other three detectors. The geometries and samples applied in the experiments are the
same as those in MC simulations. Table 2-14 shows the MDL ratios of the new system

and the old system by MC simulations and single-detector experiments.






49

16 mm diameter detector is 200 mm’ and the active surface of the 51 mm diameter
detector is 2000 mm?Z. In order for the smaller detector to get the same amount of signals
as the larger detector, the source strength has to be increased by a factor of 10. For the
conventional system, the source activity is about 1 GBq. So the activity of the new source
has to be 10 GBq. A 5 GBq source is purchased instead for the experiments.

The following formulae are used to calculate the MDL for the new system.

a ol-a'2 o-culr2
/x N h?
g, =Lt 1& cn .. Q.7
(slope),
2 2
(o2
ﬂ] X ﬂz + O-n}hz
=t VP col . (2.8)
(slope) 5
1
ol — (2.9)

“ 1 ] 1 1
bl + 2 + i + 9
\/(0,,).' (0.)y (0n)y (0.)y

1
Ol (2.10)
s 1 i ] I
2 + 2 + 2 + 2
(05) (05), (0g)y  (04),
2
MDL=2X0 = oo @2.11)

]
(0,) (05

The calculated MDLs (ppm) for the new system are listed in Table 2-15.
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to analyze and understand the result. For people who are moderately or lightly exposed to
lead, or acutely exposed to lead by accident, the bone lead concentration will be relatively
low, which means the previous system sometimes can only give a detection limit instead
of an actual measured value. In this case, the new system has a much greater advantage.
Recently low-level lead exposure, especially childhood low-level exposure, has been

emphasized. The new system provides a very valuable measure to look into these issues.



54

Chapter 3

Dosimetry study

3.1 Introduction

The dose delivery involved in the in vivo XRF bone lead measurement system is
always considered negligibly small. The effective dose delivered by the finger lead
measurement system using two >’ Co sources at the 90 degree geometry was estimated to
be approximately 0.1 uSv (Ahlgren et al. 1980, Somervaille et al. 1989). Todd et al. did a
dosimetry study for the '®Cd KXRF tibia and calcaneus lead measurement system and
the effective dose for an in vivo measurement of tibia lead concentration in 1-, 5-, and 10-
year old and adult subjects was calculated to be 1100, 420, 190, and 34/38 (male/female)
nSv for a 30-min measurement (Todd et al. 1992).

The new clover-leaf system improved the MDL of the measurement by a factor of
around four. Since it requires a stronger source, the dose delivered will be greater than
the previous systems. Low-level lead exposure for children is a big concern, so this
system is very suitable for the lead measurement for children due to its low MDL. On the
one hand, children are sensitive to lead; on the other hand, children are also sensitive to
radiation. Furthermore, the dose delivered to children will be much higher than for the
adults, because of the active bone marrow in a child’s leg where the measurement is
taken. Due to the above reasons, the dose study for this S)-/stem is necessary, especially

for the children.
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3.2 Materials and methods

The source is '®Cd, and the provided activity for the source is 137 mCi (or 5.07
GBq) in Nov.18, 2003 with half-life 464 days (Techsnabexport, Moscow, Rssia). The
diameter of the source is less than 1.5mm, and the thickness is 0.06mm. The source was
recalibrated on May.19, 2004 and the detected numbers of 88.035 keV photons are
1.385e8/sec without source container and 1.059¢e8/sec with source container (due to the
attenuation of the Cu filter), compared with 1.427e8/sec without container derived from

the provided value. Figure 3-1 shows the size of the new source holder.

/ 0.5 mm Cu titanium shell

|
2.5 hih «2-0-9m 1 S.ch
A
--------------------- L 8 l mm -.h......-.. y
311 nm
3.9 mm W
: 3lmm
< > 7
y < 3mm
< 7 ST

Figure 3-1 New source holder
Calculations, MC simulations, and experiments were performed to estimate the
dose delivered by this system. For the experiments, three sets of human phantoms,
simulating 5-years old, 10-years old, and adults, were set up to measure the dose. The
simulated torsos were made of two rice packs. The upper thighs were made of wax with

305 mm x 305 mm x 152 mm dimension. The lower legs were also made of wax, with
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Element] Element 2 Element 3 Element 4
Phosphor Li,B4O4 Li,B4O; None None
Front filtration | Plastic- Plastic- Plastic- Plastic-

14mg/cm? 160mg/cm’ 160mg/cm? 160mg/cm?
Rear filtration Plastic- Plastic- Plastic- Plastic-

l4mg/cm2 160mg/cm2 160mg/cm* I6Omg/cm2

Table 3-2 Characteristic of Panasonic UD-803AS TLD
The calibration source for the TLDs is an Am-241 source with an emission of
7.14e6 photons per second per steradian for the 60 keV photons measured on Dec.08,

1981.

3.2.1 Experiments

Figure 3-3 shows the detector,
L source, phantom, and TLD setup for the

experiments. The TLDs were fixed at

the locations where the critical organs

1
E |

T 1199, P> b= L Breasts
T

:: Kidneys

(such as breasts, kidneys, reproductive

LT

>(Reproductive systems) are located. There are also

system
several TLDs placed at the lower leg

phantom. Three were placed aligned

L
o o

Background

with the source: one is on the skin

Figure 3-3 TLD setup for the experiments surface, one is in the bone marrow, and
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one is on the midcalf. Another two were placed unaligned with the source in the bone
marrow, one is above the source, and one is beneath the source. Three TLDs were placed
in the lab room several meters away from the source to represent the background dose.
The measurements were first performed with the leg 5 mm away from the source surface.
This results in an inaccurate skin and bone marrow dose in front of the source due to the
small collimator and the finite size of the TLD sensor. These experiments lasted for about
60 hours. The skin dose and bone marrow dose of the targeted lower leg were collected

separately later by setting the leg 50 mm away from the source surface.

3.2.2 MC simulation

The MC simulation program is designed specifically to model source-excited in
vivo x-ray fluorescence. It is loosely based on the code originally reported by Todd et al.
(Todd et al. 1991) and was extensively revised by O’Meara (O’Meara 1999). The dose is
only simulated for the lower leg. In order to simulate the dose distribution, the lower leg

was divided into 1 cm layers. Each layer was broken into 32 pieces as shown in figure 3-

4.
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\)

Figure 3-4 The cross section of the lower leg for the dose distribution
Dose of each piece is obtained by

energy
dose = &)

mass

where energy is the energy deposited in that piece and mass is the mass for that piece.

3.2.3 Calculation

The following formula is used for the skin surface exposure rate (Turner JE 1995)

; NA H..(E;)
X =—¢ N (E)E| BelZid ) 3.2
! 47ra)uir 8 rz XZ})’(E)E'( p Juir ( )

where e is the charge of an electron, @, is the energy required to produce an ion*pair in

the air, N is the atomic number of the radioactive atoms, A is the decay probability, NA is
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the source activity, r is the distance from the source to the skin surface, Pi(E) is the
intensity of the photon with energy E;, E; is the energy of the photon, (Uen(E)/p)air is the
mass energy absorption coefficient of the photon with energy E; in the air.

The exposure rate in the medium depends on the depth of the medium and several
other medium related parameters. Figure 3-5 shows the geometry of the source and the
thickness of the media.

Medium 3 Medium 2 Medium 1
PRoton source

Xy :Xn>

1

4

-
4
Y
a8

le————— Surface

Figure 3-5 Geometries to calculate exposure rate at point A

Assume the exposure rate for the surface is X _, then the exposure rate at point A

in medium 2 can be expressed as

X = X, xe #X1mHnXz 5 B XXX (3.3)
: (Xo+ X, +X,)X(Xy+ X, + X,)

where Wy is the attenuation coefficient for medium 1, gy is the attenuation coefficient

for medium 2, and B is the buildup factor.





http://physics.nist.gov/PhvsRefData/XrayMassCoef/tab4.html
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Table 3-3 shows proportion of the elements in some materials and tissues and the

densities of these materials.

Z | Symbol H,0 Air C-bone* Muscle Plaster** Wax
1 H 0.1119 0.064 0.102 0.01 0.1437
6 C 0.278 0.123 0.06 0.8563
7 N 0.755 0.027 0.035
8 O 0.8881 0.232 0.410 0.729 0.519
11 Na 0.0008
12 Mg 0.002 0.0002
13 Al
14 Si 0.004
15 p 0.070 0.002
16 S 0.002 0.005 0.090
19 K 0.003
20 Ca 0.147 0.00007 0.317
26 Fe
Density 1.001 0.001205 1.85 1 1.35 1.3
(g/em’)

*; Compact bone.

*%- Plaster of Paris.

Table 3-3 Proportion of the elements in H,0, Air, Compact bone, Muscle,

plaster of Paris, and Wax
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The mass energy attenuation coefficient for these elements can be looked up in

the book (U.S. Department of Commerce, 1969).

3.3 Results

In the experiments, in order to put the TLDs into the small bone marrow cavities,
the TLDs were taken out from the holders, and this gives rise to a relatively high
background dose probably due to the dosimeter’s sensitivity to the visible light. The
measured backgr'ound is: 0.4310.14 mR/hr.

As mentioned before, the measurements were firstly performed with the leg 5 mm
away from the source surface. Table 3-4 shows the exposure rate of some organs with the

leg 5 mm away from the source without subtracting background.

5 10 adult
Testes 0.91+0.22 0.48+0.08 0.39+0.03
Ovary 0.54+0.09 0.70+0.31 0.30+0.13
Kidney 0.20+0.04 0.26+0.01 0.15+0.08
Breast 0.52+0.03 0.39+0.11 0.32+0.03
The other leg*, skin 3.70+0.61 0.66+0.09 0.38+0.05
The other leg, bone marrow 0.76x0.05 0.17+0.09 0.13+0.16

(Unit: mR/hr)

*: the other leg means the one that not targeted by the source.

Table 3-4 Exposure rate of some key organs for the three sets of human phantoms
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Measured* Calculated**
Skin 47.96+1.07 47.74
Bone surface N/A 56.35
Bone marrow 25.59+0.35 30.93
Midcalf 5.14+0.15 8.72

(Unit: mR/hr)

Table 3-5 Skin, bone surface, bone marrow, and the midcalf exposure rate for 5-year old

*: Wax as leg, plaster as bone, and rice as bone marrow.

**: Wax as leg, plaster as bone, and water as bone marrow.

The measured values are close to the calculated values and the differences may be

due to the different materials used for the bone marrow.

Since it is difficult to measure the skin, bone surface, and bone marrow dose at 5

mm away and the above results show that the calculation is only a slight overestimation,

we will get these doses by calculation. Table 3-6 shows the calculated skin, bone surface,

bone marrow, and the midcalf exposure rate and dose for 5-year old, 10-year old, and

adult for source Smm away from the skin. These calculations were done by using the

parameters for muscle, bone, and soft tissue, instead of the parameters for wax, plaster,

and rice.
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Exposure rate (mR/hr) Dose rate (mSv/hr)
5 10 adult 5 10 adult
Skin 4774 4774 4774 45.83 45.83 45.83
Bone surface 1347 1347 1347 29.63 29.63 29.63
Bone marrow | 518.72 516.16 327.35 4.98 4.96 3.14
Midcalf 36.29 30.17 33.63 0.35 0.29 0.32

Table 3-6 Calculated skin, bone surface, bone marrow, and the midcalf exposure rate and

dose for 5-year old, 10-year old, and adult

MC simulation dose evaluation was performed for three groups. The bone marrow

dose were calculated as the average of the dose rate for the 8 center sections of the bone

marrow (as shown in figure 3-6).

4*7) = 8 sections

~

p

—/

Figure 3-6 MC simulation for the bone marrow dose
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The effective dose can be calculated by the following formula

Dose ; = Dose,,; xWy XF ............ (3.8)

equi
where Dosecq,i represents the equivalent dose, W is the tissue weighting factor, and Fis
the fraction of each of the tissues. Wt is 0.01 for bone, 0.12 for bone marrow, and ~0 for
muscle. F is the proportion of the tissue (bone, active bone marrow, and muscle) in the
lower leg over the tissue in the whole body. It is worth to mention that the active bone
marrow in lower leg is about 9% for the 5-year old, 5.5% for the 10-year old, and ~0 for

the adult (Cristy 1981). Table 3-9 shows the effective bone dose, bone marrow dose for

1hr bone lead measurement with source 5 mm away.

Age group S-year old 10-year old adult
Bone 0.363 0.338 0.231
Bone marrow 7.96 3.80 ~0
(Unit: pSv)

Table 3-9 Effective bone dose and bone marrow dose for 1hr bone lead measurement

The skin dose can be calculated with equation (3.8). The tissue weighting factor
for skin is 0.01. Figure 3-7 shows the irradiated skin area. The area is calculated as
1.24cm? from the figure. Assume the skin surfaces for the adult, 10-year old and 5-year
old are 18000 cm2, 9000 cmz, and 4500 cmz, then the skin doses for adult, 10-year old,

and 5-year old are 0.032, 0.063, and 0.126 puSv for 1 hr bone lead measurement 5 mm

away from the source.
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Figure 3.7 Irradiated skin area

Table 3-10 shows the whole body dose for the three age groups for 1 hr bone lead

measurement.

Age group S-year old 10-year old adult
Whole body dose 8.45%/9.37** 4.20 0.26
(Unit: uSv)

*: for female.

**. for male.

Table 3-10 Whole body dose for the three age groups
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The doses estimated here are for a 5 GBq '®Cd source and a one hour
measurement. The measurement generally lasts for half an hour. So the actual doses by

using a 10 GBq source will be the same as listed in table 3-10.

3.4 Discussion

The maximum annual effective dose limit to public is 1 mSv.and to any single
organ is 50 mSv. The dose for a typical chest x-ray is about 0.1 mSv. The dose to a child
for a DEXA scan is about 10 pSv to 100 pSv. Compared to these values, dose involved

in the bone lead measurement, even for a child, is acceptable.
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more than 1 and half years ago, the legs were fixed at the closest optimized distance
(~5mm) to get higher signals. All the volunteers were measured by both systems for

1800s clock time. The spectra were then saved for analysis.

number age sex
1 29 M
2 55 M
3 46 M
4 27 F
5 34 M
6 27 F
7 51 F
8 26 F
9 34 M
10 25 F
11 29 F
12 31 F
13 24 F
14 38 M
15 26 M
16 57 M
17 26 F
18 27 M
19 27 M
20 40 F

Table 4-2 Age and sex of the 20 volunteers
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4.3 Results

The spectra for all the volunteers are collected by Genie2000 and are analyzed by
the “Mgerfy” fitting program (The source code of this program is shown in Appendix IV).
For the conventional system, there is only one detector, therefore only one spectrum for
each individual. The new cloverleaf system contains four detectors; therefore four spectra
were collected for each person. The concentrations from the alpha fitting and beta fitting
for the conventional system are listed in Table 4-3. The concentrations from the alpha
fitting and beta fitting for the four detectors of the new system are listed in Table 4-4,4-
5,4-6, and 4-7. Also shown in the tables are Z values calculated as:
conc, —concy

—_—— 4.1
NCART

where concq and concp are the concentrations from alpha fitting and beta fitting, and Cq

Z:

and op are the associated uncertainties. The means and standard deviations for z values
for the conventional system and the four detectors of the new system are shown in Table
4-11. If there is no difference between the lead concentrations measured by the new
system and the conventional system, then it is expected the individual z values will be

distributed with a mean of 0 and standard deviation of 1. The % values are also listed in

the table and it can be used to test the variance of the z value. The y* value is calculated

as:





















81

concl conc2 conc3 concd

Conc = 9% % 9% 9 o 4.3)

O-mnc -
\/ 11 11
—+ + +

where conc and Gconc are the inverse weighted concentration and uncertainty for the new
system, concl, conc2, conc3, and conc4 are the concentrations measured by the four
detectors, G), G2, 03, and Oy are the corresponding uncertainties. Also shown in Table 4-9
1s the z-value calculated from the following equation:

conc,,, —conc,,,, @.5)

=
‘ 2 2
O-nrw + O-mnv

Where conc,.y is the lead concentration measured from the new system and conceepy is

the lead concentration from the conventional system, and Gpew and Gonv are the associated
uncertainties. The relation between Gyey and Geony is fitted by a linear curve, and the result

shows that G\ is strongly correlated with Gcony (Figure4-1). The relation between O‘m:“,2
and cco,,vz can also be fitted as: O’M“,2 =O.l73x0'",l,2 +0.187 with a R? of 0.946. Two

other interesting and encouraging results were also discovered from this table. The first is
that the censoring proportion for the measurements by the conventional system is 85%,
and the censoring proportion for the measurements by the new system is 50% (please
refer to Chapter 6 for the concept about censoring). The other is that the result from the

new system shows a significant correlation between the lead concentration and age, while
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subject

regression line and statistics

all subjects, new system

Pb concentration = 0.318*age — 6.901

R’ =0.512,t=4.35,p =0.000

male subjects, new system

Pb concentration = 0.299*age — 5.18

R’ =0.57,t=3.26,p=0.012

female subjects, new system

Pb concentration = 0.245*age — 5.71

R =0.295,t=1.83,p=0.105

all subjects, old system

Pb concentration = 0.153*age — 5.26

R*=0.038,t=0.84, p=0.410

male subjects, old system

Pb concentration = 0.343*age — 11.9

R*=0.252,t=1.64,p=0.14

female subjects, old system

Pb concentration = -0.238*age + 6.3

R*=0.052, t = -0.66, p = 0.526

Table 4-10 Regression results between concentration and age for both systems
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Figure 4-1 The relation between uncertainties for the new system and the old system
The mean and standard deviation for z values are listed in Table 4-11.
MDL is calculated as twice the uncertainty of the concentration. Table 4-12
shows the MDLs for both systems and the ratios of the MDLs. The original MDLs for
both system and the normalized MDLs for the new system were calculated by the

following formulae:

MDL=2x0'p

Where Oppm is the lead concentration and uncertainties for the conventional system and

new system; cohcony and cohp., are the coherent area counts for the conventional system

and the new system.
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Zaverage Zsdev X9
old system o-B -0.80 1.15 37.68
new system ol-Bl1 0.07 1.17 26.22
o2-B2 -0.69 0.89 24.46
o3-B3 0.01 1.33 33.81
o4-B4 -0.42 0.97 21.49
a-B -0.26 1.13 105.98"
comparison Concgg-CoONChew -0.74 1.59 58.81

™ degree of freedom is 76 instead of 19.

Table 4-11 Averages and standard deviations of Z values
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5.2.3 The new model

The new model consists of only three compartments, based on the availability of
data for lead concentrations in tibia, calcaneus and blood. These data provide an
opportunity to draw direct statistical inference for rate constants pertaining to these
compartments. The three compartments are: the cortical bone (based on the tibia data),
the trabecular bone (based on the calcaneus data), and the blood (Figure 5-1). Six
parameters are set up for this model: Acg, Ate, Asc, AsT, Ao, and Ig, where Acg is the
transfer rate (/day) from cortical bone to blood, Ayg is the transfer rate from trabecular
bone to blood, Agc is the transfer rate from blood to cortical bone, Agt is the transfer rate
from blood to trabecular bone, Aq is the transfer rate out of blood to all other organs, and
Ip is the lead input (ug/day). The method used for this model is the minimum least
squares. The tibia bone lead and calcaneus bone lead were measured each in 1994 and

1999, so this model is applied to the bone lead and blood lead data between these two

surveys.

The starting point of the model is the first survey, at this time:

B(0) = B,
COY=Cyvereeranrrreenn. (5.1)
T(O)=T,

where B(0), C(0), and T(0), or B,, C,, and T,, are the total blood, cortical bone, and

trabecular bone lead from the measurements at the time when the first survey was

performed.

Now assuming a time step of At, then at time t:
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B(t) = 1,At+ C(t = At) Ay At +T(t — At) A, At — B(t — At Ay At — B(t — At) A, At — B(t — At) A, At
C(t) = B(t = At) Ay At — C(t — AD Ay Ot
T()=B(t—ANAG At =Tt —ADA At

where B(t), C(t), and T(t) are the total blood lead, cortical bone lead, and trabecular bone
lead at time t.
When At=1, i.e. the time step is chosen as 1 day, then the above equations can be

written as:

B(ty=1,+C(t—=1)A + T ~1)A, — B(t = DAz — Bt =D Az — Bt =14,
Ct)=B(t—DApe —-Ct-DAs;,
T(t)=B(t—1)A, —T(t—-1)1,

iTo
t
Y
Cortical F— ™
bone
- e
Blood
Trabecular f—-Afpe—m-
bone
R
Ao

Figure 5-1 The simplified model proposed in this study, based on the available data
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By choosing initial values for Acp, A1e, Asc, ABT, Ao, and Ip, and given By, Co, and

T.. the total blood lead, cortical bone lead, and trabecular bone lead for each day of the

five year period will be calculated.

The goodness—of-fit function xz 1s defined as:
2 =Y[B0-B0) 0y, + TlC-co)iow, + Xl 0 -Tw) o7,

....(5.4)

where B'(t), C'(t), and T'(t) are the measured total blood, cortical bone, and trabecular
bone lead for each individual at time t, while B(t), C(t), and T(t) are the corresponding
predicted values. O¢y and Oy are the uncertainties of the measured cortical and
trabecular bone lead calculated from our data reduction algorithm. Gg, is the standard
deviation of the blood lead of all individuals. The algorithm used to find the minimum Xz

is the grid search method, which is described in detail by Bevington (Bevington 1969).

5.2.4 The bone and blood compartments in Leggett’s model and the new simplified
model

Figure 5-2 shows the bone and blood compartments in Leggett’s model. The
cortical and trabecular bone compartments are divided into three pools instead of only
one compartment as used in the new model. Since the lead transfer between the blood and
the bone surface, as well as the lead transfer between the bone surface and the
exchangeable pool, are much faster than the transfer rate between the non-exchangeable

pool and blood, the lead concentration in the blood, bone surface, and exchangeable pool
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will reach equilibrium after a fairly short time. Therefore, for this long-term study, the
lead can be seen as entering the non-exchangeable pool from blood with a certain transfer
rate, and being released from the non-exchangeable pool to blood with another rate. This
is the assumed mechanism for the new simplified model described in the previous section.

In this way, the bone to blood transfer rates for these two models can be compared.

[ - —
Cortical | volume Cortical
.<- -y j . -
Nonexchange | Exchange surflace
Plasma
Trabecular | volume Trabeculas
-——e e . A 4
Nonexchange Exchange surface
[ e

Figure 5-2 Bone and blood compartments in Leggett’s model of lead metabolism

5.3 Results/Discussion

5.3.1 The predicted bone lead concentrations based on Leggett’s model compared to the

measured bone lead concentrations
Figure 5-3 shows the predicted and measured bone and blood lead concentrations
for a retired employee (subject #270). The lead intake is regulated by the blood lead

concentration history, so in the plot the predicted blood lead and the measured blood lead
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Age n A cs (/day) Ats (/day) A gc (/day) AsT (/day)

20s 42 (2721)e-5 (221+2)e-5 (7.2+0.2)e-3 (6.2+0.1)e-3
30s | 77 (7.6£0.2)e-5 (7.60.4)e-5 (3.7=0.1)e-3 (5.2=0.1)e-3
40s | 140 (4.720.1)e-5 (8.910.2)e-5 (2.8+0.1)e-3 (5.70.1)e-3
50s | 57 (1.020.1)e-5 (8.5:0.2)e-5 (1.6:0.1)e-3 (6.320.1)e-3
60s | 11 (1.00.4)e-5 (0.420.4)e-5 (1.5:0.5)e-3 (2.8+0.3)e-3

Table 5-1: Calculated transfer rates for five age groups based on the simplified model

In order to confirm the validity of the new model, z tests of the differences
between the predicted bone lead concentration and the measured bone lead concentration
for the two time points are performed. Figure 5-5 shows the z-distribution of these
differences. For a perfect fit the location should be 0 and the scale should be 1. The

relatively greater width for the trabecular lead concentration is due to larger variability of

these concentrations between individuals.
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XRF bone lead repeat data set, one can investigate bone lead metabolism with a
simplified model. The model described in this paper indicates a lower lead transfer rate
from bone to blood than previously modeled, especially for cortical bone. Future work in
this area includes a third bone lead survey with the same population, which will provide a
data set with a total time interval of 10 years. It is anticipated that such additional data

will lead to further revisions of the current bone lead metabolism model.
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applied to analyze the data (Minitab Statistical Software 2000, Minitab Corp., State

College, PA), and log-normal distribution was chosen for this analysis.

6.2.1 IVW method

IVW is the conventional method used in our lab to analyze the bone lead

measurement data. It is used to determine the mean x and the associated error s on the

mean and the formulae are listed below:

= "]" ............ (6.1)
o’

5= 11 ............ 6.2)
Zo,z

where x; is the concentration for an individual in the population, and o; is the uncertainty
of the concentration. Although IVW takes into account the observational uncertainty on
the measurements o;, it approximates the actual distribution by a delta function and
provides no information about the distribution width. Moreover, it includes the individual

concentrations below DL and negative concentrations, which means the actual mean

should be higher than the calculated one.
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6.2.2 KM method

KM method is also known as product-limit method. It can be applied for both left-
censoring and right censoring. This method is described in detail in Kaplan’s paper
(Kaplan 1958). Let’s look at a simple example for a set of left-censored data. A group of
67 people had their bone lead measured, and the bone lead concentrations for these

people are listed in Table 6-1.

(4,8] (8,12] (12,16] (16,20] (20,24] (24,28]
concentrations

True | DL | True | DL | True | DL | True | DL | True { DL | True | DL

No. of people 2 12 10 [ 10| 10 | 3 6 0 9 0 5 0

Table 6-1 Bone lead concentrations for 67 people
Note: Unit is pg Pb/g bone mineral (or ppm). True means the true concentration; DL

means the detection limit.

So there were 2 people with measured concentrations between 4 ppm and 8 ppm,
whereas there were 12 people whose results were below detection limits between 4 ppm
and 8 ppm, and so on. The histogram for these data is showed in Figure 6-1. The
conventional method to analyze censored data is called Reduced-Sample (RS) method, in
which the censored data were ignored during the process. In the KM method, both
uncensored and censored data were used for analysis. The cumulative distribution (CD)

and the probability distribution (PD) of the bone lead concentrations are shown in Table

6-2 by using KM method.
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Reduced sample IVwW KM
Mean SEM Mean SEM Mean SEM
15.65 0.63 11.44 0.51 11.22 0.48

Table 6-3 Mean and SEM calculated from reduced sample, IVW, and KM method

6.2.3 NA method

The detail descriptions for NA method can be found in Aalen and Nelson’s papers (Aalen.
1978, Nelson 1972). The idea also comes from the survival analysis. If at a point of time
t;, d(t;) lives out of a set of n(t;) lives die, then the hazard rate (or failure rate) at time t; is

d(x;)/n(x;). Cumulatively sum these up from time zero to time t; to get the cumulative

hazard rate:

d(t,
H(n= Z% (S5 MR (6.4)

The survival function can be obtained by the exponential of the cumulative hazard rate:
S(t) =expl-Y_d(t;)/ n(t)]............ (6.5)

By adopting the above analysis, the cumulative distribution function F(x) by NA method

is

Fyu(x) =exp[=)_d(x;)/ n(x))]............ (6.6)

Again, d(x;) is the number of measurements with the result x;, while n(x;) is the number

of concentrations that can be measured or censored for x>x;. The number of

measurements with the result x; (d(x;)) corresponding to the death number at time t; (d(t;)),
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because for the measurements with result x;, those measurements (or numbers) have gone,

and not exist (died) anymore for the following regions.

6.2.4 RM method

The RM method was developed by Kubala-Kukus et al. (Kubala-Kukus et al.
2001). Denoting the measured concentration distribution of bone lead in a population of
N samples by n(x) and the distribution of reported DLs by m(x), the original
concentration distribution N(x) for thé studied population can be deduced. The total

numbers of measured concentrations and reported detection limits are

=2 (6.7)

m= Zm(x,.)

The detection limits of the method for a given population of samples are
characterized by some probability distribution P(x), andZP(x,.)=l. The number of
measured concentrations n(x) for a given concentration range X can be expressed as a
product of original concentration distribution N(x)and the probability that the actual

value of DL is smaller than x, namely

n(x) =N D P(X) conveernnene (6.8)

Similarly, the number of reported DLs m(x) for a given concentration range x can
be expressed as a product of the probability P(x) and the number of samples in which the
concentration is less than x, namely

m(x) = P(x) D N(5) ovenennenn (6.9)

x<y;
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By solving the equations (6.8) and (6.9), the original probability distribution can

be expressed as

N(x) _ n(x)

LIV SIS OX S (6.10)

f = = R P L)

where F(x)= Z[n(x,.) +m(x;)].

x<yx,

To make the formula consistent with those for the KM and NA methods, the

formula can be rewritten as

_ @ _ d(x;)
S () = ) exp( Z‘,—n(x,-)) ............ (6.11)

Here d(x;) is the number of measurements with the concentration range x;, while n(x;) is

the number of concentrations that can be measured or censored for x>x;.

6.2.5 Mean and uncertainty of the mean

Following the discussion above, the probability distribution function for left-
censored bone lead concentration data can be obtained by KM, NA, or RM method. The

mean and uncertainty of the mean for these data sets can then be calculated as

<x>= Zx,.f(x,.)
o2 =Y x fx)-<x> i (6.12)
o
o-meun =
N-2

where x; is the average concentration of the ith range and f(x;) is the probability function

for this range.
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6.2.6 Log-normal distribution

The distribution of the trace element concentration in biomedical samples is
asymmetric. This asymmetric distribution can be well described by a log-normal

distribution. The probability distribution function for the log-normal distribution is

1 Inx— u)?
f(x)=J2_ﬂoxexp(——m—;‘_T/1)—) ............ (6.13)

The mean, median, and variance of the concentrations for this group can be expressed as

1,
mean = exp(u +50")

median =exp() = e (6.14)
variance = exp(24 + o> )[exp(c” = 1)

The window width for a log-normal distribution is

wl-
~
o
—
%]
~—

w. =09An >............

opt

where A = min(standard deviation, interquartile range/1.34), and n is the sample number.
The log-normal distribution fitting could be performed by using the data from the KM,
NA, or RM method, but in this work, it was carried with Minitab statistical software for
the simplicity of the analysis procedure. The lognormal distribution by using Minitab is

fitted by a nonparametric Turnbull Method (Turnbull 1974, 1976).

6.3 Measurements and populations

KM, NA, RM method, and Minitab statistical software were used to investigate

the mean, uncertainty of the mean, median, as well as the distribution properties of data
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of five towns surrounding lead smelter in the Silver Valley, Idaho, USA. Groups F and G
served as referents in the same age group, with no known exposure to lead. Bone lead
concentrations in Group A were measured in 1998, and in 1994 in Groups B through G.
A subset of women from Group B participated in a repeat study conducted in 2000, at
which time concentrations of lead in both tibia (Group H) and calcaneus (Group I) bones

were measured.

6.4 Results/discussion

The left-censoring analysis for the bone lead concentrations of these 9 groups
were performed by using KM, NA, RM method, and Minitab statistical software. The
data sets were grouped as measured concentrations and detection limits. As mentioned

before, the data analysis of our lab can give an exact concentration and an uncertainty for

the bone lead concentration for an individual. Since our uncertainty is around JZNM,,. ,

and DL is defined as around 3,/N,,, , the concentrations less than 2*uncertainties will be

grouped as a DL with a value of 2*uncertainty of the concentration. Table 6-5 shows the
mean, error of the mean (EM) or standard error of the mean (SEM) determined by inverse

variance weighted (IVW) averaging, KM, NA, RM, and Minitab statistic software.
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sometime. For group F and G, IVW method shows marginal significance, but the rest dp
not. So there is no definite conclusion for these two groups. For group B and H, none of
these methods shows significant differences, when they probably shouldn’t, because H is
a repeated subset of B.

An advantage of the left-censoring method is that you can get the distribution
function from the analysis. Figure 6-2 shows the histogram of bone lead concentrations
for the referent young adult women (group G). Figure 6-3 shows the PDF as estimated by
the four left-censoring methods for bone lead concentration measurements for the same

group.
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6.5 Conclusion

In conclusion, left-censoring analysis has some advantages in analyzing the
censored bone lead concentration data obtained by XRF measurement. For example, the
absolute value of mean acquired from left-censoring analysis is closer to the true value
compared to that acquired from the conventional IVW or RS analysis; left-censoring
analysis provides a way to find the distribution of the data for a particular group. But if
we are only concerned about the comparison between the means of two or more groups,
then the conventional analysis is as valid as the left-censoring analysis. Furthermore,

Minitab statistical software package is a very good and convenient tool to perform the

left-censoring analysis.
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Appendices: Introduction/Comments/Description

Part of the work described in the attached paper in Appendix I *“An investigation
of '®cd v-ray induced K-x-ray fluorescence bone-lead measurement calibration
procedure” was performed in the PhD program period, but was not included in the thesis.
For those who are interested in that work, please refer to the paper and my Master’s
thesis.

The work described in Chapter 6 is a joint work collaborated with my colleague
Marija Popovic. For some aspects of the work you may obtain a better idea by referring
to our joint paper “Left-censoring: A Statistical Approach for XRF Bone Lead Data
Analysis” listed in Appendix 1.

Appendix IV described a collaborative work with Dr. R. B. Richardson
(richardr@aecl.ca) in Radiation Biology and Health Physics Branch, Atomic Energy of
Canada Limited, Chalk River Laboratories. This work calculates the dose absorption
fraction for C-14 and Tritium in trabecular bone by Monte Carlo (MC) simulation and it
is important to the application of a physiological bone compartmental model that Dr.

Richardson has been developing.


mailto:richardr@aecl.ca




136

Luo LQ, Chettle DR, Nie HL, McNeill FE, Popvic M, Relationship of Compton Scatter
and Pb K-series Peaks with Different Filters and Collimators in an in vivo Analytical
System, in preparation

Luo LQ, Chettle DR, Nie HL, McNeill FE, Popovic M, Curve Fitting Using a Genetic
Algorithm for the X-ray Fluorescence Measurement of Lead in Bone, submitted

Nie HL, Chettle DR, Luo LQ, O’Meara JM, In vivo Investigation by Using a New Bone
Lead Measurement System, in preparation






screncr (@oinecrs NIM B

Beam intoractions
with Materials & Atoms


http://www.sciencedirect.com
http://www.elscvicr.com/locate/nimb
mailto:nich@mcmaster.ca

380 H. Nie ¢t al. I Nucl. Instr. and Meth. in Phys. Res. B 213 (2004) 579-583

Although the '®Cd K XRF method has been
considered as an effective method, the capacity of
this system is not good enough to satisfy the low-
level lead concentration investigations. Generally,
the average bone-lead concentration for the non-
occupationally exposed adults is about 10-20 pg Pb/
(g bone mineral) and the value maybe lower for
children, while the minimum detectable limit (MDL)
for a standard system (the optimal set-up for our
conventional '®Cd K XRF bone-lead measurement
system) is about 6-10 pg Pb/(g bone mineral). So the
bone-lead concentration for general population is
comparable with the MDL, which means we would
get a poor result for bone-lead measurements for the
general population. Since the hazardous effects at
low levels of lead for the general population espe-
cially for children have been increasingly of concern,
the improvement of MDL and hence the improve-
ment of this system is becoming an important aspect

for bone-lead measurement.

In this work, both Monte Carlo simulations and
practical experiments are used to investigate a
cloverleaf system, which consists of four 8 mm
detectors instead of the conventional one 25 mm
detector. The advantage of small detector is that it
has a better resolution and each of the four smaller
detectors can process the same number of counts
per unit time as the larger detector. This leads to a
much better MDL by using a stronger source.

2. Experimental method and data analysis
2.1. Standard system

The standard system consists of a 25 mm radius
HPGe detector (the resolution is about 750 eV for
88.035 keV peak), a preamplifier, a main amplifier,
an analog-to-digital converter and a PC based
multi-channel analyzer system.

2.2. Cloverleaf system

The cloverleaf system has the same electronic
constituents as the standard system and the only
difference is that its dctector system consists of
four 8 mm radius small detectors and therefore
four sets of the same clectronic systems are needed.

In this work, experiments were based on a single
8 mm detector and assumed symmetry for the four
detector elements in the cloverleaf system.

2.3. Geometry

For convenience of comparison, another set of
arrangements has been used. It is similar to the
standard system except that it has different ge-
ometries. For the standard system, the source-
sample distance is fixed at 24 mm and gives rise to
a detector-sample distance of 38 mm. The source-
sample distance as well as the source detector
distance were changed to compare the results for
different geometries.

2.4. Samples

Two sets of samples have been used in this work.
One is the bare phantom which is made of plaster of
Paris. The other is the plaster of Paris phantom in
soft tissue leg phantom which is used to simulate in
vivo measurement. The latter is illustrated in Fig. 1.

2.5. Monte Carlo simulation

A Monte Carlo program was used to simulate
the measurement of these two scts of phantoms.
This program was developed by O'Meara and
Stronach and it has been used in several previous
studies [3-5].

2.6. Data analysis

2.6.1. MDL calculations for experiments

A non-lincar least square fitting program was
used to get the lead concentration and its uncer-
tainty by alpha-fitting (the fitting for the K4 and
K. peaks) and beta-fitting (the fitting for the Kp

Leg ph (radius 75mm, hciﬁm 100mm)
old phantom (radius 1 2mm, helght 100 mm}
Distance hetween surfaces 1 Smm)

Fig. 1. Phantom in leg phantom mcasurement.
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Abstract
Two sets of phantoms have been used to calibrate a '®Cd y-ray induced

K-XRF bone-lead measurement system. Both sets of phantoms are made
of plaster of Paris, but the calibration lines are significantly different. This
results in a significant difference for the derived concentrations of bone lead
for the same person using these two sets of phantoms. This study shows
that the different calibration lines are due to the different compositions of the
phantoms, which can then be accounted for by adjusting the parameters related
to the phantom composition in spectral analysis. Bone-lead concentrations
for ten lead-exposed smelter workers were computed before and after analysis
modification, and the results show that the bone-lead concentrations for the
same person calculated from two sets of phantoms are not significantly different,
only after the modifications are incorporated. Through these investigations. it
was discovered that a common practice of setting the ratio of the calcium edge
amplitude to the coherent scatter amplitude as a constant is only valid when
all spectra are acquired at the same system resolution. When there is a change
in the resolution between spectra. it has been determined that the ratio of the
calcium edge amplitude to the coherent area should instead be used as the
constant factor in the analysis program.

1. Introduction

The first in vivo x-ray fluorescence (XRF) measurements of lead in bone were performed by
Ahlgren er al using a 3’Co source in a 90° geometry (Ahlgren ef af 1976). The technique used
in our group is 109Ca y-ray induced K-x-ray fluorescence in a backscatter geometry, which
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was developed at the University of Birmingham (Laird er a/ 1982). Enhanced systems were
developed elsewhere. including one at McMaster University (Gordon et al 1993), in which a
199Cd source was mounted coaxial with, and in front of, the detector, resulting in a backscatter
source-sample-detector geometry. Since both the coherently scattered photons and the lead K
x-rays detected in this system are produced by unattenuated '%°Cd source y-rays interacting
in the bone, the ratio of the amplitudes of lead K x-rays and coherent peaks produces a robust
estimate of lead concentration in bone mineral (Somervaille er af 1985).

System calibration is one of the essential steps in the calculation of the lead concentration
of an unknown sample. In principle, if we know the lead concentration of a standard sample
and the coherent conversion factor (CCF), we can obtain the concentration in an unknown
sample by using the formula

. (K x-ray/coherent
(concentration) mpe = y/ Dsample

(K x-ray/coherent), . sug x CCF x (concentration)yundard n
where (K x-ray/coherent)umpte and (K x-ray/coherent)yangarg are the ratios of the amplitudes
of the x-ray and the coherent scaiter peaks in the sample and standard specira, respectively. 1f
the concentration of the standard is measured in g Pb/g phantom material, then the resulting
concentration of the sample wiil be given in ug Pb/g bone mineral. The coherent conversion
factor accounts for slight differences in scattering between the phantom material and bone
mineral. In practice, several phantoms are used to generate a calibration line.
In general, the phantoms used to calibrate the '®Cd induced K-XRF system are made
of plaster of Paris. The composition of plaster of Paris powder is CaSO4-1H,0, changing 1o
CaS0,-2H,0 during the preparation of the phantom. Previous studies have been performed
1o examine the purily of commercially available hemihydrate plaster and to illustrate how this
will affect the subsequent calculation of bone lead (Todd 2000, Aro ef al 1994). Specifically, a
stoichiometric analysis of a commercially available plaster indicated that the concentration of
CaS04-2H,0 was 92.3%. The impurities in the plaster gave rise 1o a coherent scattering
cross-section that was 0.045% greater than that of the pure hemihydrate plaster. The
change of CCF due to the impurities was negligible during the calculation of the bone lead
(Todd 2000). Aro et al used inductively coupled plasma mass spectrometry (ICPMS) to
evaluate the suitability of plaster of Paris phantoms as a calibration standard and found that
the calculated phantom concentrations underestimated measured concentrations by 15% on
average. These authors suggested that plaster of Paris phantoms used for calibration should
be measured for lead concentration by ICPMS or another valid analytical technique (Aro er a/
1994).
The phantoms used at McMaster University are made of plaster of Paris. There are two
sets of phantoms: one set has a radius of 1.2 cm, while the second, more recent, set has a
radius of 2.5 cm. The second set was made in an effort to improve the uniformity of the lead
distribution. We found that the calibration lines for these two sets of phantoms, and hence the
results of the bone-lead concentration calculated from them, were significanily different. The
impurity of the material was then questioned, and several methods were employed to nna‘lysc
the composition of the phantom material. The spectral fitting program was then modified
according to the phantom composilion. '
Through these investigations of spectral fitting, it was observed that !he caICfum (-:dg.c
amplitude to coherent peak amplitude ratio depends on the system rcs_oluuon. This ratio is
typically set as a constant in the filting algorilhfn. and these observations suggest that this
practice is only valid if all spectra are acquired with the same system resolution. Thercf'ore, a
more robust ratio was sought in these studies, one which is not dependent on system variables
such as the resolution.
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Figure 2. The Ca und S K edge features in a spectrum acquired from a 0 ppm plaster phantom
over a 70 h measurement period.
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Figure 3. The K, and Ky calibration lines for both sets of phantoms.

phantoms with lead concentrations of O ppm, 12 ppm and 21 ppm were measured four times
each for 12 h. The ratio of the Ca edge to coherent peak amplitudes and the ratio of S edge to
Ca edge amplitudes were allowed to vary in the analysis program. Based on these findings,
more detailed analysis of the composition of the new phantoms was conducted by chemical
analysis. neutron activation analysis (NAA), prompt-y NAA and XRF.

3. Results/discussion
3.1. The calibration lines for the old and new phanioms

Figure 3 shows the calibration lines for the old and new phantoms. Note that there are two

calibrmion.lines for each set of phantoms: one line is generated by plotting the ratio of the K,
peak amplitude 1o coherent amplitude, whereas th

e 3 - .
the K to coherent peak amplitudes. other is generated by plotting the ratio of
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over the course of a series of calibration and subject measurements. However, it has also been
demonstrated that in practice this change has only a minor effect on the resulting concentration
calculations since detector resolution normally varies little during a set of measurements.
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Appendix II Initial work in calculating the dose absorption fraction for *C and

tritium in trabecular bone by Monte Carlo (MC) simulation

This is a collaborative work with Dr. R. B. Richardson (richardr@aecl.ca) in
Radiation Biology and Health Physics Branch, Atomic Energy of Canada Limited, Chalk
River Laboratories. Dr. Richardson is in the process of developing a physiological bone
compartmental model. This model is being initially applied to the intake and dosimetry of
"*C and tritium. In order to calculate the committed equivalent dose to the critical target
tissues in bone, it is necessary to evaluate the radionuclide absorbed fractions in those
target tissues. The absorbed fraction can be estimated by using Monte Carlo simulations.
This appendix will show some work performed to calculate the dose absorption fraction
for '*C and tritium in trabecular bone by MC simulation and some initial results.

The simulation is based on a trabecular bone cavity model designed by Dr.
Richardson and he is still in the process of perfecting the model. Figure 1 shows the three
dimensional plot for one cavity unit. This unit is shown as a cube of
1250um*1250um*1250um. Clearly this unit is repeated many times in assemblies with
widely varying geometries in actual bone. The grey part of the figure represent the bone

plates and the transparent part is mainly bone marrow.
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BMU is static in this work. So the dynamic nature of the BMU should be simulated in the
future work. In future work, the chord distributions for marrow and bone should also be

generated and compared to the data reported in the literature.
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Appendix III Fitting programs

Shell:
¢ MQINITALFOR ((Initial scction of program))

c““‘“‘".‘..l“..."lll“"l.‘.“""“‘.l“‘.‘lt..lt‘!."*la

VARIABLE DICTIONARY

L[]

AAI() - first guess at paramelers

ADEV() - deviation

ALl - magnitude of alpha | peak

ALIERR - error of magnitude of alpha | peak

BE! - magnitude of beta | peak

BEIERR - crror of magnitude of beta | peak

COl - magnitude of coherent peak

COIERR - crror of magnitude of coherent peak

CPOS - position of coherent peak (in channcls)

FNAM - name of data file (cg. in c:\ff\ directory)
Up to 35 letters long, including path

FTl - variable used to remove magnitude of peak from FIT
to WORK

FTIERR - the error of the peak of FT1

G - gain(cV/channel)

ICOM() - commenis to add to output file (header)

IDTE() - daic 1o add to output file (header)

IH2() - random number sced

T - counter 1o keep track of number of files

INUM - the number of files that are in the data file

IRES - variable used to replace Iin specifying ADEV(I)

ISUB - variable used to indicate if data is for phantoms or people
ISUB =0 if people
ISUB = I if phantoms

ITEST - variable uscd to determine whether or not 1o plot data
ITEST = | if data IS to be plotted for cach region
ITEST=0if NOT

NF - variable used to choose which subroutine is run

NPTS - number of channels

NR - number of paramieters to be fitted over a restricted
range

NST - start channe!

NTERMS - number of parameters to be fitted (max 10)

NTOP - last channel number (NTOP = NPTS + NST -1)

OFSET - channel offset

OUTI - first output file - contains only peak amplitudes and
their errors

¢ OUT2 - second output file - contains the more complete output

¢ RA  -ratio of alpha I amplitude to coherent amplitude

0 0606060066 66606006000000000O00GCGOCOGGCELCOCOGCOCCO0CGCGDOODDCGO00



RAERR -crror of RA (std. dev)

RB - ratio of beta ) amplitude to coherent amplitude

RBERR -crror of RB (std. dev)

SA - slopc of alpha calibration line

SAERR -crrorof SA (std. dev)

SB - slope of beta calibration line

SBERR -error of SB (std. dev)

BA - y-intercept of alpha calibration linc

BAERR - crror of BA (std. dev)

BB - y-intercept of beta calibration line

BBERR -cmorof BB (sid. dev)

COVA - covariance between SA and BA for alpha calib. line

COVB - covariancc between SB and BB for bela calib. line

PPMA - lead concentration obtained via alpha | peak amplitude

PPMAER - error of PPMA (std. dev)

PPMB - lead concentration obtained via beta | peak amplitude

PPMBER - crror of PPMB (std. dev)

PPM - lead concentration obtained by a weighted mean of
PPMA and PPMB

PPMERR - crror of PPM (std. dev)

STPARA - name of file which contains the starting parameters

SBNAME - name of subroutine to add to output file (header)

O0O6C 06060000 00606C066000060000060~60a0

C“‘lt“!l.ll"l“.“.“"t!‘."t“‘“..‘.1‘!‘."“‘.““"‘.l.‘
c
¢ specification of variables
CHARACTER*50 INFILE.OUTFILE,OUT1,0UT2,0UT3,0UT4,NAMEFILE

CHARACTER*80 DATE, COMMENTI1. COMMENT?2, COMMENT3
DIMENSION IRESS(10)

CHARACTER*50 SBNAME. FNAM
CHARACTER*30 IDTE

CHARACTER*35 STPARA, SCALIB

DIMENSION ICOM(108), AA1(10), ADEV(10), IH(2),
+ OFSETS(500), HH(500), WW(500)

DATA AAL/10*0./

¢ Initialize variables:

H(1) =2

[H(2) =4

CPOS =0.

ALl =0.
ALIERR =0.
BEl =0.
BEIERR =0.
RA =0.



RAERR =0.
RB =0.
RBERR =0.
SA =0.
SAERR =0.
SB =0
SBERR =0.
BA =0.
BAERR =0.
BB =0.
BBERR =0.
COVA =0.
COVB =0.
PPMA =0.
PPMAER =0.
PPMB =0.
PPMBER =0.
PPM =0,
PPMERR =0.
col =0.
COIERR =0.
OouT| =" )
outr2 =' ’
out3 =’ !
STPARA =" '
SCALIB=" !
c
c Tell that output will be written to disk and ask for filename
WRITE(*,30) .
30 FORMAT(1X.'Please enter the name of the input file (including the
+path and extension:'/,1X,'eg. C:\datafile\filelist.inp)
WRITE(*.40)
40 FORMAT(1X,'NOTE: The name of the file can have up to 45 characters
+ (including the path).'/,1 X, This file MUST already exist.’)
WRITE(*.*)
READ({5,'(A)) NAMEFILE
WR[TE("‘)
c
¢ Read from file the names of the output files which are to be produced
OPEN(UNIT=9, FILE=NAMEFILE, STATUS='0OLD")
READ(9. 50) OUTFILE
50 FORMAT(A50)
2010 CONTINUE
c
¢ Add correct exiensions to the OUTFILE name
¢ and create OUT1.2,3.4 names, as same name, with .res, .ful, .dat



¢ and .plt extensions
OUTI=0UTFILE
OUT2=0UTFILE
OUT3=OUTFILE
INCHECK =0
DO 100 I=1.50
IF (QUTFILE(L:1) .EQ. ' ') .AND. (INCHECK .EQ. 0)) THEN
OUTI(l:1+3) = ".RES'
OUT2(I:1+3) =".FUL'
OUTA3(L:1+3) =" DAT
INCHECK=1
ENDIF
100 CONTINUE
WRITE(*.101)
101 FORMAT(1X,’OUTPUT WILL BE WRITTEN TO FILES:’)
WRITE(*,110) OUT1, OUT2, OUT3
110 FORMAT(1X,AS0)
¢
¢ Open files for input and output
LI=0
¢ Open OUTI as unit #3, OUT2 as unit #7, and OUT3 as unit #8
OPEN(UNIT=3, FILE=OUTI!. STATUS='NEW")
OPEN(UNIT=7, FILE=OUT2, STATUS="NEW)
OPEN(UNIT=8, FILE=OUT3, STATUS=NEW)
¢ Write name of output files to top of OUTI, and OUT2:
WRITE(3, 66) OUTI
WRITE(7, 66) OUT2
WRITE(8, 66) OUT3
66 FORMAT(1X, 'Output filename: ",A35.)
¢
READ(9, 120) DATE, COMMENTI, COMMENT2, COMMENT3
120 FORMAT(A80.,A80./,A80./,A80)
¢ WRITE(*,122) DATE, COMMENT!, COMMENT2, COMMENT3
¢ 122 FORMAT(1X,A80./,1X,A80./,1X,A80/,1X,A80)
c

Li=Ll+]
WRITE(3.120) DATE, COMMENTI, COMMENT2, COMMENT3
WRITE(7.120) DATE, COMMENTI, COMMENT2, COMMENT3
WRITE(8,120) DATE, COMMENTI, COMMENT2, COMMENT3
¢ Writing a line of -'s:
WRITE(3.445)
WRITE(7,445)
WRITE(8.445)
445 FORMAT(/75(-")
READ(9. 90) IFILES
90 FORMAT(16)
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WRITE(*.*) IFILES
NFOLD=0
¢ loop for number of files being analysed
¢ end of loop must be outside all main individual analysis bits....
DO 200 IOUTER = 1 IFILES
READ(9.125) INFILE
FNAM=INFILE
125 FORMAT(ASD)
WRITE(*.*) INFILE
READ(9,*) NF
IF(NF .EQ. I}) THEN
READ(9,*) OFSET, NST, NPTS, G, ISUB, H(1), IH(2)
NTERMS =7
SBNAME = 'COHERENT with floating width and height '
IF(NFOLD .NE. NF) THEN
WRITE(8.126)
126 FORMAT(Init ChiSq.SX. Init A1.6X.'Init A2'.6X.'Init AY'.6X,
+ 'Init A4".6X.Init AS".6X.'Tnit A6'.6X.'Init AT 4X,
+ 'Final ChiSq'.4X.'Finl A1'6X.'Sig A1'7X.'Finl A2'.6X.'Sig A2',
+ 7X.Finl A3.6X.'Sig AY.7X.'Finl A4.6X.'Sig A4 7X.'Finl AS',
+ 6X.'Sig AS'.7X.'Finl A6'.6X,'Sig A6 7X.'Finl A7".6X.'Sig AT,
+ 24X.'Filename’)
NFOLD=NF
ENDIF
ELSE
IF (NF .EQ. |) THEN
NTERMS =5
SBNAME = ‘COHERENT with fixed width and height !
READ(9.*) OFSET, NST, NPTS, G, ISUB, IH(1), [H(2), W,H
ELSEIF (NF.EQ.2) THEN
NTERMS =4
SBNAME = 'BETA with linked amplitudes, Ca linked to coherent'
READ(9.*) OFSET,NST.NPTS,G.ISUB.IH(1).IH(2).W. H.CPOS.COI
ELSEIF (NF.EQ.3) THEN
NTERMS =6
SBNAME ="ALPHA with linked amplitudes )
READ(9,*) OFSET. NST, NPTS, G, ISUB, [H(1). IH(2). W, H
IF (NFOLD .NE. NF) THEN
WRITE(8.127)
127 FORMAT( Init ChiSq".5X,'Init A1',6X.'Init A2",6X.'Init AY.6X,
+ ‘Init A4',6X.'Init AS'.6X.'Init AG'4X,
+ 'Final ChiSq'4X.'Finl A1'6X,'Sig Al"7X,'Finl A2',6X.'Sig A2,
+ 7XFinl A3.6X.'Sig A3.7X,'Finl A4'.6X,'Sig A4'7X.'Finl AS’,
+ 6X,'Sig A5 7X,'Finl A6',6X,'Sig A6'.24X, Filcname’)
NFOLD=NF
ENDIF



ENDIF

ENDIF

Write(*,*) SBNAME
c

READ(9.*) (AA (), J=1,NTERMS)

c

¢ Initializc all deviations, ADEV(), to zero:
DO 1205, =1, NTERMS
ADEV(h)=0.
IRESS()=0

1205 CONTINUE

c

READ(9.*) NR

READ(9.*) (IRESS(J), ADEV(IRESS(})), J=1,NR)

OUT4=INFILE
INCHECK =0
DO 1001 1=1.50
IF ((INFILE(L:1) .EQ. "} ,AND. (INCHECK .EQ. 0)) THEN
OUT4(1-4:1) ="PLT
INCHECK={
ENDIF
1001 CONTINUE
c
¢ Open files for PLOT output
OPEN(UNIT=2, FILE=OUT4, STATUS="NEW")
WRITE(2,446) FNAM
446 FORMAT('Plotting file ',A50)
WRITE(2.447)
447 FORMAT('Output from Marquardt fit. Data is in columns:',
+/,5x,'Channel number'.2x.'Counts',2x, Fitted counts’)

¢ Output to file OUT2, full output file
¢ Writing the subroutine to OUT2:
WRITE(7.448) SBNAME
448 FORMAT(/.1X,'SUBROUTINE: *,A50.)
c
¢ Writing the number of channels and starting channel to QUT2:
WRITE(7,449) NPTS, NST
449 FORMAT(10X,13.' channels starting in channe! *,13)
c
¢ Write starting parameters to output location;
WRITE(7,1218)
1218 FORMAT(11X,'The starting parameters are:")
DO 1203, 1= 1, NTERMS
WRITE(7,1217) I, AAL(D)



1217 FORMAT(16X, 'A(".12,") ='.G12.5)
1203 CONTINUE
c
¢ Output the number of parameters to be fitted over a restricted range
WRITE(7,1201) NR
1201 FORMAT(10X,13,' RESTRICTED PARAMETERS:")
c
¢ oulput restricted parameters and deviations
DO 1202 J=1,NR
IRES=IRESS())
WRITE(7.310) IRES, AAI(IRES), ADEV(IRES)
110 FORMAT(16X.A(.12,') = ".G12.5. +/-",G12.5)
1202 CONTINUE
c
¢ Write the 2 random numbers to desired output:
WRITE(7.1211) IH(1), IH(2)
1211 FORMAT(/,1X,'random number eniry points *,I5,1X,I5)
c
¢ Set ITEST =0 so don't graph
ITEST=0
¢ Set the last channel number (NTOP)
NTOP=NPTS+NST-1
¢ Re-initialize FT1 and FTIERR:
FTI =0
FTIERR =0.
¢ SEED bit copied here from 2pbfit! on
CALL SEED(IH(1))
¢ Run the fit program:
CALL FIT(NTERMS, NPTS, NST. NTOP. NR, AAIl. ADEV, IH, ITEST, FNAM.
+ OFSET, CPOS, FTI, FTIERR, NF, G, W, H, ISUB, COl)
¢ Writing a line of -'s;
WRITE(3.445)
WRITE(7.445)
¢ Close analysed spectrum file
CLOSE(UNIT=2, STATUS='KEEP")
¢ End of loop for multiple file analysis
200 CONTINUE
¢ Close all remaining units
CLOSE(UNIT=9, STATUS="KEEP')
CLOSE(UNIT=3, STATUS='KEEP")
CLOSE(UNIT=7, STATUS="KEEP")
CLOSE(UNIT=8, STATUS="KEEP")
¢ End of program
END~

Subroutine 1;



¢ CERFVWAL.FOR ((Called as FUNCCW))
¢ Function for coherent and lead beta 2 peaks.
FUNCTION FUNCCW(X, A, G, W, H)

Variable Dictionary
A(I) - position of coherent
A(2) - amplitude of coherent
A(3) - width of coherent
A(4) - amplitude of LEAD beta 2
NOTE: in this program, the position of the beta 2 is fixed
with respect to the position of the coherent peak
A(5) - amplitude of exponential background
A(6) - exponent coefficient of exponential background
A(7) - step height (fraction of peak height)
SIGMAAC(]) - error of A(I)
G - gain in ¢V/channel
X - channel number (position)
Z1 - gaussian parameter for the coherent peak
Z2 - gaussian parameter for the Beta 2 1
Z3 - gaussian parameter for the Beta 2 Il
ZZ1 - exponential of gaussian for coherent: ZZ=exp(-Z*Z)
(depending on the magnitude of Z)
ZZ2 - exponential of gaussian for Beta 2 1
ZZ3 - exponential of gaussian for Beta 2 11
DIMENSION A(10)

CO06600060000O0000CO0OO0OO OO G 6OO0606CG6G

(2]

Evaluation of gaussian parameters:

Z1 =(X - A(DVA(3)

Z2=(X - (A(1) - (668./G)VA(3)

23 =(X - (A(1) - (BO2JG)VA(I)
¢ Evaluate the gaussian exponents, if they are large enough to avoid
¢ underflow, otherwise leave as zero:
721=0.0
272=0.0
223=0.0
IF(ABS(Z1).LT.5) ZZI=EXP(-Z1*Zl)
IF(ABS(Z2).LT.5) ZZ2=EXP(-22*Z2)
IF(ABS(Z3).LT.5) ZZ3=EXP(-Z3*Z3)

[

¢ Function:
FUNCCW = A(2)%(ZZI + A(T*erfc(Z1))
+ + A()*((ZZ2 + A(T)*erfc(Z2))
+ +0.509%(ZZ3 + A(7)*crfc(Z3)))
+ + A(S)*EXP(A(6)*X)
RETURN
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END
¢
¢ Subroutine to print peak amplitudes and their errors to OUTI
SUBROUTINE FWRCW(A, SIGMAA. J)
DIMENSION A(10), SIGMAA(10)
WRITE(J.220) A(2), SIGMAA(2)
220 FORMAT(1 X, ‘Coherent peak amplitude is: \G12.5." +/- \G12.5)
WRITE(J,225) A(1), SIGMAA(1)
225 FORMAT(1 X, 'Coherent peak position is: .G12.5." +/- ,.G12.5)
WRITE(J.230) A(3). SIGMAA(3)
230 FORMAT(1X, ‘Coherent peak width is:  ".G12.5,' +/- \G12.5)
c
¢ Writing a linc of -'s:
WRITE(J.445)
445 FORMAT(/75(-")
c
RETURN
END-

Subroutine 2:
MQALPHI.FOR ((Called as FUNCA))

Function for lead alpha peaks.

Variable dictionary

A(1) - position of lead alpha |

A(2) - amplitude of lead alpha |

A(3) - amplitude of exponential background |

A(4) - exponent coefficient of exponential background |
A(5) - amplitude of exponential background 2

A(6) - exponent cocfficient of exponential background 2
SIGMAA(]) - error of A(l)

W - width, in channels

H - heiglt

G - gain in eV/channel

X - channel number

Z - gaussian parameter for lead alpha | peak (not squared)
V - gaussian parameter for lead alpha 2 peak

ZZ - exponential of gaussian for lead alpha |

VYV - exponential of gaussian for lead alpha 2

0000606006060 O0CO0O000O00

REAL FUNCTION FUNCA(X. A.G. W, H)
DIMENSION A(10)

¢ Evaluation of gaussian parameters:
Y =(X - (A(l) - (2165/GNIW
Z=(X-A(l)YW
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Evaluate the gaussian exponents, if they are large cnough to avoid
undcrflow, otherwise leave as zero;

YY =0. :

ZZ=0.

IF(ABS(Y).LT.5) YY=EXP(-Y*Y)

IF(ABS(Z).LT.5) ZZ=EXP(-Z*Z)

Evaluate the function

FUNCA = A(2) * (ZZ + H*ERFC(Z)) + (0.593*A(2)) * (YY + H*ERFC(Y))
1+ A(3) * EXP(A(4)*X) + A(5) * EXP(A(6)*X)
RETURN

END

Subroutine to print alpha | peak amplitudes and crror to OUTI
SUBROUTINE FWRA(A, SIGMAA, J)
DIMENSION A(10), SIGMAA(10)
WRITE(),220) A(2), SIGMAA(2)
220 FORMAT(I X, ‘Alpha | peak amplitude is: ",G12.5, +/- . G12.5)
RETURN
END-

Subroutine 3:

c
[+
C
c
[
c
[
c
C
[
c
[
C
c
<
c
c
[
C
[
C
C

MQBETAI.FOR ((called as FUNCB))
Function for lcad beta peaks.
Variable Dictionary
A(1) - amplitude of beta 1
A(2) - amplitude of exponential background
A(3) - exponent coefficient of exponential background
A(4) - exponential on calcium & phosphorus edges
COl - height of coherent peak
CPOS - position of coherent peak (in channels)
ISUB - variable used to indicate if data is for phantoms or people
ISUB = 0 if people
ISUB = 1 if phantoms
SIGMAA(I) - error of A(I)
W - width, in channels (fixed)
H - height (fixed)
G - gain in ¢V/channel
X - channel number (position)
Y - gaussian parameter for beta 3 peak (not squared)
Z - gaussian parameter for beta | peak (not squared)
YY - exponential of gaussian for beta 3
ZZ - exponential of gaussian for beta 1
CA - gaussian parameter for calcium edge feature
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POSCA - used to calculate CA and in Ca exponential background
P - gaussian paramelter for phosphorus edge feature

POSP - used to caiculate P and in P exponential background

S - gaussian parameter for sulphur edge feature

POSS - used to calculate S and in S exponential background

REAL FUNCTION FUNCB(X. A, CPOS, G, W, H, ISUB, COI)
DIMENSION A(10)

Evaluate function depending on [SUB ( 0 = people, | = phantom)
IF (ISUB.EQ.0) THEN

Evaluation of PEOPLE gaussian parameters:
Z=(X - (CPOS - (3099./G))yW
Y =(X - (CPOS - (3585./G)))/W
POSCA = X - (CPOS - (4038./G))
CA = POSCA/W
POSP = X - (CPOS - (2146./G))
P = POSP/W

Evaluate the PEOPLE gaussian exponents, if they arc large enough to
avoid underflow, otherwise leave as zero:

ZZ=0.

YY =0.

IF(ABS(Z).LT.5) ZZ = EXP(-2*2)

IF(ABS(Y).LT.5) YY = EXP(-Y*Y)

PEOPLE Function: (evaluating the gaussian peak, taking into account
the step function, and phosphorus and calcium edges):
FUNCB = A(1) *(ZZ + H*ERFC(Z)) + (0.523*A(1)) *(YY+H*ERFC(Y))
+ +A(2) * EXP(A(3)*X) + 0.0056*W *COl *(EXP(A(4)*POSCA) *
1 ERFC(CA) +0.21 * EXP(A(4)*POSP) * ERFC(P))

ELSEIF (ISUB.EQ.1) THEN

Evaluation of PHANTOM gaussian parameters:
Z=(X - (CPOS - (3099./G))yW
Y =(X - (CPOS - (3585./G)))/W
POSCA = X - (CPOS - (4038./G))
CA = POSCA/W
POSS = X -(CPOS - (2472./Gy)
S = POSS/W

Eva}unlc the PHANTOM gaussian exponents, if they are large cnough 1o
avoid underflow, otherwise leave as zero:



ZZ=0.

YY=0.

IF(ABS(Z).LT.5) ZZ=EXP(-Z*2)
IF(ABS(Y).LT.5) YY = EXP(-Y*Y)

¢ PHANTOM Function: (evaluating the gaussian peak. taking into account
¢ the step function, and phosphorus and calcium edges):
FUNCB = A(l) *(ZZ + H*ERFC(Z)) + (0.523*A(1)) *(YY+H*ERFC(Y))
+ +A(2) * EXP(A(3)*X) + 0.005*W*COI *(EXP(A(4)*POSCA) * ERFC(CA)
+ +0.16 * EXP(A(4)*POSS) * ERFC(S))

ENDIF

RETURN
END

c

¢ Subroutine 1o print peak amplitudes and their errors to the file

¢ which was specified when asked for in DCWORK, namely: OUTI
SUBROUTINE FWRB(A. SIGMAA, J)
DIMENSION A(10), SIGMAA(10)

c
WRITE(J,220) A(1), SIGMAA(])

220 FORMAT(1X, ‘Beta | peak amplitude is: ,G12.5," +/-'.G12.5)

RETURN
END-

Subroutine 4:

¢ MQCOREAL.FOR ((Called as FIT))

¢ Calls to DERIVA to work out derivatives numerically

c
SUBROUTINE FIT(NTERMS, NPTS, NST, NTOP, NR, Al, DEV, IH, ITEST,
| FNAM, OFSET, CPOS, FTI. FTIERR, NF, G, W, H, ISUB, COl)

c
c.l'!'llll'l‘.‘#“tl““‘“lll“li‘t““‘l‘l'.."l“‘tl"t“‘t'll

¢ VARIABLE DICTIONARY
¢

¢ AIL() - Initial guess at parameter

¢ A() - New parameter value

¢ COI - amplitude of coherent peak

¢ CPOS - position of coherent peak (in channels)

¢ DERIV() - derivative of parameter

¢ DEV() - Deviation

¢ FNAM - name of data file (in A: drive)

¢ FT1 - variable used to remove magnitude of peak from FIT
c to WORK

¢ FTIERR - the error of the peak of FT1
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G - gain (¢V/channel)
IH() - Random number sced
ISUB - variable used to indicate if data is for phantoms or people
ISUB = 0if people
ISUB =t if phantoms
ITEST - determines whether or not to plot data
ITEST = | if data IS to be plotted for cach region
ITEST =0if NOT
NF - variable used to choose which subroutine is to be run
NFREE - number of degrees of frecdom (NFREE = NPTS - NTERMS)
NPTS - number of channels
NR - number of parameters to be fitted over restricied
range
NST - start channel
NTERMS - number of parameters
NTOP - last channcl number
OFSET - channel offsct
OUTI - first output file - contains only peak amplitudes and
their crrors
OUT?2 - second output file - contains the more complete output
SIGMAA(I) - ervor of A(i)
SPEC() - used to read data from data file
TEMPY - temporary Y uscd in loop
X() - channel numbers
Y() - data values
YFIT() - data values of fit function

066G 60606GO0O0GOoO0Nn000600006G060606T0L0¢6C6
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c
¢ specification of variables
CHARACTER®*35 FNAM
INTEGER*4 SPEC.CH,CHFT
REAL*8 TEMPY
DIMENSION SPEC(32.64)
DOUBLE PRECISION ARRAY
DIMENSION X(1024), Y(2048), YFIT(1024), WEIGHT(1024), A(10),
+ Al1(10), B(10), BETA(10), ALPHA(10,10), ARRAY(10.10). DERIV(i0),
+ DEV(10), SIGMAA(10), IH(2), YFITO(1024)
c
¢ Setall Y and YFIT values to zero (avoid problems if input file is short)
DO 2000 1=1,1024
Y(1)=0.
Y(1+1024)=0.
YFIT(1)=0.
YFITO()=0.
2000 CONTINUE



c Initialize new parameters to initial parameter gucsses:
DO 898 I1=1 NTERMS
A(D=AL(l)
898 CONTINUE

c
¢ If are running the first analysis model (ic. coherent) then write
¢ the spectrum file name to OUT! and OUT2, and its offsct to OUT2
¢ Write to screen that are analyzing the datafile:
¢ Write to OUT1 and OUT2 which program is being run:
IF(NF.EQ.11) THEN
WRITE(6,2190)
WRITE(3,2190)
WRITE(7,2190)
WRITE(3.36) FNAM
WRITE(7.36) FNAM
WRITE(7.2180) OFSET
ELSEIF (NF.EQ.!) THEN
WRITE(6,2200)
WRITE(3,2200)
WRITE(7,2200)
WRITE(3,36) FNAM
WRITE(7.36) FNAM
WRITE(7.2180) OFSET
ELSEIF (NF.EQ.2) THEN
WRITE(6.,2210)
WRITE(3.2210)
WRITE(7.2210)
ELSEIF (NF.EQ.3) THEN
WRITE(6,2220)
WRITE(3,2220)
WRITE(7.2220)
ENDIF
WRITE(6.39) FNAM
36 FORMAT(/, /. | X, 'FILE ANALYZED: ',A50)
39 FORMAT(1X, analyzing ', A35)
2180 FORMAT(1X,’'OFFSET:". 2X, 6.0./)
2190 FORMAT(1 X COHERENT PROGRAM, floating width:")
2200 FORMAT(1 X, COHERENT PROGRAM, fixed width:")
2210 FORMAT(1 X, 'BETA PROGRAM:)
2220 FORMAT(1X,’ALPHA PROGRAM:")
¢ Open the data file, specifying the record length RECL. Read data:
OPEN(1,FILE=FNAM,ACCESS="DIRECT ,RECL=128)
DO 99 J=1.64
READ(1,REC=)+1) (SPEC(1.)).1=1,32)
99 CONTINUE



CH=1
c
¢ Put the data in Y():
DO 600 J=1.64
DO 700 K=1,32
Y(CH)=SPEC(K.J)
CH=CH+1
700 CONTINUE
600 CONTINUE
c
CHFT=1
c
¢ Shift the Y(I)'s so they start at the channe! offset:
DO 650 1=OFSET,2048
TEMPY=Y(I)
Y(CHFT)=TEMPY
¢ Added 19/4/99: set Y(I) to zero afier picking up value. Otherwise
¢ data will repeat from OFSET upwards
¢ Y()=0.
CHFT=CHFT+1]
650 CONTINUE
c
CLOSE(UNIT=1.STATUS="KEEP’)
c
¢ Set X(I) = channel # (This is done for the channels from start
¢ channel, NST, (o last channel, NTOP):
DO 211 I=NST.NTOP
X(h=1
211 CONTINUE
c
¢ Initialize lambda:
FLAMDA=0.00!
c
¢ Calculate number of degrees of freedom:
Il NFREE=NPTS-NTERMS
IF(NFREE.LE.0) THEN
CHISQR=0,
GOTO 170
ENDIF
c
¢ Evaluate YFIT() using the functions FUNCA, FUNCB, FUNCC:
20 DO 680 I=NST.NTOP
IF(NF.EQ.11) THEN
YFIT(1) = FUNCCW(X(I), A, G, W, H)
ELSEIF (NF.EQ.1) THEN
YFIT(l) = FUNCC(X(1), A, G, W. H)



ELSEIF (NF.EQ.2) THEN
YFIT(I) = FUNCB(X(]), A, CPOS, G, W, H, ISUB, CO1)
ELSEIF (NF.EQ.3) THEN
YFIT(I) = FUNCA(X(I), A, G, W, H)
ENDIF
680 CONTINUE
¢ Evaluate chi-squared:
CHISQI=FCHIS(Y,NST,NTOP,NFREE,YFIT)
CHIINI=CHISQI
¢ Evaluate Weights:
DO 30 I=NST,NTOP
IF(Y(I).LT.0) THEN
WEIGHT(I) = L/(-Y(I))
ELSEIF(Y(1).GT.0) THEN
WEIGHT(1) = 1 /Y (])
ELSE
WEIGHT() = L.
ENDIF
30 CONTINUE
c
¢ Evaluate Alpha and Beta matrices:
31 DO 34 J=1,NTERMS
BETA(J)=0.
DO 34 K=1.J
34 ALPHA(J,K)=0.
41 DO 50 I=NST,NTOP
CALL DERIVA(X(I), A. DERIV, G, W, H, CPOS, ISUB, COl, NTERMS, NF)
DO 46 J=1,NTERMS
IF(NF.EQ.11) THEN
BETA(J)=BETA(J)+WEIGHT(I)*(Y(1)-FUNCCW(X(I).A,G.W.H))
1 *DERIV()
ELSEIF (NF.EQ.}) THEN
BETA(J)=BETA()+WEIGHT()*(Y(I)-FUNCC(X(1).A.G.W.H))
| *DERIV(J)
ELSEIF (NF.EQ.2) THEN
BETA(J)=BETA(+WEIGHT(*(Y(I)-
l FUNCB(X(1),A.CPOS.G,W,H,ISUB,CO1)) * DERIV(])
ELSEIF (NF.EQ.3) THEN
BETA())=BETA(J)+WEIGHT(1)*(Y(I)-FUNCA(X(]),A.G.W.H))
1 * DERIV()
ENDIF
DO 46 K=1,}
46 ALPHA(J.K)=ALPHA(J.K)+WEIGHT()*DERIV(J))*DERIV(K)
50 CONTINUE
51 DO 53 J=1.NTERMS
DO 53 K=1.)
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53 ALPHA(K.J)=ALPHA(J.K)
c
¢ Evaluate Chi Square at starting point
6! DO 62 I=NST.NTOP
IF (NF.EQ.11) THEN
YFIT(1) = FUNCCW(X(}), A, G, W, H)
ELSEIF (NF.EQ.1) THEN
YFIT(l) = FUNCC(X(D). A, G, W, H)
ELSEIF (NF.EQ.2) THEN
YFIT(I) = FUNCB(X(I), A, CPOS, G, W, H. ISUB. COl)
ELSEIF (NF.EQ.3) THEN
YFIT(I) = FUNCA(X(D), A, G. W, H)
ENDIF
62 CONTINUE
63 CHISQI=FCHIS(Y ,NST.NTOP.NFREE,YFIT)
c
¢ Write chi squarcd and new parameter values (o screcn and unit 7 (.ful)
WRITE(6.120) CHISQI.(A(1).I=! NTERMS)
WRITE(7.120) CHISQL.(A(1).I=1 NTERMS)
120 FORMAT(1X,'CHI SQ =".1X.G12.5/,5(1 X,G12.5)/.5(1 X.G12.5))
c
¢ Added bit 1o hold Yfit values from this chisq while testing
¢ ifitis best. To be retrieved later if so....
DO 620 I=NST,NTOP
YFITO(!) = YFIT(H
620 CONTINUE
¢
¢ Invert moglified curvature matrix to find new paramcters
71 DO 74 =1 NTERMS
DO 73 K=1 .NTERMS
73 ARRAY().K)=DBLE(ALPHA(J.KYDSQRT(ALPHA(L)Y/DSQRT(ALPHA(K.K)))
74 ARRAY(J.J)=DBLE(1.+FLAMDA)
80 CALL MATINV(ARRAY NTERMS.DET)
81 DO 84 J=1 NTERMS
B(J)=A())
DO 84 K=1.NTERMS
84 B())=B(J)+BETA(K)*SNGL(ARRAY(J.K))/DSQRT(ALPHA(J.)))
+ /DSQRT(ALPHA(K.K))
IF(NR.EQ.0) GO TO 91
DO 308 J=t,NTERMS
IF(DEV(J).EQ.0) GO TO 308
IF(ABS(B(J)-A1(J).LT.DEV(J)) GO TO 308
c
¢ Get random number 1o reset variable(s) which have hit limits
CALL RANDOM(YFL)
¢ Line below modificd 28/4/99 (IMS) to have *1.8 instead of *2



B(J) = (YFL-.5)*L.8*DEV())+AI(])
308 CONTINUE
¢ If Chi Square increases, increasc FLAMDA and try again
91 DO 92 I=NST.NTOP
IF(NF.EQ.11) THEN
YFIT(1) = FUNCCW(X(I), B, G, W, H)
ELSEIF (NF.EQ.1) THEN
YFIT(1) = FUNCC(X(1), B, G, W, H)
ELSEIF (NF.EQ.2) THEN
YFIT(1) = FUNCB(X(1), B, CPOS, G, W, H, ISUB, COI)
ELSEIF (NF.EQ.3) THEN
YFIT() = FUNCA(X(), B, G, W, H)
ENDIF
92 CONTINUE
93 CHISQR=FCHIS(Y NST.NTOP,NFREE,YFIT)
CHIDIF=CHISQI-CHISQR
IF(CHIDIF)94,101,101
94 IF(ABS(CHIDIF)-1.E-03) 33,33,95
95 FLAMDA=10."FLAMDA
GOTO 71
¢ Evaluate parameters and test for convergence
101 FLAMDA=FLAMDA/10.
DO 103 J=1 NTERMS
A()Y=B()
103 CONTINUE
IF(CHIDIF-.001*CHISQR)115,31,31
33 CHISQR=CHISQI
¢ Added bit to retrieve YFIT values from chisql from earlier
DO 621 I=NST.NTOP
YFIT(I) = YFITO(])
621 CONTINUE
115 CALL MATINV(ARRAY NTERMS,DET)
FLAMDA = 0.001
DO 709 J=1,NTERMS
ARRAY(}.J) = DBLE(l.+FLAMDA)
709 CONTINUE
CALL MATINV(ARRAY NTERMS,DET)
c
¢ Write the final value of chi-squared to OUT1 and OUT2:
WRITE(3.55) CHISQR
WRITE(7.55) CHISQR
55 FORMAT(IX, 'FINAL chi squared ='.G12.5)
¢ Calculate the errors and write the final parameter values and
¢ errors to OUT2:
DO 107 J=1 NTERMS
SIGMAA(J)=DSQRT(SNGL(ARRAY(1.J)ALPHA(J.J})



WRITE(7.130) J, A(J), SIGMAA())
130 FORMAT(SX." A(\I1,)="GI2S. + GI2.5)
107 CONTINUE
c
¢ Added section to write out ChiSq, Peak amp, error, position,
¢ ermor, width, error. ETC and file name to file for excel
IF (NF.EQ. 11) THEN
WRITE(8,135) CHINLAI(1),A1(2), Al(3), Al(4), Al(5).
+ Al(6).A1(7), CHISQR,A(1).SIGMAA(1).A(2).SIGMAA(2).A(3),
+ SIGMAA(3),A(4).SIGMAA(4).A(5).SIGMAA(5).A(6).SIGMAA(6),
+ A(7), sigmaa(7), FNAM
135 FORMAT(23(G12.5,1X),A50)
ENDIF
IF (NF .EQ. 3) THEN
WRITE(8,136) CHIINLAI(1),A1(2),A1(3),A1(4),A1(5),A1(6),
+ CHISQR.A(1).SIGMAA(1),A(2),SIGMAA(2),A(3).SIGMAA(3),
+ A(4),SIGMAA(4),A(5).SIGMAA(5).A(6).SIGMAA(6).FNAM
136 FORMAT(20(G12.5,1X).A50)
ENDIF
¢ Nich
IF (NF .EQ. 2) THEN
WRITE(8,137) CHIINI, Al(1),A1(2),A1(3),A1(4).CHISQR,
+ A(1).SIGMAA(1),A(2).SIGMAA(2),A(3).SIGMAA(3).A(4),
+ SIGMAA(4),FNAM
137 FORMAT(14(G12.5.1X),A50)

END IF
c
WRITE(6,*)
c
¢ Experimental writing out of ch, counts, fitted counts - not sure
c that final values of y and yfit are those corresponding to best fit...
IOF=50
IF (NST .LE. IOF) IOF=NST
DO 1080 IPR = NST-IOF+1, NTOP+IOF
IF(IPR .LT. NST) then
WRITE(2,109) IPR+OFSET-1, Y(IPR)
ELSEIF (IPR .LE. NTOP) THEN
WRITE(2.108) IPR+OFSET-1, Y(IPR), YFIT(IPR)
ELSE
WRITE(2,109) IPR+OFSET-1,Y(IPR)
ENDIF
1080 CONTINUE
108 FORMAT(GI2.5. 2X, G12.5, 2X, G12.5)
109 FORMAT(G12.5, 2X, G12.5)



¢ Setting FT1 equal to the peak amplitude, and FT1ERR equal to the
¢ error of the peak amplitude to take these values out of FIT to WORK.
¢ For the coherent program, also set CPOS equal to the coherent peak
¢ position.
¢ Also writing the required amplitudes and errors and width to the
c file OUTI which is unit #3
IF(NF.EQ.11) THEN
FT1 = AQ2)
FTIERR = SIGMAA(2)
CPOS = A(l)
CALL FWRCW(A, SIGMAA, 3)
ELSEIF (NF.EQ.1) THEN
FT1 = A(2)
FTIERR = SIGMAA(2)
CPOS = A(l)
CALL FWRC(A, SIGMAA, 3)
ELSEIF (NF.EQ.2) THEN
FTi = A(l)
FTIERR = SIGMAA(])
CALL FWRB(A, SIGMAA, 3)
ELSEIF (NF.EQ.3) THEN
FTI=A(2)
FTIERR = SIGMAA(2)
CALL FWRA(A, SIGMAA, 3)
ENDIF
c
GOTO 38
c
¢ Error message if have O or less d.o.f.
170 WRITE(6.180)
180 FORMAT(1X.'<=0 Degrees of Freedom'./)
c
¢ Error message if cannot find spectrum file
16 WRITE(6,37) FNAM
37 FORMAT(1X,'Cannot find ',8A2)
c
38 RETURN
c
¢ not clear what purpose of this statement is, as it is beyond the
¢ retumn from the subroutine....
1099 CONTINUE
END

Subroutine 5;
SUBROUTINE MATINV(ARRAY ,NORDER.DET)
DOUBLE PRECISION ARRAY.AMAX . SAVE
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DIMENSION ARRAY(10,10).IK(10).JK(10)
10 DET=1.
11 DO 100 K=1,NORDER

C FIND LARGEST ELEMENT ARRAY(LJ) IN REST OF MATRIX
C
AMAX=0.
21 DO 30 I=K.NORDER
DO 10 J=K.NORDER
23 IF(DABS(AMAX)-DABS(ARRAY(1.))))24.24,30
24 AMAX=ARRAY(L])
IK(K)=1
JK(K)=)
30 CONTINUE

C
C  INTERCHANGE ROWS AND COLUMS TO PUT AMAX IN ARRAY(K,K)
C
31 IRAMAX)41.32.41
32 DET=0.
GOTO 140
41 I=1K(K)
IF(I-K)21,51.43
43 DO 50 J=1.NORDER
SAVE=ARRAY(K.J)
ARRAY(K.J)=ARRAY(L))
50 ARRAY(L))=-SAVE
51 J=IK(K)
1F(J-K)21,61.53
53 DO 60 I=1.NORDER
SAVE=ARRAY(L.K)
ARRAY(L.K)=ARRAY(L))
60 ARRAY(1.J)=-SAVE
C
C ACCUMULATE ELEMENTS OF INVERSE MATRIX
C
61 DO 70 I=1,NORDER
IF(1-K)63,70,63
63 ARRAY(L.K)=-ARRAY(LKYAMAX
70 CONTINUE
71 DO 80 I=1.NORDER
DO 80 J=1,NORDER
IF(1-K)74,80,74
74 IF(J-K)75.80.75
75 ARRAY(L))=ARRAY(LJ+ARRAY(LK)*ARRAY(K.})
80 CONTINUE
81 DO 90 J=1,NORDER



1F(J-K)83.90.83
83 ARRAY(K,))=ARRAY(K JYAMAX
90 CONTINUE
ARRAY(K,K)=1/AMAX
100 DET=DET*AMAX
C
C RESTORE ORDERING OF MATRIX
C
101 DO 130 L=1,NORDER
K=NORDER-L+1
J=IK(K)
IFU-KN LT, 108
105 DO 110 I1=1,NORDER
SAVE=ARRAY(I.K)
ARRAY(I,K)=-ARRAY(L))
110 ARRAY(1.J)=SAVE
11 {=IK(K)
IF(1-K)130,130,113
113 DO 120 )J=1,NORDER
SAVE=ARRAY(KJ)
ARRAY(K.J)=-ARRAY(LJ)
120 ARRAY(1,J)=SAVE
130 CONTINUE
140 RETURN
END

Subroutine 62

¢ MQDERIVI.FOR ((Called as DERIVA))

¢ Subroutine to calculate derivatives:

¢ Calculates derivatives numerically, thus removing nced to have
separate sct of derivative formulae for each function.

Changes each parameter by a set fraction. Derivative is

then be found by calculating the function at A+deltaA (giving F(A+)),

and the function at A-deltaA (giving F(A-)); and then taking dF/dA to
be (F(A+)-F(A-))/(2*delaA)

«

060606006

SUBROUTINE DERIVA(X,A,DERIV,G,W,H,CPOS,ISUB,CO1,NTERMS,NF)
DOUBLE PRECISION AOLD,ACHAN,ADIFF

DIMENSION A(10),DERIV(10)

DOUBLE PRECISION YVAL,YPOS.YNEG

¢ Produce derivative for each parameter
DO 1720 Ji=1, NTERMS

¢ Store initial value for each parameter, as Double Precision



AOLD = DBLE(AU!))

¢ Set value for fraction by which to change parameter.
ACHAN=1.0d+02

c

¢ Select function to find derivatives for, and calculate

¢ the F(A+) and F(A-) values for this function.

¢ Note that the SNGL and DBLE statements here are critical

1730 IF(NF.EQ.11) THEN

A(J1) = SNGL(AOLD * (1.0D+00 + 1.0D+00/ACHAN))

YPOS = DBLE(FUNCCW(X, A, G, W, H))
A(J1) = SNGL(AOLD * (1.0D+00 - 1.0D+00/ACHAN}))
YNEG = DBLE(FUNCCW(X, A, G, W, H))
A(I1) =SNGI(AOLD)

ELSEIF (NF.EQ.1) THEN

A(J1) = SNGL(AOLD * (1.0D+00 + 1.0D+00/ACHAN))

YPOS = FUNCC(X, A, G, W, H)
A(J1) = SNGL(AOLD * (1.0D+00 - 1.0D+00/ACHAN))
YNEG = FUNCC(X, A. G, W, H)
A(J1)=AOLD

ELSEIF (NF.EQ.2) THEN

A(J1)=SNGL(AOLD * (1.0D+00 + |.0D+00/ACHAN))

YPOS = FUNCB(X, A, CPOS, G, W, H, ISUB, COl)

A(J1) = SNGL(AOLD * (1.0D+00 - 1.0D+00/ACHAN))

YNEG = FUNCB(X, A, CPOS. G, W, H, ISUB, COl)
A(J1)=AOLD
ELSEIF (NF.EQ.3) THEN

A(J1) =SNGL(AOLD * (1.0D+00 + 1.0D+00/ACHAN))

YPOS = FUNCA(X. A, G, W, H)
A(J1)=SNGL(AOLD * (1.0D+00 - 1.0D+00/ACHAN))
YNEG = FUNCA(X, A.G. W, H)
A(J1)=AOLD
ENDIF
c
¢ Calculate derivative
¢ (Note: no SNGL statement used here... may be worth adding il
¢ fitting proves difficult)
DERIV{I) = (YPOS-YNEG)/(2.0D+00*AOLD/ACHAN)
c
¢ If problems arise, may nced line below....
¢ if(DERIV(JI) .EQ. 0) DERIV(J1)=1.0E-16
c
1720 CONTINUE
c
RETURN
END



Subroutine 7:

¢ MQERFCI.FOR ((Called as ERFC))

¢ Function to calculate the complementary error function
FUNCTION ERFC(X)

c

¢ Calculation of the complementary error function

¢ based on the algorithm given by Spanier and Oldham

¢ (Spanier J and Oldham KB, 1987. An Atlas of Functions.)

¢ (Hemisphere Publishing Corporation. p385-393)

Al variables are taken as double precision, and constanls
are truncated with d+00 to provide maximum accuracy.
Note that DBLE and SNGL statements are very important
DOUBLE PRECISION T, TA, CPAR, F, Pl
DATA P1/3.14159265D+00/

c
c
c
c

T =DBLE(X)
TA = DABS(T)

o

Algorithm is provided in two alternative versions for absolute
values of T less than 1.5 and greater (equal) to 1.5
IF(TA .GE. 1.5D+00) GOTO 200

o

c

¢ section | from Spanicr and Oldham (T < 1.5)
CPAR = 1.0D+00
JE =3 + DINT(9.0D+00 * TA)
F=1.0D+00

10 CONTINUE
F=1+F*T*T*(5.0D-01 -JE)/(JE*(5.0D-01 +JE))
JE=JE- I
IF (JE .NE. 0) THEN
GOTO 10
ELSE
F=CPAR + F*T * ( 2.0D+00 - 4.0D+00 * CPAR )/ DSQRT(PD)
GOTO 300
ENDIF
c
¢ scction 2 from Spanier and Oldham (T >= 1.5)
200 CPAR=TA/T
JE=13 4+ DINT(32.0D+00/ TA)
F=0.0D+00
20 CONTINUE
.EI:E= 1.0D+00/ ( F*JE + DSQRT(2.0D+00* T * T))
=JE- 1|
IF (JE .NE. 0) GOTO 20
F=F* (CPAR*CPAR + CPAR - 1.0D+00) * (DSQRT(2.0D+00/P]) )
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+ * DEXP(-T*T) + ( 1.0D+00 - CPAR )
¢
¢ common scction - store valucs of erfc
¢ value of erfc ranges from 2 to O, but erfc used in fitting nceds to
¢ be from 1 10 0, therefore divide by 2 before passing back to main
300 ERFC = SNGL(F/2.0D+00)

TOUT=T

c

RETURN

END

Subroutine 8:

¢ MQFCHISI.FOR ((Called as FCHIS))

¢ Function to calculate Chi Squared

¢ Not clear why all lines are numbered....
FUNCTION FCHIS(Y NST.NTOP,NFREE, YFIT)
DIMENSION Y(4097),YFIT(2300)

c

11 CHISQ=0.

c

¢ Accumulate Chi Square

c

20 DO 30 I=NST.NTOP

30 CHISQ=CHISQ+ABS((Y(I)-YFIT())*(Y(I)-YFIT(D)VYFIT(1))

¢

¢ Divide by number of Degrees of Freedom

31 FREE=NFREE

32 FCHIS=CHISQ/FREE

c

40 RETURN
END






Shell:

C 2PBWORK.FOR

(o

INCLUDE ‘FGRAPH.FI'

C

Cos» L el BRERRERREERRRERE R B R KRR A KR KK N oo RO

C VARIABLE DICTIONARY

Cc

C AAI() - first guess at parameters

C ADEV() - deviation

C ALl - magnitude of alpha | peak

C ALIERR - error of magnitude of alpha I peak

C BEl - magnitude of beta | peak

C BEIERR - error of magnitude of beta | peak

C CO! - magnitude of coherent peak

C COIERR - error of magnitude of coherent peak

C CPOS - position of coherent peak (in channels)

C FNAM - name of data file (eg. in c:\f\ directory)

(o Up to 35 letters long, including path

C FT! - variable used to remave magnitude of peak from FIT

C to WORK

C FTIERR - the error of the peak of FTI

C G - gain (eV/channel)

C ICOM() - comments to add to output file (header)

C IDTE() - date to add to output file (header)

C IH2() - random number seed

C Il - counter to keep track of number of files

C INUM - the number of files that are in the data file

C IRES - variable used to replace | in specifying ADEV(])

C ISUB - variable used to indicate if data is for phantoms or people
ISUB = 0 if people
ISUB = 1 if phantoms

ITEST - variable used to determine whether or not to plot data
ITEST = 1 if data IS to be plotted for each region
ITEST #0if NOT

NF - variable used to choose which subroutine is run

NPTS - number of channels

C NR - number of parameters to be fitted over a restricted

C range

C NST - start channel

C NTERMS - number of parameters to be fitted (max 10)

C NTOP - last channel number (NTOP = NPTS + NST -1)

C OFSET - channel offset

C OUTI - first output file - contains only peak amplitudes and

Cc their errors

C OUT2 - second oulput file - contains the more complete output

sKeReXeXeKeKe]



C RA  -ratio of alpha | amplitude to coherent amplitude
C RAERR -ecrrorof RA (std. dev)
C RB - ratio of beta | amplitude to coherent amplitude
C RBERR -errorof RB (std. dev)
C SA  -slope of alpha calibration line
C SAERR -crrorof SA (std. dev)
C SB - slope of beta calibration line
C SBERR -errorof SB (std. dev)
C BA - y-intercept of alpha calibration line
C BAERR -erorof BA (std. dev)
C BB - y-intercept of beta calibration line
C BBERR -errorof BB (std. dev)
C COVA - covariance between SA and BA for alpha calib. line
C COVB - covariance between SB and BB for beta calib. line
C PPMA - lcad concentration obtained via alpha 1 peak amplitude
C PPMARER - error of PPMA (std. dev)
C PPMB - lead concentration obtained via beta 1 peak amplitude
C PPMBER - error of PPMB (std. dev)
C PPM - lead concentration obtained by a weighted mean of
C PPMA and PPMB
C PPMERR - error of PPM (std. dev)
C STPARA - name of file which contains the starting parameters
C SBNAME - name of subroutine to add to output file (header)
gi#‘l‘#"‘l#““'l"..l"“i#*lliil““l###'#“l“l“i#‘l#“‘tl‘
C
C SPECIFICATION OF VARIABLES
C
CHARACTER*50 SBNAME
CHARACTER*30 IDTE
CHARACTER*35 FNAM, OUTI, OUT2, OUT3. STPARA, SCALIB, INFILE
CHARACTER*35 FNAMS(500), files
DIMENSION ICOM(108), AA1(10), ADEV(10), IH(2),
| OFSETS(500), HH(500). WW(500)
DATA AAL/10*0/
1
! Initialize variables:
H(1) =2
[H(2) =4
CPOS =0.
ALl =0,
ALIERR =0.
BE!I =0.
BEIERR =0.
RA =0.
RAERR =0.
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RB =0.
RBERR =0.
SA =0.
SAERR =0.
SB =0
SBERR =0.
BA =0.
BAERR =0.
BB =0.
BBERR =0.
COVA =0.
COVB =0.
PPMA =0.
PPMAER =0.
PPMB =0.
PPMBER = 0.
PPM =0.
PPMERR =0.
col =0.
COIERR =0.
ouT) ='
OUT2
ouT3
STPARA ="' '
SCALIB=" '

mounn

! Tell that output will be written to disk and ask for filename

WRITE(*.14)

14 FORMAT(/.1 X,'All results from this analysis program will be writte
In to disk.'J)
999 CONTINUE
WRITE(*,15)
15 FORMAT(1X.'Pleasc enter the name of the input/output files (includ
+ing the path)'/,Ix,'with NO extension.'/,1X,
+There should be three input files, each with the same name, but d
+ifferent extensions:")
write(*,16)
16 format(1x,'7??77772.PAR start parameters file’/,1x,

Write(*,*)
READ(5.'(AY) files
WRITE(*,*)

WRITE(*.19)

19 FORMAT(1X,'Output filcs will be written as follows:'/, Ix,

WRITE(*,*)

.res = OUTI
ful = 0UT2
«at = OQUT3
.par = STPARA
.l = INFILE
.001 =SCALIB
OUT I=filcs
OUT2=files
OUT3=files
STPARA = files
INFILE = files
SCALIB = files
INCHECK =0
DO 100 1=1,50
IF ((files(i:1) .EQ."") .AND. (INCHECK .EQ. 0)) THEN
OUTI(I:1+3) = ".RES'
OUT2(I:1+3) =".FUL'
OUTX(L:1+3) =".DAT
STPARA(L:14+3) =".PAR’
INFILE(I:1+3) = "FIL’
SCALIB(I:1+3) =".001"
INCHECK=1
ENDIF
100 CONTINUE
WRITE(*.101)
10! FORMAT(1X,OUTPUT WILL BE WRITTEN TO FILES:")
WRITE(*.110) OUTI, OUT2, OUT3
110 FORMAT(1X,A50)

00660

Input the name of the file containing the starting parameters
Open OUT! as unit #3, OUT2 as unit #7, and OUT3 as unit #8

OPEN(UNIT=3, FILE=OUTI, STATUS='NEW)
OPEN(UNIT=T7, FILE=OUT2, STATUS=NEW)
OPEN(UNIT=8, FILE=OUT3, STATUS='NEW)

Write name of output files to top of OUT1, and OUT2:
WRITE(3, 66) OUTI



WRITE(7. 66) OUT2
66 FORMAT(I X, ‘Output filename: ',A35/)
WRITE(*.*)

! Input whether the spectra are from people or phantoms.

WRITE(*.5)

5 FORMAT(/,1X."Please indicate whether the spectra are from people o
Ir phantoms.'/.11x,'0 = people’, 10x.'l = phantoms’)
READ(5.(BN.11)"} ISUB

¢ comma added in line above by ims, 3/3/99 (was a space)
[

IF ((ISUB.NE.0) .AND. (ISUB.NE.1)) GOTO 999
! Open the data file which contains the filenames, etc.
OPEN(UNIT=4, FILE=INFILE, STATUS='OLD")

! Read in the number of data files to be analyzed.
READ(4.'(BN.14)) INUM

¢ comma added in line above by ims, 3/3/99 (was a space)
WRITE(*.*)

Read in the file names to the array FNAMS(), the offscis to the
array OFSETS(), the widths to the array WW() and the heights to
the array HH(), Write filenames to screen.

WRITE(*.13) INUM
13 FORMAT(14,’ files will be analyzed. These files are:’)
DO 7.1=1, INUM
READ(4.10) FNAMS(1), OFSETS(I), WW(I). HH(I)
10 FORMAT(A35, 4X. F5.0, 4X, F6.4, 4X, F8.6)
WRITE(*.11) 1. FNAMS(I)
11 FORMAT(1X, '#.13.": " A35)
7 CONTINUE
CLOSE(UNIT=4, STATUS="KEEP')

! Input the date (for header)

WRITE(6.439)
439 FORMAT(' DATE?)
READ(5.(A30)) IDTE
'
! Input any comments (for header)
[}

WRITE(6.443)



443 FORMAT(1X,'Any comments? Three lines available’)
READ(5.444)(ICOM(]).1=1,36)

444 FORMAT(36A2)
READ(5.444)(ICOM(1).1=37,72)
READ(5.444)(ICOM(1).1=73,108)

Writing information (the header) to the output files OUTI and OUT2:

Write a blank line and a line of *'s:
WRITE(3, 445)
WRITE(7, 445)
445 FORMAT(/75('*"))
]

! Writing the date:
WRITE(3.447) IDTE
WRITE(7.447) IDTE

447 FORMAT(' DATE: "A30)

1

! Writing the comments:
WRITE(3.887) (ICOM(I).1=1,108)
WRITE(7.887) (ICOM(1).1=1.108)

887 FORMAT(1X,36A2)

1

! Writing a line of *'s:
18 WRITE(3,445)
WRITE(7.445)
]
! Set counter to use for files equal to 0
=0
!
! Set ITEST = 0 so don't graph
ITEST=0
1
! Set NTEST = | so keep doing new files with same fit until the last
! file is found at which time NTEST will be changed.
NTEST =1
1
! WRITE INFORMATION ABOUT THE FITS TO THE FILE OUT2:
! fIND CALIBRATION AND GAIN DATA
OPEN (UNIT=5, FILE=SCALIB, STATUS='OLD’)
READ(5") G
READ(5,*) SA
READ(S.*) SAERR
READ(S,*) BA
READ(5.*) BAERR
READ(5.*) COVA
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READ(5.*) SB

READ(S.*) SBERR

READ(S.*) BB

READ(5.*) BBERR

READ(5.*) COVB
CLOSE(UNIT=S, STATUS='KEEP")

! Open file containing start paramelers as unit #4
OPEN(UNIT=4, FILE=STPARA, STATUS='0OLD’)

! Read the first line telling the length of the measurement that the
start parameters are for (is a dummy line)
READ(4.(A50)) SBNAME
DO 1200, NF=1.3
IF (NF.EQ.1) THEN
NTERMS =§
SBNAME = 'COHERENT with fixed width and height
ELSEIF (NF.EQ.2) THEN
NTERMS =4
SBNAME ='BETA with linked amplitudes. Ca linked to coherent’
ELSEIF (NF.EQ.3) THEN
NTERMS =6
SBNAME = 'ALPHA with linked amplitudes
ENDIF
! Writing the subroutinc to OUT2:
WRITE(7.448) SBNAME
448 FORMAT(/,1 X,'SUBROUTINE: ",A50,)
1

! Input a dummy character (as arc description lines in the file
! with the start parameters)
READ(4.(A50)) SBNAME
! Input the initial guesses from the file
1208 DO 1209. I=1. NTERMS
READ(4.*) AAI(D)
1209 CONTINUE
! Input the number of channels and the start channel froms the file
READ(4.*) NPTS.NST
! Writing the number of channels and starting channel to OUT2:
WRITE(7,449) NPTS, NST
449 FORMAT(10X.13," channels starting in channel ".13)
! Write starting parameters to output location:
WRITE(7,1218)
1218 FORMAT(11X. The starting parameters are:’)
DO 1203, I = I, NTERMS
WRITE(7,1217) I, AAK(D)
1217 FORMAT(16X, 'A('12.") =" ,G12.5)



1203 CONTINUE
!

! Initialize all deviations, ADEV(), to zcro:
DO 1205, 1=1, NTERMS
ADEV()=0.
1205 CONTINUE
1
! Input the nuber of paramcters to be fitied over a restricted range
READ(4,*) NR
WRITE(7.1201) NR
1201 FORMAT(10X,13,' RESTRICTED PARAMETERS:")
1

! Input the deviations for the specific A(l)'s and write to OUT2:
DO 1202, 1=1,NR

! input:
READ(4,*) IRES , ADEV(IRES)

! oulput:
WRITE(7.310) IRES, AAI(IRES), ADEV(IRES)

310 FORMAT(16X.'A(%12,) =',G12.5,' +/- ",G12.5)

1202 CONTINUE

1200 CONTINUE
)

i Write the 2 random numbers to desired output;
WRITE(7.1211) IH(1). TH(2)
1211 FORMAT(/.1 X, 'random number cntry points *,i5,1X,15)
!

! Write a line of s to OUT2:
WRITE(7.445)

L]

! Close the start parameters file:
CLOSE(UNIT=4, STATUS='KEEP')

]
!
! Here is where the fit to the next file starts
]

! Increment file counter 1il

]

998 =1+
1
! Set FNAM (o the (next) file in FNAMS(), OFSET to the corresponding
! OFSETS(), W to WW(), and H to HH()
FNAM = FNAMS(III)
OFSET = OFSETS(II)
W= WW(II)
H = HH(ID)



! Open file containing start parameters as unit #4
OPEN(UNIT=4, FILE=STPARA, STATUS='OLD")
]
! Read the first line telling the length of the measurement that the
! start parameters are for (is a dummy line)
READ(4,'(A50)') SBNAME

! Run the programs. When NF = |, do the fixed width coherent
! program. When NF = 2, do the beta program, and when NF = 3, do
! the alpha program,

]
1
]
|
!
¢ Call Seed moved from 2pbfit, to ensure changing random numbers are
¢ generated....

CALL SEED(IH(1))

DO 309,NF=1,3

IF (NF.EQ.1) THEN
NTERMS =5

ELSEIF (NF.EQ.2) THEN
NTERMS =4

ELSEIF (NF.EQ.3) THEN
NTERMS =6

ENDIF

! Input a dummy character (as arc description lines in the file
! with the start parameters)
READ(4,'(A50)') SBNAME

! Input the initial guesses from the file
8 DO 9 I=1,NTERMS
READ(4.*) AAL(D)
9 CONTINUE

! Input the number of channels and the start channel from the file
READ(4.*) NPTS,NST

! Set the last channel number (NTOP)
NTOP=NPTS+NST-|

! Initialize all deviations, ADEV(), to zero:
DO 305 1=1.NTERMS
ADEV()=0.

305 CONTINUE

1
! Input the numiber of parameters to be fitted over a restricted range



READ(4,*) NR
! Input the deviations for the specific A(l)'s:
DO302i=1,NR
READ(4,*) IRES , ADEV(IRES)
302 CONTINUE
]

! Re-initialize FT1 and FTIERR:
FTl =0.
FTIERR =0.
! Run the fit program:
CALL FIT(NTERMS, NPTS. NST, NTOP. NR. AAl, ADEV, IH, ITEST, FNAM,
1 OFSET. CPOS, FT1, FTIERR, NF, G, W, H, ISUB, CO!)
! Set the peak magnitudes to keep their values
IF (NF.EQ.1) THEN
COl =FTI
COIERR = FTIERR
ELSEIF (NF.EQ.2) THEN
BEl =FT]
BEIERR =FTI1ERR
ELSEIF (NF.EQ.3) THEN
ALl =FTI
ALIERR = FTIERR
ENDIF
309 CONTINUVE
CLOSE(UNIT=4, STATUS='KEEP")
! Calculate the ratios and their errors.
RA = ALI/CO1
RAERR = RA * (((ALIERR/AL1)**2, + (CO1ERR/CO1)**2.)**0.5)
RB = BEI/COI
RBERR =RB * ((BEIERR/BE1)**2. + (COIERR/CO1)**2.)**0.5)
! Sect parameters (calb. line slope, intercept, etc.) depending
! on which system (tibia or calcaneus) was used
! Note: ISYS =4 for calcaneus, ISYS =35 for tibia
! Calculate Concentrations:
! Via Alpha:
PPMA =(RA - BA)/SA
PPMAER = RAERR*RAERR + BAERR*BAERR
PPMAER = PPMAER + PPMA*PPMA*SAERR*SAERR + 2*PPMA*COVA
PPMAER = (PPMAER**0.5)/ SA
1 .
! Via Beta:
PPMB = (RB - BB)/ SB
PPMBER = RBERR*RBERR + BBERR*BBERR
PPMBER = PPMBER + PPMB*PPMB*SBERR*SBERR + 2*PPMB*COVB
PPMBER = (PPMBER**0.5)/ 5B
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! If people (ISUB=0) then muitiply these #s by 1.29 to compensate for
! different cross-sections between bone and plaster of paris
! IF(ISUB.EQ.0) THEN
! PPMA =PPMA * 1.29
! PPMAER = PPMAER * 1.29
! PPMB = PPMB * 1.29
! PPMBER = PPMBER * 1.29
! ENDIF
! If people (ISUB=0) then multiply these #s by 1.29 to compensate for
1 different cross-scctions between bone and plaster of paris
IF (ISUB.EQ.0) THEN
PPMA = 1.29*RA/SA
PPMAER = PPMA*PPMA*(RAERR*RAERR/RA/RA+SAERR*SAERR/SA/SA)
PPMAER = (PPMAER)**0.5
PPMB = 1.29*RB/SB
PPMBER = PPMB*PPMB*(RBERR*RBERR/RB/RB+SBERR*SBERR/SB/SB)
PPMBER = (PPMBER)**0.5
ENDIF
! Weighted mean of these:
PPMERR = I/((PPMBER)**2.) + |/((PPMAER)**2.)
PPMERR = (1/PPMERR)**0.5
PPM = (PPMB/((PPMBER)**2.) + PPMA/((PPMAER)**2.)) * (PPMERR*»2,)
! Write the concentrations 1o the output files.
! ToOUTL:
WRITE(3.460) PPMA, PPMAER
WRITE(3.461) PPMB, PPMBER
WRITE(3.462) PPM. PPMERR
460 FORMAT(/,1X. "The concentration via alpha | is: °, F9.4,
1'+/-", F9.4, ppm.")
461 FORMAT(1 X, "The concentration via beta 1 is: ‘. F9.4,
1 +/-", F9.4," ppm.)
462 FORMAT(1 X, ‘The weighted mean concentration is:', F9.4,
1'4/-",F9.4," ppm.’))
]
! ToOUT3:
WRITE(8,1002) RA. RAERR, RB. RBERR
1002 FORMAT(4(2X, F12.6))
[}

! Write the peak amplitudes and the concentrations to the screen:
[}
WRITE(*.463) FNAM
463 FORMAT(1X. The results of analyzing the file ', A35, are: ')
WRITE(6.303) COl. COIERR
WRITE(6,304) BE{, BEIERR
WRITE(6,306) ALI, ALIERR
303 FORMAT(1X, 'Coherent pcak amplitude is:\G12.5." +/- ', GI12.5)



304 FORMAT(IX, 'Beta | pcak amplitude is: .G12.5," +/-°, GI12.5)
306 FORMAT(1X, 'Alpha | peak amplitude is: ,G12.5." +/- ', GI2.5)
WRITE(6.460) PPMA, PPMAER
WRITE(6.461) PPMB, PPMBER
WRITE(6.462) PPM, PPMERR
1001 WRITE(*.*)
! If have just finished the last data file (ic. Il = INUM) then
! stop by sctting NTEST =0
IF(IN.EQ.INUM) THEN
NTEST=0
IFILES = |
ENDIF

! IFNTEST is 0, go to 1000, if NTEST is |, go to 998,

! if NTEST is 2 go to 999:
IF(NTEST-1)1000.998,999

1

! Close the files OUT1 and OUT2:

1000 CLOSE(UNIT=3, STATUS='KEEP")
CLOSE(UNIT=7, STATUS='KEEP")
CLOSE(UNIT=8, STATUS="KEEP")

! End of program
END~

Subroutinel:
C 2PBCOH.FOR
C
C Subroutine for analysing coherent and lead beta 2 peaks.
C
Ci‘t‘t"#‘l.""I‘#l‘l‘tt‘!#ti“‘*““‘"“'i“‘li“..‘“l‘l.'t‘
C VARIABLE DICTIONARY
(o
C A(1) - position of coherent
C A(2) - amplitude of coherent
C A(3) - amplitude of LEAD beta 2
NOTE: in this program, the position of the beta 2 is fixed
with respect to the position of the coherent peak
A(4) - amplitude of exponential background
A(S5) - exponent coefficient of exponential background

SIGMAA(]) - error of A(l)

G - gain in eV/channel

X - channel number (position)

Y - gaussian parameter for the Beta 2 1

Z - gaussian parameter for the coherent peak
V - gaussian parameter for the Beta 2 11

O0O000O0O00O000n



C YY - exponential of gaussian for Beta 2 |
C ZZ - exponential of gaussian for coherent: ZZ=exp(-Z*Z)
C  (depending on the magnitude of Z)
C VYV - exponential of gaussian for Beta 2 11
o
C“““““".“tt“tt!‘t“‘t#t“t##‘ttt*t‘*l#lt**t‘###**l*l#“‘
C
REAL FUNCTION FUNCC(X, A, G, W, H)
DIMENSION A(10)

! Evaluation of gaussian parameters:
Z=(X-A(INWW
Y = (X - (A(1) - (668./G)YW
V= (X - (A(1) - (802/G)))/W

! Evaluate the gaussian exponents, if they are large enough to avoid
! underflow, otherwise leave as zero:

VV=0.0

YY=0.0

2Z=0.0

IF(ABS(V).LT.5) VV=EXP(-V*V)

IF(ABS(Y).LT.5) YY=EXP(-Y*Y)

IF(ABS(Z).LT.5) ZZ=EXP(-Z*Z)

! Function: (evaluating the gaussian peak, taking into account
! the step function):
FUNCC = A(2)*(ZZ + H*ERFC(Z)) + A(4)*EXP(A(5)*X)
1+ A(3)*((YY + H*ERFC(Y)) + .509*(VV + H*ERFC(V)))

RETURN
END

! Subroutine to calculate derivatives:
SUBROUTINE FDERVC(X, A, DERIV, G, W, H)
DIMENSION A(10),DERIV(10)

! Evaluation of gaussian parameters:
Z=(X- AW
Y =(X - (A(l) - (668./G))YYW
V=(X - (A(l) - (8B02/G))YW

Evaluate the gaussinn exponents, if they are large enough to avoid
underflow, otherwise leave as zero:

vv=0.0

YY=0.0

7Z=0.0



IF(ABS(V).LT.5) VV=EXP(-V*V)
IF(ABS(Y).LT.5) YY=EXP(-Y*Y)
IF(ABS(Z).LT.5) ZZ=EXP(-Z*Z)

]

! Evaluation of partial derivatives of function:

! DERIV(i) = d(FUNCTIONYdA(i)
DERIV(1) = AQ)*ZZ*(2.*Z/W+H) + AQ)*YY*(2.*Y/W+H)
1 +0.509*A(3)*VV*(2.*V/IW+H)
DERIV(2) = ZZ + H * ERFC(Z)
DERIV(3) =YY + H * ERFC(Y) +.509 * (VV + H * ERFC(V))
DERIV(4) = EXP(A(S)*X)
DERIV(5) = A(4)*X*EXP(A(5)*X)

RETURN
END

! Subroutine to print peak amplitudes and their errors to QUT!

SUBROUTINE FWRC(A. SIGMAA. J)
DIMENSION A(10), SIGMAA(10)
WRITE(J.220) A(2), SIGMAA(2)
220 FORMAT(I X, 'Coherent peak amplitude is: .G12.5." +/- ,GI2.5)
RETURN
END~

Subroutine 2:

C 2PBALPH.FOR

C

C Subroutine to analyze lead alpha peaks.

C
cm##ll#“i‘#“‘i*###‘i#‘*"‘tt"#l#“l#!#lt“‘i't“".‘l"l“"i
C VARIABLE DICTIONARY

C

C A(1) - position of lead alpha |

C A(2) - amplitude of lead alpha 1

C A(3) - amplitude of exponential background 1

C A(4) - exponent coefficient of exponential background |
C A(5) - amplitude of exponential background 2

C A(6) - exponent coefficient of exponential background 2

SIGMAA(I) - error of A(l)
W - width, in channels
H- clght

G - gain in eV/channel
X - hanncl number

C
C
o
o
C
C
C Z - gaussian parameter for lead alpha | peak (not squared)
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C V - gaussian parameter for lead alpha 2 peak
C ZZ - exponcntial of gaussian for lead alpha |
C VV - exponential of gaussian for lead alpha 2
C
Cll‘.“‘.““‘.“"l.‘.‘“"l“‘.ll"l.‘l“"‘-‘.l““""m‘#"l
C

REAL FUNCTION FUNCA(X. A. G. W. H)

DIMENSION A(10)

Evaluation of gaussian parameters:
Y = (X - (A(1) - (2165JG))W
Z=(X-AYW

Evaluate the gaussian cxponents, if they are large enough to avoid
underflow, otherwise lcave as zero:

YY =0.

ZZ2=0.

IF(ABS(Y).LT.5) YY=EXP(-Y*Y)
IF(ABS(Z).LT.5) ZZ=EXP(-Z*Z)

Evaluate the function

FUNCA = A(2) * (ZZ + H*ERFC(Z)) + (0.593*A(2)) * (YY + H*ERFC(Y))
1 + A(3) * EXP(A(4)*X) + A(5) * EXP(A(6)*X)

RETURN

END

Subroutine to calculate derivatives:

SUBROUTINE FDERVA(X, A, DERIV, G. W. H)
DIMENSION A(10),DERIV(10)

Evaluation of gaussian parameters:
Z=(X-AOYW
Y = (X - (AQ1) - (2165/G)W

Evaluate the gaussian exponents. if they are large enough to avoid
underflow, otherwise leave as zero:

ZZ2=0.

YY=0.

IF(ABS(2).LT.S) ZZ=EXP(-2*2)
IF(ABS(Y).LT.5) YY=EXP(-Y*Y)

Evaluation of partial derivatives of the function:



! DERIV(i) = J(FUNCTIONYdA(i)
DERIV(1) = A(2) * ZZ * (2.*Z/W+H) + (0.593*A(2)) * YY * (2.*Y/W+H)
DERIV(2) = (ZZ + H*ERFC(Z)) + (0.593) * (YY + H*ERFC(Y))
DERIV(3) = EXP(A(4)*X)
DERIV(4) = A(3) * X * EXP(A(4)*X)
DERIV(S) = EXP(A(6)*X)
DERIV(6) = A(5) * X * EXP(A(6)*X)
RETURN
END

1

! Subroutinc to print alpha | pcak amplitudes and error to OUTI

]
SUBROUTINE FWRA(A, SIGMAA, J)
DIMENSION A(10), SIGMAA(10)
WRITE(J,220) A(2), SIGMAA(2)

220 FORMAT(1X, ‘Alpha | peak amplitude is: ,G12.5," +/-",G12.5)

RETURN
END-

Subroutine 3:
C 2PBBETA.FOR - to usc in combined program
C
C Subroutine to analyse lead betas
g“““t‘lii'!‘.“‘il9“““““‘..“.""l“‘.“.‘!.'l‘.l““.l
C VARIABLE DICTIONARY
C
C A(l) - amplitude of beta |
C A(2) - amplitude of exponential background
C A(3) - exponent coefficient of exponential background
C A(4) - exponential on calcium & phosphorus edges
C
C COLl - height of coherent peak
C CPOS - position of cohercnt peak (in channels)
C ISUB - variable used to indicate if data is for phantoms or people
ISUB = 0 if people
ISUB = | if phantoms
SIGMAA(I) - error of A(l)
W - width, in channels (fixed)
H - height (fixed)
G - gain in eV/channel
X - channel number (position)
Y - gaussian parameter for beta 3 peak (not squared)
C Z - gaussian parameter for beta 1 peak (not squared)
C YY - exponential of gaussian for beta 3
C ZZ - exponential of gaussian for beta |

[eXeNekeNeRsXeksel



C CA - gaussian parameter for calcium edge feature

C POSCA - used to calculate CA and in Ca exponential background
C P - gaussian parameter for phosphorus edge feature

C POSP - used to calculate P and in P exponential background

C S - gaussian parameter for sulphur edge feature

C POSS - used to calculate S and in S exponential background

ERRRRERNKERR KRERRXR ERRRERERRREKRRRE

noon

REAL FUNCTION FUNCB(X, A, CPOS, G, W, H, ISUB, COl)
DIMENSION A(10)

! Evaluate function depending on ISUB ( 0 = people, | = phantom)
IF (ISUB.EQ.0) THEN

! Evaluation of PEOPLE gaussian parameters:
Z=(X - (CPOS - (3099./G))YW
Y =(X - (CPOS - (3585./G) /W
POSCA =X - (CPOS - (4038./G))
CA =POSCA/W
POSP = X - (CPOS - (2146./G))
P =POSP/W

! Evaluate the PEOPLE gaussian exponents, if they are large enough to
! avoid underflow, otherwise leave as zero:
722=0."
YY =0.
IF(ABS(Z).LT.5) ZZ = EXP(-Z*Z)
IF(ABS(Y).LT.5) YY = EXP(-Y*Y)
! PEOPLE Function: (evaluating the gaussian peak, taking into account
! the step function. and phosphorus and calcium edges):
FUNCB = A(1) *(ZZ + H*ERFC(Z)) + (0.523*A(1)) *(YY+H*ERFC(Y))
1+ A(2) * EXP(A(3)*X) + 0.0056*W *CO! *(EXP(A(4)*POSCA) *
1 ERFC(CA) + 0.21 * EXP(A(4)*POSP) * ERFC(P))

ELSEIF (ISUB.EQ.1) THEN
! Evaluation of PHANTOM gaussian paramelers:

Z =(X - (CPOS - (3099./G)))/W

Y =(X - (CPOS - (3585./G))W

POSCA = X - (CPOS - (4038./G))

CA = POSCA/W

POSS = X - (CPOS - (2472/G))

S =POSS/W



Evaluate the PHANTOM gaussian exponents, if they are large enough to
avoid underflow, otherwise leave as zero:

2Z2=0.

YY=0.

IF(ABS(Z).LT.5) ZZ = EXP(-Z*Z)

IF(ABS(Y).LT.5) YY = EXP(-Y*Y)

PHANTOM Function: (evaluating the gaussian peak, taking into account
the step function, and phosphorus and calcium edges):
FUNCB = A(1) *(ZZ + H*ERFC(Z)) + (0.523*A(1)) *(YY+H*ERFC(Y))
1 +A(2) * EXP(A(3)*X) + 0.005*W*COl *(EXP(A(4)*POSCA) *
1 ERFC(CA) +0.16 * EXP(A(4)*POSS) * ERFC(S))

ENDIF

RETURN
END

Subroutine to calculate derivatives:

SUBROUTINE FDERVB(X, A. DERIV, CPOS, G, W, H, ISUB, COl)
DIMENSION A(10),DERIV(10)

Evaluate the function depending on ISUB (0 = people, 1 = phantom)
IF (ISUB.EQ.0) THEN

Evaluation of PEOPLE gaussian parameters:
Z=(X - (CPOS - (3099./G))¥W
Y = (X - (CPOS - (3585./GHYW
POSCA = X - (CPOS - (4038./G))
CA = POSCA/W
POSP = X - (CPOS - (2146./G))
P =POSP/IW

Evaluate the PEOPLE gaussian exponents, if they are large enough to
avoid underflow, otherwise leave as zero:

2Z2=0.

YY=0.

IF(ABS(Z).LT.S) ZZ = EXP(-Z*2)

IF(ABS(Y).LT.5) YY = EXP(-Y*Y)

Evaluation of partia! derivatives of the PEOPLE function:
DERI1V(i) = d(FUNCTION)/dA(i)
DERIV(l) = (ZZ + H*ERFC(Z)) + (0.523) * (YY+H*ERFC(Y))
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DERIV(2) = EXP(A(3)*X)

DERIV(3) = A(2) * X * EXP(A(3)*X)

DERIV(4) = 0.0056*W * CO1 * (POSCA * EXP(A(4)*POSCA) *
| ERFC(CA)+0.21 * POSP * EXP(A(4)*POSP) * ERFC(P))

ELSEIF (ISUB.EQ.}) THEN

! Evaluation of PHANTOM gaussian parameters:
Z = (X - (CPOS - (3099./GNYW
Y =(X - (CPOS - (3585./G))/W
POSCA = X - (CPOS - (4038./G))
CA = POSCA/W
POSS = X - (CPOS - (2472./G))
S =POSS/W

' Evaluate the PHANTOM gaussian exponents. if they are large enough to
! avoid underflow, otherwise lcave as zero:

ZZ2=0.

YY=0.

IF(ABS(2).LT.5) ZZ = EXP(-Z*2)

IF(ABS(Y).LT.S) YY = EXP(-Y*Y)

! Evaluation of partial derivatives of the function:
! DERIV(i) = d(FUNCTION)/dA(i)
DERIV(1)=2ZZ + H*ERFC(Z) + 0.523 * (YY + H*ERFC(YY))
DERIV(2) = EXP(A(3)*X)
DERIV(3) = A(2) * X * EXP(A(3)*X)
DERIV(4) = 0.005*W * CO| * (POSCA * EXP(A(4)*POSCA) *
I ERFC(CA) +0.16 * POSS * EXP(A(4)*POSS) * ERFC(S))

ENDIF

RETURN
END

Subroutine to print peak amplitudes and their ervors to the file
which was specified when asked for in DCWORK., namely: OUT!

SUBROUTINE FWRB(A, SIGMAA, J)
DIMENSION A(10), SIGMAA(10)

WRITE(J,220) A(1), SIGMAA(1)

220 FORMAT(1X, 'Beta | peak amplitude is: 'GI2.5," +/- ' .GI2.5)
RETURN
END~



Subroutine 4:
FUNCTION ERFC(X)
DIMENSION PI1(3).Q1(3).P2(5).Q2(5).P3(2).Q3(2)
DATA CONST/0.564 189584/
DATA XMAX/8.9/
DATA XUNIT/4.4/
DATA P1(1),P1(2),P1(3)/2).3853322,1.72227577,.316652891/
DATA QI(1).Q1(2),Q1(3)/18.9522572,7.84374571,1.0/
DATA P2(1),P2(2).P2(3)/7.37388831,6.86501848,3.03179934/
DATA P2(4),P2(5)/.563169619.4.31877874E-5/
DATA Q2(1),Q2(2)/7.37396089,15.1849082%/
DATA Q2(3),Q2(4),Q2(5)/12.7955295,5.35421679,1.0/
DATA P3(1).P3(2)/-4.25799644E-2,-1.96068974E-1/
DATA Q3(1),Q3(2)/.150942071,.921452412/
T=X
A=ABS(T)
IF(T.GE.-XUNIT)GO TO 1
ERFC=1.0
RETURN
IF(T.LE.XMAX)GO TO 2
ERFC=0.0
RETURN
2 S=T**2
IF(A.GT.047GO TO 4
Y=T*(P1(1)+S*(P1(2)+S*PI13MNQI(1)+S*(Q1(2)+S*QI(3)))
ERFC=(1.0-Y)/2.0
RETURN
4 F(A.GT4.0)0GOTO S
Y=EXP(-S)*(P2(1)+A*(P2(2)+A*(P2(3)+A*(P2(4)+A*P2(5)))))
{ (Q2(1)+A%(Q2(2)+A*(Q2(3)+A*(Q2(4)+A*Q2(5)))))
GOTO6
R=1.0/A
U=R**2
Y=R*EXP(-S)*(CONST+U*(P3(1)+U*P3(2))/(Q3(1)+U*Q3(2)))
6 IF(T.LT.0.0)Y=2.0-Y
ERFC=Y/2.0
RETURN
END

w

Subroutine 5:
REAL FUNCTION FCHIS(Y.NST,NTOP,NFREE, YFIT)
DIMENSION Y(4097).YFIT(2300)
11 CHISQ=0,
C
C ACCUMULATE CHI SQUARE
C



20 DO 30 I=NST.NTOP

30 CHISQ=CHISQ+ABS((Y(I)-YFIT(DY*(Y(1)-YFIT()VYFIT(I))
C
C DIVIDE BY NUMBER OF DEGREES OF FREEDOM
C

31 FREE=NFREE

32 FCHIS=CHISQ/FREE

40 RETURN

END

Subroutine 6:
C 2PBWORK.FOR
C
INCLUDE 'FGRAPH.FI'

R L L2 EXERERESRRRRY %

VARIABLE DICTIONARY

[eXeKeXs!

C AAI() - first guess at paramelers

C ADEV() - deviation

C AL! - magnitude of alpha | peak

C ALIERR - error of magnitude of alpha | peak

C BEl - magnitude of beta | peak

C BEIERR - error of magnitude of beta | peak

C CO! - magnitude of coherent peak

C COIERR - error of magnitude of coherent peak

C CPOS - position of coherent peak (in channels)

C FNAM - name of data file (eg. in c:\ff\ directory)

C Up to 35 letters long, including path

C FT! - variable used to remove magnitude of peak from FIT

C to WORK

C FTIERR - the error of the peak of FT1

C G - gain (¢V/channel)

ICOM() - comments to add to output file (header)

IDTE() - date to add to output file (header)

IH2() - random number seed

HI - counter to keep track of number of files

INUM - the number of files that are in the data file

IRES - variable used 1o replace I in specifying ADEV(I)

ISUB - variable used 1o indicate if data is for phantoms or people
ISUB = 0if people
ISUB = | if phantoms

ITEST - variable used to determine whether or not to plot data
ITEST = 1 if data IS to be plotted for cach region
ITEST =0if NOT

NF - variable used to choose which subroutine is run

s XeXeXeXeKeKeXeXeNeKe Ko Ke!



C NPTS - number of channels
C NR - number of parameters to be fitted over a restricted
Cc range
C NST - start channel
C NTERMS - number of parameters to be fitted (max 10)
C NTOP - last channel number (NTOP = NPTS + NST -1)
C OFSET - channel offset
C OUT1 - first output file - contains only peak amplitudes and
C their errors
C OUT2 - second output file - contains the more complete output
C RA - ratio of alpha 1 amplitude to coherent amplitude
C RAERR -emorof RA (std. dev)
C RB - ratio of beta | amplitude to coherent amplitude
C RBERR -error of RB (std. dev)
C SA  -slope of alpha calibration line
C SAERR -emorof SA (std. dev)
C SB - slope of beta calibration line
C SBERR -errorof SB (std. dev)
C BA - y-intercept of alpha calibration line
C BAERR -emorof BA (std. dev)
C BB - y-intercept of beta calibration line
C BBERR -crrorof BB (std. dev)
C COVA - covariance between SA and BA for alpha calib. line
C COVB - covariance between SB and BB for beta calib. line
C PPMA - lead concentration obtained via alpha | peak amplitude
C PPMAER - crror of PPMA (std. dev)
C PPMB - lead concentration obtained via beta | peak amplitude
C PPMBER - error of PPMB (std. dev)
C PPM - lead concentration abtained by a weighted mean of
Cc PPMA and PPMB
C PPMERR - emor of PPM (std. dev)
C STPARA - name of file which contains the starting parameters
C SBNAME - name of subroutine to add to output file (header)
gl'l*#““““".““.‘ill‘i."#“‘l“""‘l‘l“"“'t‘t"l“‘.‘
C
C SPECIFICATION OF VARIABLES
C
CHARACTER*S0 SBNAME
CHARACTER*30 IDTE
CHARACTER?*35 FNAM, OUT!, OUT2, OUT3, STPARA, SCALIB, INFILE
CHARACTER®*35 FNAMS(500), files
DIMENSION ICOM(108). AA1(10), ADEV(10). IH(2),
| OFSETS(500), HH(500), WW(500)
DATA AAL/10%0./
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! Initialize variables:

! Tell that output will be written to disk and ask for filename

IH(1) =2
IH(2) =4
CPOS =0.
ALl =0.
ALIERR =0.
BEl =0.
BEIERR =0.
RA =0
RAERR =0.
RB =0.
RBERR =0.
SA =0.
SAERR =0.
sB =0.
SBERR®*=0.
BA =0.
BAERR =0.
BB =0.
BBERR =0.
COVA =0.
COVB =0.
PPMA =0.
PPMAER =0.
PPMB =0.
PPMBER =0.
PPM =0.
PPMERR =0.
col =o0.
COIERR =0.
OuTI ="'
OUT2
OUT3
STPARA ="

SCALIB ="' '

WRITE(*,14)

14 FORMAT(.1X.'All results from this analysis program will be writte

In to disk."J)

999 CONTINUE

WRITE(*,15)

15 FORMAT(1X,'Please enter the name of the input/output files {(includ
+ing the path)'/,1x,'with NO extension."/,1 X,
+There should be three input files, each with the same name, but d

0006000

+ifferent extensions:')
write(*,16)

Write(*,”)
READ(5.'(A)) files
WRITE(*.*)

WRITE(*.19)
19 FORMAT(1X,'Output files will be written as follows:'/,1x,

WRITE(*,*)

res = OUTI
ful =0UT2
dat=0UT3
.par = STPARA
il = INFILE
.001 = SCALIB
OUTI=files
OUT2=files
OUT3=files
STPARA = files
INFILE = files
SCALIB = files
INCHECK =0
DO 100 I=1,50
IF ((files(l:1) .EQ. ' ") .AND. (INCHECK .EQ. 0)) THEN
OUTI(l:1+3) = ".RES'
OUT2(L:1+3) =" FUL'
OUT3(L:1+3) = ".DAT
STPARA(I:1+3) = .PAR’
INFILE(I:14+3) = FIL'
SCALIB(I:1+3) =".001"
INCHECK=1
ENDIF
100 CONTINUE
WRITE(*,101)
101 FORMAT(1X,”OUTPUT WILL BE WRITTEN TO FILES:")
WRITE(*,110) OUTI, OUT2, OUT3
110 FORMAT(1X,A50)



'
! Input the name of the file containing the starting parameters

! Open OUTI as unit #3, OUT2 as unit #7, and OUT3 as unit #8
]

OPEN(UNIT=3, FILE=OUTI. STATUS=NEW)
OPEN(UNIT=7, FILE=OUT2, STATUS="NEW')
OPEN(UNIT=8, FILE=OUT3, STATUS=NEW')

1

! Write name of output files 1o top of OUTI, and OUT2:
WRITE(3. 66) OUT}
WRITE(7. 66) OUT2

66 FORMAT(I X, ‘Output filename: ',A35./)

WRITE(*,*)
!
! Input whether the spectra are from people or phantoms,
1

WRITE(*.5)

5 FORMAT(/,1X,'Please indicate whether the spectra are from people o
Ir phantoms.'/.11x.'0 = people’,10x,'] = phantoms')
READ(S.(BN.I1)) ISUB

¢ comma added in line abave by ims, 3/3/99 (was a space)
1
IF ((ISUB.NE.0) .AND. (ISUB.NE.1)) GOTO 999
[}
! Open the data file which contains the filenames, etc.
[}
OPEN(UNIT=4, FILE=INFILE, STATUS='OLD’)
[}
! Read in the number of data files to be analyzed.
READ(4,(BN.14)") INUM
¢ comma added in line above by ims, 3/3/99 (was a space)
WRITE(*.*)
t
! Read in the file names to the array FNAMS(), the offsets o the
! array OFSETS(), the widths to the array WW() and the heighis to
! the array HH(). Write filenames to screen.
[}
WRITE(*.13) INUM

13 FORMAT(14, files will be analyzed. These files arc:’)
DO7.1=1.INUM
READ(4,10) FNAMS(I), OFSETS(I), WW(I), HH(I)

10 FORMAT(A3S5, 4X, F5.0, 4X, F6.4, 4X, F8.6)
WRITE(*,11) |, FNAMS(I)

11 FORMAT(IX. ‘#.13." " A35)

7 CONTINUE
CLOSE(UNIT=4, STATUS='KEEP)



[}
! Input the date (for header)
'
WRITE(6.439)
439 FORMAT(' DATE?)
READ(5,'(A30)) IDTE
!
! Input any comments (for header)
t
WRITE(6.443)
443 FORMAT(1X,'Any comments? Three lines available’)
READ(5.444)(ICOM(1),I=1,36)
444 FORMAT(36A2)
READ(5.444)(ICOM(1).1=37.72)
READ(5.444)(ICOM(1).1=73,108)
!
! Writing information (the header) to the output files OUT! and OUT2:
1

! Wrile a blank line and a line of *'s:
WRITE(3. 445)
WRITE(7. 445)
445 FORMAT(/75('*")
]

! Writing the date:
WRITE(3,447) IDTE
WRITE(7.447) IDTE

447 FORMAT(' DATE: 'A10)

1

! Writing the comments:
WRITE(3,887) (ICOM(]).I=1,108)
WRITE(7.887) (ICOM().1=1,108)

887 FORMAT(1X,36A2)

)

! Writing a line of *'s:
18 WRITE(3.445)
WRITE(7.445)
1
! Set counter to use for files equal to 0
=0
!
! Set ITEST = 0 so don't graph
ITEST=0
t
! Set NTEST = | so keep doing new files with same fit until the last
! file is found at which time NTEST will be changed.
NTEST = |
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t

! WRITE INFORMATION ABOUT THE FITS TO THE FILE OUT2:
! fIND CALIBRATION AND GAIN DATA

OPEN (UNIT=S, FILE=SCALIB, STATUS='0LD")

READ(5.") G

READ(5.*) SA

READ(5.*) SAERR

READ(5.*) BA

READ(S.*) BAERR

READ(5.*) COVA

READ(5.*) SB

READ(5.*) SBERR

READ(5.*) BB

READ(S.*) BBERR

READ(5.*) COVB

CLOSE(UNIT=5. STATUS="KEEP")

i Open filc containing start parameters as unit #4
OPEN(UNIT=4, FILE=STPARA, STATUS="0LD')
'
! Read the first line telling the length of the measurement that the
! start parameters arc for (is a dummy linc)
READ(4,(A50)) SBNAME
1

DO 1200, NF=1.3

IF (NF.EQ.1) THEN
NTERMS =§
SBNAME = "'COHERENT with fixed width and height ‘
ELSEIF (NF.EQ.2) THEN
NTERMS =4
SBNAME = 'BETA with linked amplitudes, Ca linked to coherent’
ELSEIF (NF.EQ.}) THEN
NTERMS =6
SBNAME ="ALPHA with linked amplitudes )
ENDIF
1
! Writing the subroutine to OUT2:
WRITE®,448) SBNAME
448 FORMAT(/,1 X,SUBROUTINE: "A50.)
!

! Input a dummy character (as are description lines in the file
! with the start paramcters)

READ(4,'(A50)) SBNAME
1

! Input the initial guesses from the file



1208 DO 1209, I=|. NTERMS
READ(4.*) AAI(D)

1209 CONTINUE

'

! Input the number of channcls and the start channcl from the file
READ(4,*) NPTS.NST

t

! Writing the number of channels and starting channel to OUT2:
WRITE(7,449) NPTS, NST

449 FORMAT(10X,13,' channcls starting in channel *,13)
)

! Write starting paramelcrs to output location:
WRITE(7,1218)
1218 FORMAT(1 1 X, The starting paramelers arc:')
DO 1203, [ = 1, NTERMS
WRITE(7,121T) I, AAI(D)
1217 FORMAT(16X, 'A(.12,'} = ,G12.5)
1203 CONTINUE
'
! nitialize all deviations, ADEV(), to zero:
DO 1205, 1=1 ., NTERMS
ADEV(I)=0.
1205 CONTINUE
t

! Input the number of parameters to be fitted over a restricted range
READ(4,*) NR
WRITE(7.1201) NR
1201 FORMAT(10X.13, RESTRICTED PARAMETERS:")
!

! Input the deviations for the specific A(I)'s and write to OUT2;
DO 1202,1=1,NR
! input:
READ(4,*) IRES , ADEV(IRES)
! output:
WRITE(7,310) IRES, AAI(IRES). ADEV(IRES)
310 FORMAT(16X,'A(.12,) =".G12.5," +/- "G12.5)
1202 CONTINUE

1200 CONTINUE

[}
! Write the 2 random numbers to desired output:
WRITE(7,121 1) TH(1), TH(2)
1211 FORMAT(/,1X,random number entry points ",I5,1X,I5)
'

! Write a line of *'s to OUT2:
WRITE(7.445)



]
! Close the start parameters file:
CLOSE(UNIT=4, STATUS='KEEP')

Here is where the fit to the next file starts

Increment file counter 111

998 Il =1I1+1
'

! Set FNAM to the (next) file in FNAMS(), OFSET to the corresponding
! OFSETS(). W to WW(). and H to HH()

FNAM = FNAMS(II)

OFSET = OFSETS(111)

W = WW(III)

H=HH(I)

! Open file containing start parameters as unit #4
OPEN(UNIT=4, FILE=STPARA, STATUS='OLD"

! Read the first line telling the length of the measurement that the
! start parameters are for (is a dummy line)
READ(4,'(A50)) SBNAME

: Run the programs. When NF = 1, do the fixed width coherent
! program. When NF = 2, do the beta program, and when NF = 3, do
! the alpha program.

!
[}
1
t
!
¢ Call Seed moved from 2pbfit. 1o ensure changing random numbers are
¢ generated....

CALL SEED(IH(1))

DO 309.NF=1,3

IF (NF.EQ.1) THEN
NTERMS =5

ELSEIF (NF.EQ.2) THEN
NTERMS =4

ELSEIF (NF.EQ.3) THEN
NTERMS =6

ENDIF

! Input a dummy character (as are descriplion lines in the file
! with the start parameters)
READ(4.'(A50)Y) SBNAME



! Input the initial guesses from the file
8 DO 9 I=I,NTERMS
READ(4.*} AAL(D)
9 CONTINUE

I Input the number of channels and the start channel from the file
READ(4,*) NPTS,NST

! Set the last channel number (NTOP)
NTOP=NPTS+NST-1

t

! Initialize all deviations, ADEV(). to zero:
DO 3051=1, NTERMS
ADEV()=0.

305 CONTINUE
]

! Input the number of parameters to be fitted over a restricted range
READ(4,*) NR
]
! Input the deviations for the specific A(I)'s:
DO3021=1,NR
READ(4,*) IRES , ADEV(IRES)
302 CONTINUE
1
! Re-initialize FT! and FTIERR:
FT1 =0.
FTIERR =0.
1
i
! Run the fit program:
CALL FIT(NTERMS, NPTS, NST, NTOP, NR, AAI, ADEV, IH, ITEST, FNAM,
| OFSET, CPOS, FT1, FTIERR, NF, G, W, H, ISUB, CO1)
]
! Set the pcak magnitudes to kecp their values
IF(NF.EQ.1) THEN
COl =FTI
COIERR = FT1ERR
ELSEIF (NF.EQ.2) THEN
BEI = FTi
BEIERR = FTI1ERR
ELSEIF (NF.EQ.3) THEN
ALl =FTI
ALIERR = FT1ERR
ENDIF

309 CONTINUE
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CLOSE(UNIT=4, STATUS='KEEP")

! Calculate the ratios and their errors.
RA = AL1/COt
RAERR = RA * (((ALIERR/AL1)**2. + (COIERR/COI)**2.)**0.5)

RB = BEI/CO1
RBERR = RB * ((BEIERR/BE1)**2. + (COIERR/CO1)**2.)**0.5)

Set parameters (calb. line slope. intercept. etc.) depending
on which system (tibia or calcaneus) was used
Note: ISYS = 4 for calcaneus, ISYS =5 for tibia

Calculate Concentrations:

Via Alpha:
PPMA = (RA - BA)/SA
PPMAER = RAERR*RAERR + BAERR*BAERR
PPMAER = PPMAER + PPMA*PPMA*SAERR*SAERR + 2*PPMA*COVA
PPMAER = (PPMAER**0.5)/ SA

! Via Beta:
PPMB = (RB - BB)/ SB
PPMBER = RBERR*RBERR + BBERR*BBERR
PPMBER = PPMBER + PPMB*PPMB*SBERR*SBERR + 2*PPMB*COVB
PPMBER = (PPMBER**0.5)/ SB

If people (ISUB=0) then multiply these #s by 1.29 1o compensate for
different cross-sections between bone and plaster of paris
IF (ISUB.EQ.0) THEN
PPMA = PPMA * 1.29
PPMAER = PPMAER * 1.29
PPMB =PPMB * 1.29
PPMBER = PPMBER * 1.29
ENDIF

If people (ISUB=0) then multiply these #s by 1.29 1o compensate for
different cross-sections between bone and plaster of paris
IF (ISUB.EQ.0) THEN
PPMA = 1.29*RA/SA
PPMAER = PPMA*PPMA*(RAERR*RAERR/RA/RA+SAERR*SAERR/SA/SA)
PPMAER = (PPMAER)**0.5
PPMB = 1.29*RB/SB
PPMBER = PPMB*PPMB*(RBERR*RBERR/RB/RB+SBERR*SBERR/SB/SB)
PPMBER = (PPMBER)**0.5



ENDIF
]
! Weighted mean of thesc:

PPMERR = 1/((PPMBER)**2.) + 1/((PPMAER)**2.)

PPMERR = (I/PPMERR)**0.5

PPM = (PPMB/((PPMBER)**2.) + PPMA/((PPMAER)**2.)) * (PPMERR**2.)
[}

! Write the concentrations to the output files,
[}
! To OUTI:
WRITE(3.460) PPMA, PPMAER
WRITE(3.461) PPMB, PPMBER
WRITE(3.462) PPM. PPMERR
460 FORMAT(/,1 X, "The concentration via alpha | is: ', F9.4,
1" +/-', F9.4," ppm.’)
461 FORMAT(1X, ‘'The concentration via beta 1is: *, F9.4,
1*4/-°, F9.4," ppm.’)
462 FORMAT(1 X, 'The weighted mean concentration is:’, F9.4,
|+, F9.4, ppin.'J)
t
! To OUT3:
WRITE(8.1002) RA, RAERR, RB, RBERR
1002 FORMAT(4(2X, F12.6))
!

! Write the peak amplitudes and the concentrations to the screen:
1
WRITE(*.463) FNAM
463 FORMAT(1X, "The results of analyzing the file '.A35," are: /)
WRITE(6.303) COI, COIERR
WRITE(6,304) BE1. BEIERR
WRITE(6.306) AL1, ALIERR
303 FORMAT(1 X, ‘Coherent peak amplitude is:',G12.5,' +/- ', G12.5)
304 FORMAT(IX, ‘Beta | peak amplitude is: ,G12.5, +/-, G12.5)
306 FORMAT(1X, 'Alpha 1 peak amplitude is: '.G12.5,' +/- ', G12.5)
1
WRITE(6,460) PPMA, PPMAER
WRITE(6,461) PPMB, PPMBER
WRITE(6,462) PPM, PPMERR
t

1001 WRITE(*.*)
]

! If have just finished the last data file (ie. Il = INUM) then
! stop by setting NTEST =0
IF(IIL.LEQ.INUM) THEN
NTEST=0
IFILES = |



ENDIF
'
! IFNTEST is 0, go to 1000, if NTEST is 1, go t0 998,
! if NTEST is 2 go t0 999:
IF(NTEST-1)1000,998.999
]
! Close the files OUT1 and OUT2:

1000 CLOSE(UNIT=3, STATUS="KEEP")
CLOSE(UNIT=7, STATUS="KEEP")
CLOSE(UNIT=8, STATUS='"KEEP')

[}
! End of program
END-

Subroutine 7:
SUBROUTINE MATINV(ARRAY,NORDER,DET)
DOUBLE PRECISION ARRAY AMAX.SAVE
DIMENSION ARRAY(10.10),1K(10),JK(10)
10 DET=!.
11 DO 100 K21 NORDER
C
C FIND LARGEST ELEMENT ARRAY(LJ) IN REST OF MATRIX
C
AMAX=0.
21 DO 30 I=K,NORDER
DO 30 J=K,NORDER
23 IF(DABS(AMAX)-DABS(ARRAY(1,J)))24,24,30
24 AMAX=ARRAY(lJ)
IK(K)=I
JK(K)=]
30 CONTINUE
C
C INTERCHANGE ROWS AND COLUMS TO PUT AMAX IN ARRAY(K.K)
C
31 IFRAMAX)41,32,41
32 DET=0.
GOTO 140
41 1=IK(K)
IF(1-K)21,51,43
43 DO 50 J=1,NORDER
SAVE=ARRAY(KJ)
ARRAY(K.J)=ARRAY(LJ)
50 ARRAY(1,))=-SAVE
S| J=JK(K)
11(J-K)21,61,53
$3 )0 66) I=1 NORDER



SAVE=ARRAY(LK)
ARRAY(I.K)=ARRAY(1J)
60 ARRAY(1,J)=-SAVE

C
C ACCUMULATE ELEMENTS OF INVERSE MATRIX
C

61 DO 70 I=1,NORDER
IF(1-K)63,70,63

63 ARRAY(L.LK)=-ARRAY(LK)AMAX

70 CONTINUE

71 DO 80 I=1,NORDER
DO 80 }=1,NORDER
IF(1-K)74.80.74

74 IF(J-K)75.80,75

75 ARRAY(L.N=ARRAY(L.))+ARRAY(L.K)* ARRAY(K.J)

80 CONTINUE

81 DO 90 J=1.NORDER
IF(J-K)83.90,83

83 ARRAY(K.J)=ARRAY(K.JYAMAX

90 CONTINUE
ARRAY(K.K)=1./AMAX

100 DET=DET*AMAX

RESTORE ORDERING OF MATRIX

[eXeXe!

101 DO 130 L=1,NORDER
K=NORDER-L+!
J=IK(K)
IFJ-K) I 11,111,108

105 DO 110 I=1.NORDER
SAVE=ARRAY(l,K)
ARRAY(l.K)=-ARRAY(L))

110 ARRAY(1))=SAVE

11 I=JK(K)
IF(1-K)130.130,113

113 DO 120 )J=! ,NORDER
SAVE=ARRAY(K.))
ARRAY(K.J)=-ARRAY(L])

120 ARRAY(1J)=SAVE

130 CONTINUE

140 RETURN
END



