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Lay Abstract

Optical satellite communications (SatCom) provides high data throughput and low

latency, particularly for low Earth orbit (LEO) satellite applications over distances

ranging from 500 to 1,500 km, making them essential for emerging space-based net-

works. However, due to wind and temperature shifts, atmospheric turbulence severely

impacts the quality of downlink channels, necessitating robust simulation tools to in-

form system design and ensure reliable performance under dynamic conditions.

Numerical simulation of optical propagation through turbulence with high spatial

sampling poses significant computational challenges, especially for rapidly moving

LEO satellites and simulations with a number of phase screen layers. This high-

resolution sampling is essential for accurately predicting how atmospheric turbulence

will affect signal quality, which directly impacts the reliability and performance of

these critical communications links. This work addresses this challenge with a Graphic

Processing Unit (GPU) architecture that parallelizes intensive computations and large

loops across GPU cores. This advancement enables the use of large phase screens,

many layers, and rapid propagation loops, efficiently simulating fast-translating LEO

satellites. This approach significantly enhances the speed of atmospheric turbulence

simulations for satellite communications, offering a powerful tool for system design,

performance prediction, and optimization of adaptive optics strategies in free-space
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optical communication systems.

The simulator employs a multi-layered approach to optical propagation, account-

ing for varying wind speeds and satellite elevation angles to create a comprehensive

path simulation of wavefront degradation. The speed and accuracy of the simulator

also make it ideal for machine learning applications, generating large datasets of realis-

tic turbulent wavefronts matching atmospheric theory. Validation results demonstrate

excellent agreement between theoretical predictions and simulated outputs across var-

ious atmospheric conditions and satellite positions. Performance benchmarks show

that GPU-accelerated implementation achieves up to 600 times faster execution time

within the same conditions compared to a publicly available optical turbulence simu-

lator intended for astronomy, while maintaining equivalent accuracy. This simulator

introduces a GPU-accelerated, multi-layer architecture that captures both fast orbital

motion and fine-scale atmospheric distortion.
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Abstract

In modern space-based networks, growing bandwidth demands and increasing mis-

sion complexity drive the need for accurate, high-resolution simulations that capture

small-scale turbulence features and rapid satellite movement. By leveraging GPU

parallelization, this simulator manages large data volumes and frequent time steps,

enabling the modeling of wavefront distortions essential for robust system design,

adaptive optics, and performance optimization. This thesis presents a novel, high-

speed simulator for optical propagation through dynamic atmospheric turbulence af-

fecting satellite downlinks. The method begins by calculating the effective refractive

index structure parameter (C2
n) which captures the turbulence strength, along the

observation path between the satellite and ground receiver. This derived C2
n informs

the atmospheric slicer, which distributes phase screens throughout the propagation

path. The simulation focuses on the first 20 km of atmosphere, where the majority

of turbulence affecting free-space optical links occurs. The angular spectrum propa-

gation formula is implemented to achieve Fresnel propagation between planes where

phase screens represent integrated turbulence slices at specific altitudes. Temporal

evolution is achieved via the frozen flow hypothesis and an adjustable wind model

with altitude-dependent wind speeds. Numerical simulation of optical propagation
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through turbulence with high spatial sampling poses significant computational chal-

lenges, especially for rapidly moving Low Earth Orbit (LEO) satellites and simula-

tions with numerous phase screen layers. This work addresses this challenge with an

innovative GPU architecture that parallelizes intensive computations and large loops

across GPU cores. This advancement enables the use of large phase screens, many

layers, and rapid propagation loops, efficiently simulating fast-translating LEO satel-

lites. This comprehensive approach significantly enhances the speed of atmospheric

turbulence simulations for satellite communications, offering a powerful tool for sys-

tem design, performance prediction, and optimization of adaptive optics strategies

in free-space optical communication systems. The GPU-accelerated implementation

achieves speedup factors of 310× to 600× over conventional CPU-based simulators.
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Chapter 1

Introduction

Free-space optical (FSO) communication uses visible or infrared wavelengths to trans-

mit data through free-space—either within the Earth’s atmosphere or across inter-

planetary distances. Compared to conventional radio-frequency (RF) systems, FSO

provides a substantially larger usable bandwidth, higher data rates, and stronger secu-

rity due to the narrow, highly directional nature of laser beams [3–5]. Early terrestrial

deployments have seen success in high-capacity “last-mile” links between buildings or

within campus environments offering gigabit connectivity without the complications

of wired infrastructure. Space agencies have extended FSO into satellite communica-

tions, exemplified by NASA’s Lunar Laser Communication Demonstration (LLCD),

which achieved a 622 Mbps downlink from the Moon [6], and the Laser Communica-

tions Relay Demonstration (LCRD), aimed at high-speed optical links for near-Earth

and deep-space missions [7]. Other international endeavors, such as ESA’s Semi-

conductor Inter-satellite Link Experiment (SILEX) and JAXA’s Optical Inter-orbit

Communications Engineering Test Satellite (OICETS), have further contributed to

advancement for space-based optical communications [8]. The commercial sector has
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likewise made significant investments in this technology, with SpaceX deploying inter-

satellite optical communication links within its Starlink constellation, while the US

Government advances space-to-ground optical connectivity through the Space Devel-

opment Agency’s (SDA) standardization of Optical Communications Terminals.

Recent developments highlight the growing importance of Optical Inter-Satellite

Links (OISLs) for high-capacity data routing in large constellations. For example,

SpaceX [9] has demonstrated operational OISLs within its Starlink network, and

additional mega-constellations such as Amazon’s Project Kuiper [10] and Telesat’s

Lightspeed [11] plan to rely on optical links for inter-satellite connectivity. Mean-

while, high-speed feeder links to the ground have shown rapid progress, with NASA’s

TeraByte InfraRed Delivery (TBIRD) mission achieving a record 200 Gbps downlink

from LEO to Earth in 2022 [12]. Such feats underscore how feeder links, which supply

high-data-rate connections from satellites to terrestrial ground stations, increasingly

need optical bands to handle terabit-scale traffic volumes—outpacing traditional RF

systems [9]. Advanced receiver technologies such as optically pre-amplified and coher-

ent detection further enable these high-capacity links by improving spectral efficiency.

In simpler intensity-modulated direct-detection (IMDD) systems, large-aperture re-

ceivers can collect enough power without needing to resolve the optical phase, making

them more tolerant to turbulence. However, efficient detection for higher data rates

requires the use of coherent detection or optically pre-amplified direct detection [13]

which use single mode fiber receivers. Efficient coupling of the turbulent wavefront

into a single mode fiber requires adaptive optics correction to mitigate turbulence-

induced distortions [14].

2
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FSO-based links enable both inter-satellite data transfer (OISLs) and high-

throughput “feeder” links between satellites and Earth, providing backhaul capacity

for next-generation broadband services. Starlink’s OISLs, for instance, reduce latency

by routing data directly between satellites, while continuing to use RF ground links as

feeders. Emerging architectures, however, are moving toward entirely optical-based

feeder links to better accommodate surging bandwidth demands. Optical frequencies

offer not only higher throughput but also smaller terminal apertures and inherent re-

sistance to electromagnetic interference, making them attractive for future large-scale

constellations.

Despite the benefits, real-world performance of Low Earth Orbit (LEO) downlink

FSO systems can be limited by atmospheric impairments. Light traversing the lower

layers of Earth’s atmosphere encounters varying pressure, temperature, and particle

densities, leading to absorption, scattering, and refractive-index fluctuations [15, 16].

These distortions are especially critical in LEO satellite downlinks, where spacecraft

moving at roughly 7–8 km/s experience a rapidly changing geometric path. Misalign-

ment from narrow beam divergence, turbulence-induced scintillation, and other losses

combine to complicate link design and impose demanding computational requirements

on wave-optics models. Simulation tools are therefore essential for developing such

systems, optimizing communication parameters, and designing effective mitigation

strategies under these challenging conditions.

Figure 1.1 shows a representative FSO system architecture, highlighting the key

components from optical source to receiver and the interfaces for electrical-optical

conversion. Specifically, the input data (voice, video, or other digital content) is first

encoded and then fed into a modulator, which drives a laser transmitter. The laser

3
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emits a narrow beam directed through the transmitting antenna, propagating across

the free-space channel. In this thesis, focus is placed on modeling the turbulence

in the atmospheric free-space channel and characterizing how it distorts the beam.

At the receiver, the optical signal is collected by the receiving antenna, converted

back into electrical form by a photodetector, and finally decoded by electronic cir-

cuits to retrieve the transmitted data. Such a layout applies to both terrestrial and

atmospheric paths, whether for building-to-building gigabit backhaul or space-based

links.

Figure 1.2 underscores how FSO technology extends into satellite communications,

covering satellite-to-ground, inter-satellite, and deep-space channels. In this diagram,

various platforms (LEO satellites, GEO satellites, aircraft, UAVs, HAPs, etc.) are

interconnected through free-space laser beams. Some links, such as LEO-to-ground

or aircraft-to-ground, traverse a long atmospheric path and thus require rigorous

turbulence modeling. Others, like inter-satellite links in space, bypass the atmosphere

but still demand precise pointing and tracking over large distances.

Regardless of the application, FSO systems promise high-capacity and secure data

transfer—yet reliability hinges on accurately predicting or mitigating propagation

impairments, including atmospheric turbulence for near-Earth vertical links.

1.1 Atmospheric Turbulence and Channel Geom-

etry

Atmospheric turbulence results from random variations in temperature and pressure,

producing eddies over a wide range of spatial scales. Following Kolmogorov’s theory
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Figure 1.1: A typical free-space optical communications system, highlighting the
turbulent atmospheric channel between the transmitter and receiver—this

propagation medium introduces effects such as scintillation, beam wander, and
wavefront distortion that significantly challenge system performance (adapted from

[17]).

of turbulent eddies, energy transfer is modeled as a cascade from larger to smaller

vortices throughout the fluid medium [18, 1, 19]. These eddies of varying sizes create

local regions with different refractive indices, which in turn introduce phase distortions

to any optical wavefront traveling through the atmosphere. This connection between

atmospheric turbulence and optical propagation effects was subsequently developed

by Rytov and Tatarskii, who established the mathematical framework for analyzing

how these refractive index fluctuations impact laser beams [20, 21]. In a LEO satellite

downlink, the optical beam passes through a continuum of turbulent refractive-index

fluctuations and varying wind speeds leading to spatially varying phase distortions of

the beam propagation. Changes in the position of the satellite or altitude alter the

slant path through this turbulent medium. Simulations approximate the atmosphere

as discrete layers to make computational modeling feasible while still capturing the

essential physics of the propagation channel. As the satellite passes overhead the

link geometry through the atmosphere changes, altering the turbulence conditions.

Analytical models such as the Hufnagel-Valley profile [22] offer a starting point for

describing altitude-dependent turbulence strength but do not themselves address the

5
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Figure 1.2: Illustration of FSO applications in space communications, including
inter-satellite, satellite-to-ground, and deep-space links (adapted from [17]).

computational complexity of propagating beams in time-evolving geometries.

Simulation frameworks like AOTools [23] and HCIPy [24] are used to generate multi-

layer turbulence simulations and study optical propagation through the atmosphere.

These simulators rely primarily on general purpose CPU-based architectures. As

spatial and temporal resolutions increase, particularly to capture the rapid geometry

changes in LEO orbits, these CPU-based approaches can become prohibitively slow

due to the large number of calculations required.

Explicit Problem Statement

There is a need for an improved simulator that can (i) model optical propagation

through multi-layer atmospheric turbulence under fast-moving orbital trajectories, (ii)

maintain high spatial and temporal fidelity, and (iii) leverage highly parallelized GPU

resources to ensure computational run times are manageable. Without an efficient,
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GPU-accelerated framework, design iteration, real-time testing, or large-scale data

generation for advanced algorithms are severely restricted.

1.2 Literature Review

1.2.1 Modelling of Turbulent Atmospheric Channels

Atmospheric turbulence has been extensively investigated over the past century. Kol-

mogorov’s seminal work proposed an energy cascade theory for high-Reynolds-number

flows, establishing the basis for modeling the refractive-index power spectrum in a

homogeneous and isotropic turbulent medium [25]. Later refinements by von Kármán

introduced practical corrections for finite outer scales of turbulence, leading to the

often applied von Kármán spectral model [26]. Tatarskii built on these fundamen-

tal studies to derive a comprehensive statistical description of wave propagation in

random media, which remains a cornerstone of modern turbulence optics research

[20].

A branch of turbulence-related research has centered on phase screen generation

and wavefront simulation techniques. Lane et al. pioneered the Fourier-based ap-

proach for creating random phase screens conforming to specified turbulence spectra

[27], while Roddier highlighted how atmospheric turbulence affects optical imaging,

shaping subsequent developments in adaptive optics systems [28]. To ensure accurate

representation of large-scale (low-frequency) structures, subharmonic methods were

introduced, effectively extending the spatial dynamic range of phase screens [27, 28].

More recently, Assémat et al. demonstrated optimized approaches to generate and

store phase screens for simulations spanning large apertures or extended propagation
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distances [29].

On the numerical modeling front, the split-step Fourier method has played a

pivotal role in simulating beam propagation through turbulence [30–32]. This method

approximates the continuous propagation process by segmenting the optical path into

discrete slices. Within each slice, diffraction is treated in the frequency domain, and

phase perturbations are superimposed based on user-defined turbulence screens [33].

Detailed discussions of these numerical techniques can be found in standard references

such as Numerical Recipes [33] and Schmidt’s Numerical Simulation of Optical Wave

Propagation [32].

In addition to these spatial considerations, the temporal dynamics of turbulence

have garnered substantial attention. Taylor’s hypothesis [34] laid the groundwork

for modeling turbulence advection by assuming that large-scale flow advects smaller-

scale eddies in a “frozen” state across the propagation path. This approximation

serves well for many moderate-speed flows, but fails under rapidly changing turbulence

conditions or in strongly sheared flows [35, 36]. Fried’s column extrusion method [37]

and subsequent extensions [38] aim to bridge this gap, offering more realistic temporal

evolution of phase distortions.

Research on FSO downlinks also emphasizes performance metrics for optical com-

munication. Studies have characterized key parameters such as scintillation indices,

beam wander, and power-in-bucket efficiency [21, 39], as well as essential corrections

for adaptive optics systems [40, 22]. These models and methods, from theory to prac-

tical simulation tools, form the foundation of how turbulence is modeled today and

applied in areas like optical communication, imaging, and remote sensing.
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1.2.2 Space Optical Communications

Constellation deployments such as StarLink now serve over 2,000,000 customers, rely

on more than 9,000 on-orbit laser terminals, perform 250,000 link acquisitions per day,

and achieve link uptimes exceeding 99% at distances up to 5,400 km and data rates

of 100 Gbps [9]. Terminal production has ramped to 200 units per week, with demon-

strated link acquisition in as little as 12 s and continued connectivity down to 122 km

altitude during de-orbit[9]. Meanwhile, the European Space Agency’s ScyLight frame-

work allocates 60 MEuro for next-generation optical communications and has set tar-

gets for demonstrations of � 100 Gbps links, with key program milestones set for

2019 and initial in-orbit tests by 2022 [41]. Amazon’s Project Kuiper is similarly

developing an optical communications infrastructure for its planned constellation, fo-

cusing on high-speed connectivity in its global network [10]. Telesat’s Lightspeed

constellation also incorporates optical inter-satellite links to provide global coverage

with minimized latency and enhanced throughput [11]. This shows great promise

for FSO technology as a viable backbone for future satellite constellations, driving

significant investment and research toward higher bandwidth, lower latency systems

aimed at both commercial and government applications in LEO and beyond.

1.2.3 Simulation of Atmospheric Optical Links

Accurate simulation of atmospheric turbulence is essential for designing and testing

adaptive optics (AO) systems in astronomy and optical communications. Several soft-

ware packages provide wave-optics-based numerical simulations of atmospheric tur-

bulence. For instance, HCIPy [24] and AOtools [23] are both Python-based simulators
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that support multi-layer propagation, evolving phase screens, and associated AO anal-

yses. However, while these packages are flexible, certain high-fidelity use-cases (e.g.

large-scale space communications scenarios) can still incur substantial computation

times when large numbers of independent realizations are needed.

An alternative approach for ground-to-satellite links is provided by Turandot [42,

43], a simulator that accounts for von Kármán spectrum turbulence in multiple lay-

ers. Although Turandot is capable of generating high-quality turbulence samples, it

may take on the order of five hours to produce 2000 fully-propagated realizations [43].

This computational cost becomes prohibitive in applications where tens or hundreds

of thousand of samples are required to adequately capture turbulence statistics, such

for advanced AO systems. Another widely used MATLAB adaptive optics and atmo-

spheric turbulence simulator package is called Object-Oriented, Matlab and Adaptive

Optics (OOMAO) [44]

Additionally, a recent study by Belmonte [45] proposes a novel graph-based

method for beam propagation in turbulent media using a triangular adaptive mesh.

In that approach, the wavefront and turbulence are represented as signals on a graph,

allowing the mesh to adapt locally in response to high-curvature regions and thereby

improving numerical accuracy with reduced simulation sampling points.

To circumvent these heavy computational demands, alternative “propagation-less”

modeling approaches like LOT [43] have also been proposed. They typically rely on

statistical or reduced-order methods (focusing primarily on low-order Zernike modes

with Gaussian propagation theory) rather than performing full Fresnel propagation

through layered turbulence, while there is speedup. the connection to the physical

parameters fo the channel are lost including windspeed variance over the link path.
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Shubert [46] demonstrated a wave-optics simulation in MATLAB® using the AO-

tools package, modeling the atmosphere with 100 distinct Kolmogorov phase screens

based on a Hufnagel-Valley 5/7 profile simulating 24 kilometers of atmosphere near

the ground. In this work, each simulation run employed a 400 mm receive aperture

(bigger than 1024x1024 phase screens pixels) with up to 5000 random realizations to

form fade histograms for a simulated satellite downlink and pre-compensated uplink.

This simulation of atmospheric turbulence is extremely computationally intensive,

even with the use of MATLAB parallel computing packages.

A Fourier-domain Adaptive Optics Simulation Tool (FAST) is introduced [47]

to model both downlink and uplink ground-space optical links in a semi-analytical

manner. By using an analytical AO model in the spatial frequency domain (origi-

nally developed for astronomical imaging) and invoking the reciprocity principle for

uplink scenarios, FAST avoids computationally expensive wave-optics (WO) propa-

gations. Specifically, it first generates residual phase power spectral densities (PSDs)

from an AO-corrected phase model, then performs Monte-Carlo draws of random

phase screens consistent with those PSDs. This approach retains sufficient fidelity

(e.g., capturing tip/tilt, high-order aberrations, and temporal effects under frozen-

flow assumptions). Crucially, execution speeds are found to be about ten times faster

in downlink cases and roughly two hundred times faster for uplinks compared with

Monte Carlo wave optical simulation tools, reflecting the avoided costs of handling

large numerical grids for Gaussian beam propagation. For 5000 iterations the exe-

cution time was in order of 32.3 seconds compared with 353 seconds in soapy [48],

which is another adaptive optics simulator written in Python.

Additionally, Walsh et al. [49] simulated a multi-layer atmospheric turbulence
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model using large phase screens of size 1024 × 1024 pixels using the AOtools li-

brary [23], corresponding to an aperture of 3.2 m× 3.2 m with a spatial resolution of

3 mm per pixel where uplink precompensation was applied to the wavefront. The

study emphasizes the importance of high-resolution phase screens for accurately

capturing higher-order Zernike modes [49]. Furthermore, the extension to larger

apertures and finer resolutions was explored for transmitting donut beams, using

Karhunen–Loève basis functions for wavefront reconstruction. These findings high-

light the increasing computational complexity associated with larger pixel counts and

finer spatial resolutions.

Taken together, these prior studies underscore a clear and growing need for a next-

generation atmospheric turbulence simulation tool that leverages GPU-accelerated

parallel computing. Modern GPUs are widely available, high-performance, and rel-

atively inexpensive computing resources that excel not only at video processing and

machine learning (ML) tasks, but also provide the computational power necessary

for physics-based simulations in optical propagation [50]. Such a tool would enable

high-fidelity modeling at scale—capable of supporting large apertures, fine spatial

resolutions, and massive Monte Carlo ensembles—while reducing runtimes. This ca-

pability is beneficial for advancing the design and validation of adaptive optics systems

in free-space optical communication.

In the following chapter, a comprehensive framework for modeling downlink prop-

agation is developed . Emphasis is placed on the interplay between the governing

wave equations, statistical turbulence models, and the numerical methods required

to capture key physics. Particular attention is devoted to phase screen generation,
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subharmonic extensions for low-frequency turbulence, and the incorporation of time-

dependent dynamics.

1.3 Thesis Contributions

This work proposes, implements, and validates a GPU-accelerated multi-layer atmo-

spheric turbulence simulation architecture specifically geared toward LEO satellite

optical downlinks. The main contributions are:

1. GPU-Accelerated Framework: A novel software platform built on Tensor-

Flow [51] to handle wave-optics propagation under time-varying, multi-layer

turbulence profiles that reflect realistic LEO trajectories.

2. Dynamic Atmospheric Layer Modeling: An atmospheric layer slicing and

phase-screen generation technique that captures spatially and temporally evolv-

ing turbulence, integrating altitude-based wind velocity profiles and refractive-

index structures along the slant path.

3. Validation and Statistics: Comprehensive checks of the simulator’s gener-

ated phase and amplitude statistics against well-known theoretical benchmarks,

confirming accuracy under various turbulence regimes.

4. Performance Benchmarking: Comparisons against an open-source Python

wave-optics simulator on CPU, highlighting significant speedups and scalability

gained through GPU parallelization.

Collectively, these elements address a critical gap in the field, providing a fast,

flexible, and validated tool to simulate LEO-based FSO communication links. By
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reducing compute times and enabling more intricate turbulence representations, this

simulator aims to accelerate not only wave-optics analysis but also data-driven design

paradigms. As a result, it unlocks new capabilities for rapid system prototyping, real-

time AO control, and large-scale ML studies that leverage high-fidelity synthetic data

[4, 3, 24].

1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 provides background

on atmospheric turbulence physics and key tools used in the simulation in the context

of LEO downlinks, detailing how multi-layer models and time evolution are applied to

fast-moving orbital geometries. Chapter 3 describes specifics of the GPU-based im-

plementation, covering the parallelization strategies, TensorFlow-based propagation

graphs, and the overall simulator architecture. Chapter 4 presents extensive numer-

ical results of the GPU-based simulator to validate it against phase and amplitude

statistics, a performance comparison with a baseline Python simulator, and repre-

sentative outputs under various turbulence settings. Finally, the thesis concludes in

Chapter 5 with summary of main findings, explores broader implications for FSO

research, and highlights future directions.
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Chapter 2

Background on Turbulence

Modeling and Simulation

This chapter describes the atmospheric turbulence models and optical propagation

theory essential for simulating free-space optical downlink channels. It begins with

a discussion of turbulence statistical models then develops the numerical tools for

simulating optical propagation such as the split-step Fourier method and phase-screen

techniques.

2.1 Atmospheric Turbulence

Atmospheric turbulence affects the propagation of electromagnetic waves by introduc-

ing random phase perturbations along the propagation path. This section introduces

the statistical nature of atmospheric turbulence and its impact on optical wave prop-

agation.

15
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2.1.1 Kolmogorov Theory of Turbulence

Turbulence at high Reynolds numbers is often modeled using the statistical framework

introduced by Kolmogorov in 1941 [25]. The Reynolds number is a dimensionless

parameter comparing inertial and viscous forces in fluid flow. Large Reynolds numbers

mean inertial forces dominate, promoting the formation of random, energetic eddies.

The underlying principle is shown in Figure 2.1 [1]. Energy is injected at the

outer scale (L0) and cascades through progressively smaller eddies with a nearly

constant energy dissipation rate ε (m2/s3) until being dissipated at the smallest scales.

Kinetic energy is transferred into new eddy formation until viscous dissipation (the

conversion of kinetic energy into heat via fluid friction) ultimately dominates at the

smallest scales (l0) [18, 1, 19]. This energy transfer behaviour is valid for spatial scales

between the inner and outer scale size, which is called the inertial subrange. [52–54].

Kolmogorov hypothesized that, in the inertial subrange, neither the large-scale

forcing nor molecular viscosity significantly affect the statistics of turbulence. Instead,

the primary parameters are the energy dissipation rate ε and the kinematic viscosity

ν. From these assumptions, he postulated a self-similar scaling for the turbulent

energy spectrum E(k):

E(k) = CK ε
2/3 k−5/3, (2.1.1)

where CK is the Kolmogorov constant. The variable k is the wavenumber defined by

k = 2π/`, where ` is the eddy length scale. Equation 2.1.1 is then an energy spectrum

in spatial frequency. In the inertial subrange Kolmogorov theory shows E(k) follows

a k−5/3 power-law dependence. In this model, the characteristic smallest scale of
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Figure 2.1: Richardson energy cascade depicting the breakdown of turbulent eddies
from the integral scale l0 to the Kolmogorov microscale η. (adapted from [1]).

17

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece


M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering

10 2 10 1 100 101 102 103 104 105

Spatial wavenumber, k (m 1)

10 9

10 7

10 5

10 3

10 1

101

En
er

gy
 sp

ec
tru

m
, E

(k
) (

m
3 /

s2 )
Kolmogorov Energy Spectrum

Kolmogorov spectrum (k 5/3)
Energy-containing range
Dissipation range

Figure 2.2: Kolmogorov energy spectrum E(k) (2.1.1) illustrating the inertial
subrange with a k−5/3 scaling (blue line). The energy-containing range (gray shaded

region) and dissipation range (red shaded region, k � η−1) are marked. The
integral scale L and Kolmogorov microscale η are denoted by vertical dashed lines.

motion, known as the Kolmogorov microscale η, is given by

η =

(
ν3

ε

)1
4

. (2.1.2)

Thus, turbulent motions on scales larger than η follow universal scaling laws largely

independent of the boundary conditions of the flow, while at scales below η eddies

cannot sustain themselves and dissipate as heat [54, 19].
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Figure 2.2 illustrates the Kolmogorov energy spectrum across all scales of turbu-

lent motion. The spectrum can be divided into three distinct regions: the energy-

containing range at low wavenumbers, the inertial subrange where the k−5/3 power

law dominates, and the dissipation range at high wavenumbers. The majority of

turbulent kinetic energy resides in the largest eddies, corresponding to the energy-

containing range. Progress through the inertial subrange, energy cascades according

to Equation 2.1.1 without significant input or dissipation, maintaining the character-

istic −5/3 slope. Finally, in the dissipation range, viscous effects become dominant,

causing a rapid decline in energy at scales smaller than the Kolmogorov microscale

η.

2.1.2 Refractive index fluctuation in the atmosphere

For visible and IR wavelengths, the refractive index can be expressed as:

n(r, t) = n0 + n1(r, t), (2.1.3)

where r ∈ R3 is the spatial position vector, t represents time, n0 ≈ 1.0 (near sea level)

is the mean refractive index of air, and n1(r, t) represents the zero-mean turbulent

fluctuations. Random inhomogeneities in air temperature and pressure give rise to

local variations in the refractive index. The treatment of optical wave propagation

typically neglects temporal variations in the refractive index, which are much slower

than the propagation duration. The wave is considered single frequency throughout

the propagation process [32]. Equation (2.1.3) can then be written as:

n(r) = n0 + n1(r). (2.1.4)
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The refractive index of the atmosphere can be expressed as a function of temper-

ature and pressure

n(r) = 1 + 77.6× 10−6(1 + 7.52× 10−3λ−2)
P (r)

T (r)
, (2.1.5)

where P (r) is the pressure in millibars at position r, T (r) is the temperature in Kelvin

at position r, and λ is the wavelength in micrometers [21].

Kolmogorov’s original analysis pertains to velocity fluctuations in homogeneous

isotropic turbulence, but the same theory can be applied to the structure of refractive

index fluctuations in the atmosphere via Equation 2.1.5. The turbulent temperature

spectrum follows Kolmogorov Energy Spectrum scaling, Equation (2.1.6), in the iner-

tial range, while pressure changes are negligible, leaving the index spectrum to follow

the temperature spectrum [21].

Power Spectral Density of Refractive Index Fluctuations

The Kolmogorov model for the three-dimensional spatial power spectral density (PSD)

Φn(κ) of the refractive index fluctuations is given by

Φn(κ) = 0.033C2
n κ
−11/3, κi � κ� κ0, (2.1.6)

where κ = |κ| is the spatial wavenumber. Equation (2.1.6) is valid within the iner-

tial subrange for scale sizes between the inner scale l0 and outer scale L0, or their

corresponding spatial frequencies κ0 = 2π/L0 the outer-scale cutoff, and κi = 2π/l0

is the inner-scale cutoff. The κ−11/3 is a three-dimensional spatial frequency scal-

ing, which when integrated twice for the one dimensional spatial frequency gives the
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dashed line) spectra for refractive index fluctuations. The von Kármán spectrum

transitions from κ−11/3 behavior in the inertial subrange to finite energy-containing
(κ ≤ κ0, gray shaded) and dissipation (κ ≥ κm, orange shaded) ranges. Vertical
dashed lines mark κ0 = 2π/L0 (outer scale cutoff) and κm = 5.92/l0 (inner scale

cutoff).

κ−5/3 power law of (2.1.1). The use of the three-dimensional spectrum in the study of

optical propagation through turbulence becomes important when deriving wavefront

statistics perpendicular to the direction of propagation from the homogeneous and

isotropic atmospheric power spectrum scaling [21, Ch. 5].

The pure Kolmogorov κ−5/3power law is limited in its applicability at very low

wavenumbers (large distance scales) since the energy spectrum continues to infinity

as k → 0, which would imply infinite energy in the largest eddies. Similarly, at high

wavenumbers (small scales), the spectrum must decrease more rapidly to account for
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viscous dissipation effects [18, 54].

To incorporate finite inner and outer scales in the refractive index field, the von

Kármán spectral model, shown in Figure 2.3, modifies the idealized Kolmogorov form

to smoothly transition between the k−5/3 scaling within the inertial subrange while

properly accounting for the physics at both extremes of the spectrum

Φn(κ) = 0.033C2
n

exp
[
−(κ/κm)2

]
(κ2 + κ2

0)11/6
, (2.1.7)

where κm = 5.92/l0 and κ0 = 2π/L0. The exponential term ensures a rapid decline

of energy at scales smaller than the inner scale l0, whereas the denominator term

prevents divergence at very low wavenumbers (κ → 0), effectively setting the outer

scale L0 [21, 55]. Hence, while rooted in fundamental turbulence theory, the von

Kármán model also relies on empirical constants to fit real-world measurements [20,

21].

Empirical validation of the von Kármán spectrum model has been established

through key experimental studies. Foundational measurements provided in [20, Ch. 4]

demonstrate that pure Kolmogorov models fail at both small and large scales, while

Andrews and Phillips [21] compiled field data confirming that the von Kármán for-

mulation captures the finite inner and outer scale effects observed in real turbulence

spectrum measurements.

Refractive Index Structure Function

A useful statistical measure of the random index of refraction process is the refractive

index structure function. For statistically stationary turbulence, the ensemble average

becomes independent of time, and under the assumption of local homogeneity, the
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structure function depends only on the magnitude of the separation vector, allowing

for the simplification

Dn(r) =
〈[
n1(r1)− n1(r1 + r)

]2〉
E
, (2.1.8)

where r = ||r|| is the separation distance between points in the field.

The connection between the structure function and spectral model can be estab-

lished through their mathematical relationship. For homogeneous, isotropic turbu-

lence, the structure function Dn(r) and the power spectral density Φn(κ) are linked

through the Fourier transform relationship between power spectral density and auto-

correlation functions, which when applied to (2.1.8) can be used to derive the following

[20, 18]

Dn(r) = 8π

∫ ∞
0

Φn(κ)

[
1− sin(κr)

κr

]
κ2dκ. (2.1.9)

When the Kolmogorov turbulence spectrum (2.1.6) is inserted for Φn(κ) in Equation

(2.1.9) the structure function is given by

Dn(r) = C2
n r

2/3, (2.1.10)

where r = ‖r‖ is the spatial separation distance and C2
n is the index of refraction

structure constant, having units of m−2/3, which quantifies the strength of the re-

fractive index fluctuations. Note that this structure function scaling applies to the

homogeneous and isotropic distribution of index fluctuations in the atmosphere. In

the next section a different structure function is derived for points on a transverse

propagating optical wavefront.

23

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece


M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering

2.2 Optical Propagation Theory

This section begins by presenting the fundamental wave equation derived from

Maxwell’s equations, then introduces the Huygens-Fresnel principle and the paraxial

approximation used to simplify that wave equation, followed by an overview of Fresnel

and Fraunhofer diffraction regimes.

2.2.1 Basic Electromagnetic Propagation Theory

At optical frequencies, Maxwell’s equations can often be reduced to a scalar wave

equation under the assumptions of linear, isotropic, and source-free media [56, 57]

∇2u(r, t)− n2(r)

c2
0

∂2u(r, t)

∂t2
= 0, (2.2.1)

where

• u(r, t) is the scalar approximation of the electric field amplitude,

• n(r) = n0 + n1(r) is the refractive index (with mean n0 and small fluctuations

n1(r)),

• c0 is the speed of light in vacuum,

• r = (x, y, z) is the spatial coordinate.

This scalar approximation assumes that polarization effects are negligible and

is valid when the medium is isotropic, as is typically the case for atmospheric

propagation at optical wavelengths [21]. Assuming a time-harmonic dependence,
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u(r, t) = U(r) e− iωt, the Helmholtz equation is obtained as the following equation

∇2U(r) + k2 n2(r)U(r) = 0, (2.2.2)

where k = 2π
λ

is the free-space wavenumber and λ is the wavelength in vacuum. This

scalar Helmholtz equation is the starting point for many models of optical wave prop-

agation, including those that incorporate atmospheric turbulence via n1(r) introduced

in Equation (2.1.3).

2.2.2 Huygens-Fresnel Principle and Paraxial Approxima-

tion

Huygens-Fresnel Principle

The Huygens-Fresnel principle states that each point on a wavefront acts as a sec-

ondary source of spherical wavelets; the sum (integral) of these wavelets at a later

plane gives the propagated wavefront [56, 57]. In the scalar diffraction framework,

the field U(x, y, z) at a distance z from an aperture can be computed using integrals

akin to the Rayleigh-Sommerfeld or Kirchhoff diffraction formulations.

Conceptually, this principle captures diffraction effects arising from obstacles and

apertures. For complex refractive index distributions (such as turbulence in the at-

mosphere), additional phase perturbations must be included to account for random

fluctuations.
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Paraxial Wave Equation

For beams propagating primarily along the z-axis with small angular divergence (i.e.,

θ � 1 rad), the paraxial approximation simplifies the Helmholtz equation significantly

[57, 32]. Let

U(x, y, z) = H(x, y, z) exp
(
i k n0 z

)
, (2.2.3)

where H(x, y, z) is a slowly varying envelope. Substituting into (2.2.2) and neglecting

∂2H/∂z2 terms yields the paraxial wave equation

2 i k n0
∂H

∂z
+ ∇2

⊥H + 2 k2 n0 n1(r)H = 0, (2.2.4)

with ∇2
⊥ = ∂2

∂x2
+ ∂2

∂y2
. This form is widely used to model laser beam propagation in

weakly inhomogeneous media such as the turbulent atmosphere.

2.2.3 Fresnel and Fraunhofer Diffraction

Fresnel (Near-Field) Regime

Fresnel diffraction describes wave propagation where the observation plane is not

extremely far from the diffracting aperture or object, but still satisfies the paraxial

condition. Importantly, the Fresnel integral arises as an approximate solution to

the paraxial wave equation (Equation (2.2.4)) under the assumption of free-space

propagation (i.e., n1(r) = 0). By neglecting turbulence and solving the homogeneous

version of the paraxial equation, one obtains this integral form, which captures the

effects of diffraction in the near field. This connection demonstrates how the Fresnel

diffraction model builds directly on the paraxial Helmholtz framework, linking wave
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propagation theory to practical beam modeling. The Fresnel diffraction integral for

a field at distance z from a source plane can be written as [57, 56]

U(x, y, z) =
e i k z

i λ z

∫∫ ∞
−∞

U(x′, y′, 0) exp
[
i k

2z

(
(x− x′)2 + (y − y′)2

)]
dx′ dy′. (2.2.5)

This so-called Fresnel integral can often be efficiently computed with Fast Fourier

Transforms (FFTs) in numerical simulations.

Fraunhofer (Far-Field) Regime

Fraunhofer diffraction is the asymptotic far-field limit of Fresnel diffraction, valid

when the propagation distance z is large compared to the square of the beam diameter

divided by the wavelength
(

i.e., z � D2

λ

)
. Under these conditions, the diffracted field

becomes essentially the Fourier transform of the aperture function [56, 57]:

U(x, y, z) ∝ exp
(
i k z

) ∫∫ ∞
−∞

U(x′, y′, 0) exp
[
− i k

z

(
x x′ + y y′

)]
dx′ dy′. (2.2.6)

Fraunhofer diffraction is vital in analyzing far-field beam patterns, laser spot sizes

at large distances, and optical Fourier transforming systems. In atmospheric optics,

Fraunhofer concepts often underlie simple beam divergence and spot size calculations.

2.2.4 Rytov Theory and the Mutual Coherence Function

The refractive index fluctuations characterized by the von Kármán spectrum directly

impact electromagnetic wave propagation through the atmosphere. To quantify these

effects mathematically, perturbation methods are now employed that relate the sta-

tistical properties of the turbulent medium to observable optical field characteristics.
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In atmospheric optics, a common starting point for analyzing wave propagation is

the Helmholtz equation, which in a source-free, nonmagnetic, and isotropic medium

and by solving (2.2.4) and (2.2.2), it can be written as

∇2U(r) + k2 n2(r)U(r) = 0, (2.2.7)

where U(r) is the optical field, k = 2π/λ is the vacuum wavenumber, and n(r) is the

refractive index. In the atmosphere, random fluctuations in temperature and pressure

give rise to small variations in n(r). Under the assumption that these fluctuations

are weak, a typical assumption is to decompose

n(r) = n0 + n1(r),
∣∣n1(r)

∣∣� n0,

so that

n2(r) ≈ n2
0 + 2n0 n1(r),

allowing a perturbative treatment of the wave equation. Then the wave equation

becomes: {
∇2 + k2 [1 + 2n1(r)]

}
U(r) = 0. (2.2.8)

Rytov Approximation. When the turbulence is sufficiently weak, Rytov theory [20,

21] provides a convenient way to capture the first-order effects of random refractive-

index fluctuations. By solving Equation (2.2.8) with the methods of Fourier optics

and using Green functions [32], the following approximate solutions can be acquired.
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Writing the complex field in the logarithmic form

U(r) = U0(r) exp
[
ψ(r)

]
, (2.2.9)

where U0(r) is the unperturbed (e.g. freely propagating) solution in the absence of

turbulence, and

ψ(r) = χ(r) + i ϕ(r)

decomposes into real log-amplitude fluctuations χ(r) and phase fluctuations ϕ(r).

Another key concept is the Mutual Coherence Function (MCF), defined as

Γ(r1, r2) = 〈U∗(r1)U(r2)〉, (2.2.10)

where U∗(r1) and U(r2) are optical field and conjugate of the optical filed at spa-

tial positions r1 and r2, representing two points in the optical field [57]. The MCF

quantifies the degree of coherence between two points in the field.

For a plane wave in weak turbulence, the MCF can be approximated as [32]:

Γ(r1, r2) ≈ U∗0 (r1)U0(r2) exp
[
−1

2
Dψ(r1, r2)

]
. (2.2.11)

where Dψ(r1, r2) is the wave structure function given by

Dψ(r1, r2) = 〈|ψ(r1)− ψ(r2)|2〉. (2.2.12)

Equation (2.2.12) characterizes the statistical variance of complex phase differences

between two points on the wavefront. This structure function can be separated into
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the effects of log-amplitude (χ) and phase (ϕ) fluctuations [20, 21]

Dψ(r1, r2) = Dχ(r1, r2) +Dϕ(r1, r2), (2.2.13)

where Dχ and Dϕ are the structure functions for log-amplitude and phase, respec-

tively. Equation (2.2.11) shows the physical significance of the structure function:

when Dψ(r1, r2) increases with separation distance ‖r1 − r2‖, the exponential term

decreases, causing a corresponding decay in coherence. Under Kolmogorov turbu-

lence statistics, Dψ scales approximately as ‖r1 − r2‖5/3 within the inertial subrange

[21, 58], leading to a characteristic coherence length beyond which the optical field

becomes effectively uncorrelated.

Scintillation is the normalized variance of the intensity fluctuations, which in the

weak-fluctuation regime is well approximated by the variance of the log-amplitude

fluctuations. A key parameter in determining the validity of this approximation is

the Rytov variance, β2
0 . Physically, β2

0 measures the accumulated strength of optical

scintillation along the path of propagation, analogous to the twinkling of stars when

viewed from Earth. When β2
0 � 1, the perturbative expansion in Rytov theory holds.

For a plane wave propagating a distance z, β2
0 can be approximated as

β2
0 ≈ 1.23C2

n k
7/6 z11/6, (2.2.14)

where C2
n is the refractive-index structure constant (defined in Section 2.1.2), k =

2π/λ is the optical wavenumber, and z is the propagation distance. This relation

illustrates how, in the weak turbulence regime, the scintillation becomes more pro-

nounced with increasing propagation distance or wavenumber.
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Building on this theoretical framework, the practical effects of atmospheric tur-

bulence can be characterized through two primary parameters: the Fried parameter

r0, which emerges from the mutual coherence function and characterizes the spatial

scale of phase distortions, and the scintillation index σ2
I , which quantifies intensity

fluctuations. These parameters are essential for evaluating and designing free-space

optical systems.

2.2.5 Fried Parameter and Scintillation Index

Atmospheric turbulence degrades optical wave propagation through two primary ef-

fects: phase distortions and intensity fluctuations. The loss of wavefront coherence is

quantified by the Fried parameter r0, which arises from the mutual coherence func-

tion. In the weak scintillation regime where amplitude fluctuations are considered

negligibly small, r0 is primarily determined by phase distortions. As the wavefront

propagates through the atmosphere picking up phase distortions it also experiences

intensity fluctuations quantified by the scintillation index σ2
I . These metrics are crit-

ical for defining turbulence strength and evaluating the performance of free-space

optical communication systems.

Fried Parameter (r0): Coherence Length of Turbulence

The Fried parameter r0, also known as the atmospheric coherence length, represents

the transverse distance over which the phase of an optical wave remains correlated.

It was first introduced by David L. Fried in 1966 [58] to characterize the resolving

power of ground-based telescopes. It is derived from the mutual coherence function

introduced in Section 2.2.4. For a plane wave propagating through turbulence, the
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Figure 2.4: Atmospheric turbulence effects characterized by the Fried parameter
(r0): (a) Wavefront with turbulence-induced phase distortions showing a small

aperture (D < r0, σφ ∼ 1 radian) and large aperture (D >> r0, σφ � 1 radian).
Color scale represents phase in radians. (b) Fried parameter wavelength dependence

following r0 ∝ λ6/5, with common astronomical bands (U: 365 nm, V: 550 nm, I:
806 nm, H: 1.6 µm, K: 2.2 µm) marked. (c) Focus spot for the small aperture

(D < r0), simulation shows the focal plane intensity profile, with less turbulence
distortion over the aperture and maintaining a more coherent spot. (d) Focus spot
for the large aperture (D >> r0), simulation shows the focal plane intensity profile,
exhibiting significant speckle structure due to stronger turbulence. This spot will

produce seeing-limited (λ/r0) resolution.
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phase structure function Dϕ(r1, r2) can be derived from the power spectral density of

refractive index fluctuations Φn(κ) discussed in Section 2.1.2 [20, 28]

Dϕ(r) = 2.91k2|r|5/3
∫ z

0

C2
n(ζ)dζ, (2.2.15)

where r = r1 − r2 is the spatial separation vector across the wavefront, k = 2π/λ is

the optical wavenumber, and z is the propagation distance [59, 21].

The Fried parameter r0 is defined as 2.1 times the seperation distance across which

the structure function equals 2 radian² (i.e., Dϕ(r0) = 2) [59][21, Pg. 194]. The 1/e

coherence point of the MCF (2.2.11) is known as the coherence radius ρc, from which

Fried parameter r0 = 2.1ρc gets its alternate name as the coherence diameter. r0 for

a plane wave r0 is given by

r0 =

[
0.423 k2

∫ z

0

C2
n(ζ) dζ

]−3/5

, (2.2.16)

where k = 2π/λ is the optical wavenumber, C2
n(ζ) is the refractive index structure

constant along the propagation path, and z is the propagation distance. Physically,

r0 represents the distance over which the wavefront is largely correlated. Smaller r0

values mean shorter correlation distances and indicate stronger turbulence. As can

be seen from (2.2.16) the coherence length decreases with increasing C2
n or longer

propagation paths.

A simple expression for the phase structure function of a plane wave in terms of

r0 is given by [32, Eq 9.44]

Dϕ(r) = 6.88

(
r

r0

)5/3

, (2.2.17)
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which leads to a simplified expression for the mutual coherence function of a plane

wave paramaterized by r0

MCF(r) = exp

[
−3.44

(
r

r0

)5/3
]
, (2.2.18)

which follows from the relationship in Equation (2.2.11).

In astronomical contexts, the Fried parameter is directly related to the concept

of “seeing,” which quantifies the angular resolution limit imposed by atmospheric

turbulence. Atmospheric seeing, typically measured in arcseconds (1 arcsecond is

approximately 4.84 µradian), is defined as the full-width at half-maximum (FWHM)

of the long-exposure point spread function of a stellar image and is related to the

Fried parameter by

seeing ≈ 0.98
λ

r0

, (2.2.19)

where the factor 0.98 arises from the mathematical relationship between the FWHM

of the seeing-limited point spread function and r0 [28, 58]. This equation shows that

smaller values of r0 produce larger seeing which is worse angular resolution. For large

telescopes the seeing becomes limited by the coherence diameter and not the aperture

diameter as in a diffraction limited imaging system. This motivates the need for AO

systems to correct the turbulence impaired wavefront and restore the image resolution

of the instrument, as discussed in (1.2).

Figure 2.4 illustrates the fundamental aspects of the Fried parameter and its im-

pact on astronomical imaging. Panel (a) shows two apertures superimposed over a

turbulent phase profile. The aperture smaller than the Fried parameter (D < r0)

receives a wavefront that is still largely coherent and forms the spot in panel (c).
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The resolution is primarily limited by diffraction rather than atmospheric turbulence.

Conversely, the large aperture with D > r0 receives a wavefront with severe phase

distortions producing the highly aberrated spot in panel (d). This demonstrates that

building larger telescopes without adaptive optics does not improve resolution be-

yond the atmospheric limit. Panel (b) plots the wavelength dependence r0 ∝ λ6/5

of Equation (2.2.16) marked with standard astronomical photometric bands. These

bands span from the ultraviolet (U-band, 365nm) through visible (V-band, 550nm)

to near-infrared (I-band, 806nm, H-band, 1.6µm, and K-band, 2.2 µm), highlighting

the dramatic improvement in atmospheric coherence length across commonly used

observing wavelengths. For example, the Fried parameter in K-band (λ = 2.2 µm) is

approximately 5.2 times larger than in V-band (λ = 550 nm), leading to significantly

better atmospheric seeing and image quality. This wavelength-dependent behavior ex-

plains why infrared astronomy and communications often achieve better performance

through turbulence than their visible-wavelength counterparts, as longer wavelengths

naturally experience larger r0 values and therefore maintain diffraction-limited per-

formance for larger apertures.

The Fried parameter is fundamental to optical system design and performance.

The wavelength dependence of r0 ∝ λ6/5, derived from Equation (2.2.16) explains

why longer wavelengths (e.g., infrared) are less affected by atmospheric turbulence

than visible light. This scaling relationship has important implications for both astro-

nomical observations and free-space optical communications. Systems operating near

1550 nm experience less turbulence-induced phase distortion compared to those using

visible wavelengths. The ratio D/r0 describes how many coherence regions fit across

a given telescope aperture of diameter D. The higher the ratio, the more incoherent
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the wavefront across the aperture will be. In communications and imaging contexts,

D/r0 indicates the number of turbulent cells across the aperture, with D/r0 ≈ 1

marking the critical transition from diffraction-limited to seeing-limited performance

[58]. When operating with D/r0 > 1, optical systems require active wavefront sensing

and correction techniques to approach their theoretical diffraction limit, as the uncor-

rected wavefront distortions would otherwise severely degrade system performance.

For adaptive optics applications the required number of actuators needed for effective

wavefront correction is on the order of (∝ (D/r0)2) [60].

Scintillation Index (σ2
I): Intensity Fluctuations

The scintillation index quantifies the normalized variance of received intensity fluctu-

ations. In the context of optical propagation, intensity I refers to the time-averaged

power per unit area of the electromagnetic wave, proportional to the square of the

electric field amplitude: I(r) = |U(r)|2, where U(r) is the complex field amplitude.

The normalized intensity variance is defined as:

σ2
I =
〈I2〉 − 〈I〉2

〈I〉2
, (2.2.20)

where I is the optical intensity. Under weak turbulence conditions for an infinite

plane wave (σ2
I < 1), the Rytov approximation gives

σ2
I ≈ 1.23C2

n k
7/6 z11/6. (2.2.21)

As illustrated in Figure 2.5, the behavior of scintillation exhibits two distinct

regimes characterized by the Rytov variance β2
0 .
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Recall from Section 2.2.4 that the Rytov variance β2
0 quantifies the strength of

optical scintillation and is given by Equation (2.2.14) and serves as the key parameter

for determining the applicability of weak turbulence approximations.

In the weak fluctuation regime (β2
0 < 1), the scintillation index follows the Rytov

theory prediction, growing linearly with turbulence strength (σ2
I ∝ β2

0). However,

as turbulence strengthens (β2
0 > 1), the relationship breaks down due to multiple

scattering effects, leading to a saturation of intensity fluctuations. This saturation

behavior, where σ2
I approaches an asymptotic value despite increasing turbulence

strength, marks a fundamental limitation of weak turbulence theory and necessitates

more sophisticated modeling approaches for strong turbulence conditions.

Equation (2.2.21) shows that scintillation grows with turbulence strength, optical

wavenumber, and propagation distance. However, in strong turbulence (σ2
I ≥ 1),

nonlinear effects cause saturation, and the Rytov approximation breaks down [21].

The scintillation index then stabilizes or even decreases, a phenomenon known as

scintillation saturation [61].

Figure 2.6 illustrates how r0 and σ2
I evolve with increasing turbulence strength

C2
n. The Fried parameter decreases with stronger turbulence following a r0 ∝ C

−6/5
n

relationship (derived from Equation (2.2.16)), indicating worse wavefront coherence.

Simultaneously, the scintillation index increases approximately as σ2
I ∝ C2

n in the

weak turbulence regime before reaching saturation.

2.2.6 Vertical Turbulence Profile C2
n(h)

Atmospheric turbulence strength varies significantly with altitude, making the verti-

cal profile C2
n(h) critical for modeling optical propagation through the atmosphere.
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Figure 2.5: Scintillation index σ2
I versus Rytov variance β2

0 in log-log scale, showing
the distinct turbulence regimes. In the weak fluctuation regime (β2

0 < 1), Rytov
theory accurately predicts the linear relationship σ2

I ∝ β2
0 (blue solid line). As

turbulence strengthens (β2
0 > 1), nonlinear effects cause saturation (red dashed

line), where σ2
I approaches an asymptotic value despite increasing β2

0 . The
transition region near σ2

I ≈ 1 marks the breakdown of Rytov theory and the onset of
strong turbulence effects.
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Figure 2.6: Visualizing Fried parameter r0 (blue, left axis) and scintillation index σ2
I

(red, right axis) versus turbulence strength C2
n for a wavelength of 1550 nm and

1 km propagation path. As C2
n increases, r0 decreases following a −3/5 power law

(worse wavefront coherence), while σ2
I rises (stronger intensity fluctuations) before

reaching saturation. The vertical dashed line marks typical daytime turbulence
(C2

n = 10−13 m−2/3), where r0 ≈ 5 cm and significant scintillation occurs. Note the
opposite behavior of these parameters, highlighting the challenge of maintaining

both phase coherence and intensity stability in strong turbulence conditions.
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This altitude dependence arises from temperature gradients, wind shear, and terrain-

induced mechanical turbulence near the ground [62].

The simplest model for horizontal propagation assumes a constant C2
n with height,

but this fails to capture the layered structure observed in real atmospheres. Instead,

altitude-dependent models like the Hufnagel-Valley (HV) [22] profile is widely used.

Hufnagel-Valley Turbulence Model

The Hufnagel-Valley (H-V) model [62] provides a widely-accepted characterization of

the altitude-dependent refractive index structure constant C2
n(h). Its empirical form

captures both boundary layer and upper atmospheric effects

C2
n(h) = 0.00594

(wrms
27

)2

(10−5h)10e−h/1000 +2.7×10−16e−h/1500 +Ae−h/100. (2.2.22)

The first term models high-altitude turbulence driven by wind shear in the tropopause

region (approximately 10-15 km) [62, 21]. This term includes the parameter wrms,

which represents the high-altitude rms wind speed in m/s, typically ranging from 5

to 30 m/s. The h10 factor causes this term to peak at approximately 10 km, making

it the dominant contributor to turbulence in the upper troposphere where significant

wind shear occurs due to jet streams (narrow, high-speed air currents typically found

at 9-12 km altitude with speeds of 100-200 km/h that create strong vertical velocity

gradients with surrounding air masses) [63]. The exponential decay with scale height

1000 m ensures this contribution diminishes at very high altitudes. The second term,

represents background turbulence that is present throughout the atmosphere but is

not directly related to wind speed. This term has a slower decay rate (scale height

1500 m) and provides a baseline turbulence level that persists into the stratosphere.
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The third term, captures the strong surface-layer effects that dominate turbulence

near the ground. The parameter A (typically ranging from 1.7× 10−14 to 8.4× 10−14

m−2/3) sets the ground-level turbulence strength (C2
n(0)), which is heavily influenced

by solar heating, terrain roughness, and local meteorological conditions. With its

rapid decay (scale height 100 m), this term primarily affects the lowest kilometer of

the atmosphere where mechanical and thermal effects from the Earth surface create

strong turbulent eddies.

Bufton Wind Profile

The wind velocity profile along the propagation path significantly impacts the tem-

poral evolution of turbulence. The Bufton wind model [64] provides an empirical

description of the altitude-dependent wind speed

vHV(h) = wg + wp exp

[
−
(
h− hp
Lw

)2
]
, (2.2.23)

where wg represents the ground wind speed, wp is the peak wind speed in the

tropopause, hp is the height of peak wind speed (typically near the tropopause),

and Lw is the characteristic thickness of the wind layer. This model captures both

the surface wind effects and the strong wind shear typically observed in the upper

troposphere.

Note that wp represents the additional wind speed contribution at the tropopause

rather than the absolute peak value, which is why the maximum wind speed at

height hp equals wg + wp. Similarly, at ground level (h = 0), the model yields

wg +wp exp[−(hp/Lw)2], which is slightly greater than wg alone—a deliberate design

choice that creates a smooth profile and acknowledges the minimal but non-zero
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coupling between atmospheric layers [64, 21].

For a moving observer (such as tracking a satellite), the effective wind profile must

incorporate both atmospheric winds and relative motion:

vtotal(h) = vHV(h) + vrel(h), (2.2.24)

where vrel(h) represents any additional relative motion between the optical path and

the atmosphere. This combined profile determines the characteristic timescales of

turbulence-induced fluctuations and influences the temporal coherence of the optical

field.

The wind profile plays a crucial role in determining the temporal evolution of phase

screens in numerical simulations presented in Section 2.2.10 and affects the validity

of Taylor frozen flow approximation (see Section 2.2.9). At each altitude, the local

wind velocity influences both the rate of turbulence evolution and the applicability

of frozen-flow assumptions for modeling temporal dynamics.

Building on the basic scintillation index formula for horizontal paths given in

Equation (2.2.21), for the slant path geometry of satellite downlinks can be extended

for altitude dependent C2
n, where C2

n varies with altitude and the propagation distance

depends on the zenith angle, which will be fully discussed in Section 2.3.

For satellite downlinks, the scintillation index can be expressed as [21]

σ2
I (r, L) = 2.25k7/6 sec11/6(ζ)

∫ H

0

C2
n(h)(h− h0)5/6dh, (2.2.25)

where k is the wavenumber, ζ is the zenith angle, and h0 is the observer altitude.

Using the H-V5/7 model with λ = 1.55 µm and zenith angles 0◦ ≤ ζ ≤ 60◦, the
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scintillation index varies across the beam profile from approximately 0.07 to 0.23,

independent of the initial beam parameters. This uniformity in fluctuations across

the beam profile occurs because off-axis scintillation closely matches on-axis behavior

for most of the diffraction-limited spot size.

Using the H-V5/7 model (w = 21 m/s, A = 1.7 × 10−14 m−2/3) at λ = 1.55 µm

yields:

• Fried parameter r0 ≈ 19.4 cm (ground observer)

• Scintillation index σ2
I ∼ 0.07–0.23 across beam profile (Eq. (2.2.25))

These parameters underscore the challenge of maintaining signal fidelity in down-

links, particularly for low-elevation angles (ζ > 60◦) where sec11/6(ζ) scaling in

Eq. (2.2.25) exacerbates intensity fluctuations.

2.2.7 Numerical Simulation of Optical Propagation

Accurately modeling laser beam propagation through atmospheric turbulence is a

challenging problem. While analytical solutions are available in certain limiting cases

(e.g., weak turbulence or far-field approximations), realistic conditions often involve

moderate-to-strong turbulence, layered structures, and non-stationary effects that

make purely theoretical approaches intractable.

Numerical simulations provide a flexible, systematic, and efficient way to ex-

plore a broad range of turbulence scenarios and system parameters. By discretizing

the wave equation or diffraction integrals, turbulence statistics (e.g., Kolmogorov or

von Kármán models), propagation geometries (e.g., slant paths, satellite downlinks),

and hardware configurations (e.g., transmitter/receiver apertures, adaptive optics)
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can be incorporated. This approach also allows for parametric sweeps over variables

such as wavelength, beam waist, turbulence strength, and wind speed, which en-

ables the assessment of system performance under diverse conditions and to optimize

design choices. In this section, the widely used numerical technique for simulating

optical propagation is reviewed. Split-Step Fourier (SSF) Method is a method that

alternates between applying phase perturbations from turbulence and propagating

the beam over small distance segments in free space.

This simulators solves the paraxial wave equation (2.2.4) or the corresponding

diffraction integrals in an efficient manner, allowing to capture diffraction, beam

spreading, phase distortion, and scintillation effects. They are the core building blocks

for higher-level simulations that incorporate dynamic turbulence (e.g., via frozen flow

or Fried’s extrusion), adaptive optics, and link budget analysis in free-space optical

systems.

Split-Step Fourier Method

The split-step Fourier (SSF) method is widely used when refractive index fluctua-

tions, denoted by n1(r) (Equation (2.1.3)), are present [30, 32, 31]. Here, n0 is the

background refractive index and k = 2π/λ is the wavenumber. For a small spatial

propagation step ∆z, the paraxial wave equations (2.2.4) and (2.2.4) are defined in

the following operations:

1. Phase Shift from Refractive Index Fluctuations:

Over the step ∆z, the field accumulates a phase by integrating the refractive
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index variations

A(x, y, z + ∆z)← exp

[
i k

∫ z+∆z

z

n1(x, y, z′) dz′

]
A(x, y, z).

2. Free-Space Propagation (Diffraction):

Next, the effect of diffraction is computed by transforming the field to the

spatial-frequency domain (kx, ky), applying the free-space propagation phase

factor, and transforming back

Ã(kx, ky, z + ∆z) = Ã(kx, ky, z) exp
[
− i ∆z

2 k n0

(k2
x + k2

y)
]
,

where Ã denotes the 2D Fourier transform of A in the transverse coordinates.

Combining these operations into a single propagation step gives

A(x, y, z+∆z) = exp
[
i k n1(x, y, z) ∆z

]
F−1

{
exp
[
− i ∆z

2 k n0

(k2
x + k2

y)
]
F{A(x, y, z)}

}
,

(2.2.26)

where F and F−1 denote the 2D Fourier and inverse Fourier transforms, respectively.

By iteratively applying this step (i.e., z → z + ∆z → z + 2 ∆z → . . . ), one approxi-

mates the continuous propagation of the optical field.

This numerical approach forms the backbone of many wave-optics simulations used

in laser communications, adaptive optics, and beam shaping. In particular, the split-

step Fourier method is highly effective for incorporating random phase fluctuations

due to turbulence, where time-evolving phase screen realizations are generated in

accordance with statistical models such as the Kolmogorov or von Kármán spectra

[27, 38]. Detailed descriptions of split-step methods are available in Schmidt [32] and
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Andrews and Phillips [21].

Angular Spectrum Method

The Angular Spectrum Method represents a specialized application of the split-step

Fourier approach, that is particularly effective for free-space propagation problems.

While the split-step method handles both refractive index variations and diffraction

effects, the angular spectrum method focuses primarily on accurate diffraction mod-

eling with variable sampling requirements.

Throughout this section, each “plane” (see Figure 2.9) refers to a transverse cross-

section of the beam at a specific propagation distance z. In other words, the optical

field along its path is discretized into a series of planes.

Following Schmidt formulation [32], the angular spectrum method can be ex-

pressed as a sequence of operations that account for propagation distance and chang-

ing spatial grid resolution.

In practice, the sampling grid must adapt to ensure the field is adequately sampled

in space at each plane—especially if the size of the wavefront or curvature changes

significantly, which can violate the Nyquist criterion if the original grid spacing were

kept fixed.

For a field propagating through n − 1 steps across n planes (see Figure 2.9), the
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output field U(rn) is given by

U(rn) = Q

[
mn−1 − 1

mn−1∆zn−1

, rn

]
×

n−1∏
i=1

{
T [zi, zi+1]F−1

[
fi,

ri+1

mi

]
Q2

[
−∆zi
mi

, fi

]

×F [ri, fi]
1

mi

}

×

{
Q

[
1−m1

∆z1

, r1

]
T [zi, zi+1]U(r1)

}
,

(2.2.27)

where ri represents the spatial coordinates at plane i, fi denotes the corresponding

spatial frequencies, ∆zi = zi+1 − zi is the propagation distance between planes, and

mi = δi+1/δi is the ratio of grid spacings. The term T [zi, zi+1] represents any trans-

mission or phase screen effects between planes. The operators F [r, f ] and F−1[f , r] in

Equation (2.2.27) represent the forward and inverse Fourier transforms, respectively,

between the spatial domain r and frequency domain f .

Operator Definitions The angular spectrum implementation relies on three key

quadratic phase operators:

• Q1 = exp
[
iα1 r

2
]

(spatial-domain operator). This initial operator applies a

quadratic phase factor to the input field, with coefficient α1 = k
2
· 1−m1

∆z1
. This

accounts for the change in sampling between the input plane and the next

propagation step.

• Q2 = exp
[
−iα2 (k2

x + k2
y)
]

(frequency-domain operator). Applied in the spec-

tral domain, this operator has coefficient α2 = π2·2·∆zi
mi·k . It handles the propaga-

tion physics and incorporates the grid scaling factor mi to maintain accuracy
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across changing grid resolutions.

• Q3 = exp
[
iα3 r

2
]

(spatial-domain operator). This final operator with coef-

ficient α3 = k
2
· mn−1−1
mn−1·∆zn−1

imposes the concluding Fresnel phase curvature to

ensure the output field has the correct phase profile at the target sampling rate.

The coefficients α1, α2, and α3 collectively encode the propagation physics while

handling the numerical challenges of variable sampling. Their calculation incorpo-

rates:

• The wavelength λ (through the wavenumber k = 2π/λ)

• Grid spacing ratios mi = δi+1/δi between successive planes

• Propagation distances ∆zi between planes

2.2.8 Phase Screen Representation of Turbulence

Atmospheric turbulence can be numerically simulated by introducing phase distor-

tions to a propagating optical field at discrete intervals. These two-dimensional phase

perturbations, known as phase screens, represent the cumulative phase shifts induced

by refractive index fluctuations over a propagation segment ∆z. Multiple screens can

be cascaded to accumulate realistic turbulence-induced wavefront distortions along

the propagation path [32].

The generation of phase screens that accurately represent atmospheric turbu-

lence statistics requires careful consideration of both high and low spatial frequency

components. The power spectral density (PSD) of phase fluctuations follows either

Kolmogorov or von Kármán statistics, depending on the treatment of inner and outer
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Figure 2.7: Decomposition of a von Karman atmospheric phase screen showing (a)
low-frequency components from subharmonic compensation, (b) high-frequency
components from the Fourier-based method, and (c) the combined phase screen.

The subharmonic compensation adds the necessary large-scale turbulent structures
that are underrepresented in pure Fourier methods. Phase values are shown in

radians.

scales. For Kolmogorov turbulence, the phase PSD is given by

Φφ(~κ) = 0.023 r
−5/3
0 |~κ|−11/3, (2.2.28)

where ~κ = (κx, κy) represents the spatial frequency vector and r0 is the Fried param-

eter characterizing the turbulence strength. The von Kármán spectrum provides a

more complete model by incorporating the effects of inner scale l0 and outer scale L0

Φφ(~κ) = 0.023 r
−5/3
0

exp(−|~κ|2/κ2
m)

(|~κ|2 + κ2
0)11/6

, (2.2.29)

where κm = 5.92/l0 and κ0 = 1/L0 define the cutoff frequencies associated with the

inner and outer scales, respectively.

The numerical realization of these phase screens is typically accomplished through
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Fourier transform techniques [27, 28, 32]. The method exploits the relationship be-

tween the power spectrum and spatial correlations by first generating complex Gaus-

sian random noise in the frequency domain, N (0, 1) + iN (0, 1), and then shaping

its spectrum according to
√

Φφ(~κ). The inverse Fourier transform of this shaped

spectrum yields a phase screen φ(x, y) whose statistical properties match the desired

turbulence model.

However, the discrete nature of the numerical grid inherently limits the repre-

sentation of low-frequency components, particularly those with scales approaching or

exceeding the grid size. This limitation is addressed through subharmonic compen-

sation, which augments the base phase screen with additional low-frequency terms

[27, 28]

φcomp(x, y) = φ(x, y) +

Nsub∑
j=1

αj cos
(
kx,j x+ ky,j y + βj

)
. (2.2.30)

Here, each term in the summation represents a low spatial frequency component

(kx,j, ky,j) sampled from the appropriate turbulence spectrum, with random amplitude

αj and phase βj. This approach ensures proper representation of large-scale turbulent

structures and improves agreement with theoretical models.

Figure 2.7 illustrates the decomposition of a von Kármán phase screen into its

constituent components. The low-frequency contributions from subharmonic com-

pensation (a) complement the high-frequency components generated by the Fourier

method (b), resulting in a complete phase screen (c) that accurately represents both

small and large-scale turbulent structures.
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2.2.9 Taylor Frozen Flow Hypothesis

Introducing dynamic turbulence into phase screens requires an understanding of Tay-

lor Frozen Flow Hypothesis, which simplifies the temporal modeling of the evolution

of turbulence by assuming that turbulent eddies are carried along with minimal dis-

tortion by the mean wind field [65], meaning the turbulence pattern moves with the

wind as if it were “frozen” in place. This simplifies modeling by treating time evo-

lution as a spatial shift—typically implemented by shifting phase screens at speed

v. This allows temporal fluctuations at a fixed point to be interpreted as spatial

variations transported past the observer by the bulk flow.

Frozen flow states that the entire turbulent structure moves rigidly with the mean

wind velocity v, without distortion or decay. For a turbulent field n(r, t), this implies

n(r, t+ ∆t) = n(r− v∆t, t), (2.2.31)

enabling temporal statistics to be derived from spatial correlations via τ = ∆x/v,

where v = |v| is the transverse wind speed.

The validity of Taylor hypothesis depends on several key constraints. First, turbu-

lent velocity fluctuations must be small compared to the mean wind speed (v′ � v),

ensuring that self-evolution of the turbulent structure is slow. Second, the observation

time interval must be much shorter than the characteristic time scale of the largest

eddies (T � L/v, where L is the turbulence outer scale), limiting the opportunity

for these large-scale structures to evolve significantly during measurement. Finally,

the atmosphere must be approximately horizontally homogeneous without significant

wind shear or stratification (without large changes in wind speed/direction with height

or layers of differing temperature), as these conditions would distort the turbulent
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structures, violating the “frozen” assumption [65, 66].

Frozen flow enables efficient numerical simulation of time-evolving turbulence for

optical systems in two primary applications. In phase screen generation, dynamic

turbulence effects are modeled by simply translating static phase screens φ(x, y) at

each level, across the optical beam according to the wind velocity vector v [67]. This

approach dramatically reduces computational complexity compared to generating in-

dependent screens for each time step, while maintaining the correct spatial and tem-

poral statistics. For a phase screen moving at velocity v = (vx, vy), the time-evolved

screen becomes

φ(x, y, t) = φ(x− vxt, y − vyt, 0), (2.2.32)

where the initial screen φ(x, y, 0) is typically generated using Kolmogorov or von

Kármán statistics.

The second major application concerns scintillation statistics, where the tempo-

ral intensity correlation function CI(τ) is directly related to the spatial correlation

through the wind velocity

CI(τ) =

〈
δI(t)δI(t+ τ)

〈I〉2

〉
= CI(vτ), (2.2.33)

where δI represents intensity fluctuations, 〈·〉 denotes ensemble averaging, and vτ is

the spatial separation induced by wind advection over time τ [66]. This relationship

allows long-term intensity statistics to be predicted from spatial measurements or

simulations, critical for evaluating the performance of free-space optical links under

varying atmospheric conditions.
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2.2.10 Temporal Evolution: Fried’s Extrusion Method

In a dynamic satellite downlink scenario the propagating beam experiences chang-

ing turbulence as it sweeps an arc through the sky between the moving satellite and

ground station. Taylor’s frozen-flow hypothesis from Section 2.2.9 is used to map

the temporal evolution between simulation time steps to a spatial evolution of the

generated phase screens. As the simulation progresses in time the phase screens are

shifted along in space to simulate transverse pseudowind. This then creates the chal-

lenge of needing to have very long phase screens for long time duration simulations, or

otherwise some method of generating new phase screen data to replace old sections.

Fried’s Column Extrusion Method is one solution to this problem. It updates

a fixed size phase screen each time step in a way that preserves Kolmogorov statistics

over space and time [37, 38].

Conceptual Overview

Fried’s method incrementally “extrudes” new columns (or rows) of phase data at one

edge of the screen, consistent with the existing phase structure in the rest of the

screen. Figure 2.8 illustrates the process of incrementally appending single columns

to an existing phase screen. The underlying equation to generate a new column is

given by [38]

xnew = A
(
z− zref

)
+ B g + zref, (2.2.34)

where xnew denotes the phase values to be appended, z is a set of samples (or “sten-

cil”) taken from the existing screen, zref is a single reference offset, g is a vector of

uncorrelated Gaussian random draws, and A and B encode the covariance structure
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Figure 2.8: Fried column extrusion method for temporal evolution of phase screens.
A complete phase screen (left) serves as the initial state, from which new columns

are sequentially generated (right) in steps 1-4. Each new column maintains
statistical correlation with the existing phase structure while extending the screen in

the direction of evolution.
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of the phase. To handle potentially large separations and avoid divergences in Kol-

mogorov statistics, the stencil selects elements from the final columns and one offset

position, ensuring that once xnew is appended, the resulting extended phase screen

maintains correct spatial correlations [38].

Appending xnew to the existing screen effectively shifts the screen in one dimension

while maintaining the correct spatial correlations. At each time step enough new

columns are added to account for the total translation for that phase screen layer

wind speed vi over the simulation step time ∆t. For a layer pixel scale of ∆xi The

number of columns to extend is given by Nxnew,i = dvi∆t
∆xi
e.

Implementing Fried’s Extrusion Method

1. Precompute Covariances:

Compute the phase structure function Dφ(∆r) (or direct covariances, depending

on model) for all relevant separations within the stencil region. From these,

assemble the full covariance matrix corresponding to both the new points to be

generated and the existing “stencil” points in the phase screen.

2. Determine A and B:

Partition the overall covariance matrix into sub-blocks for the new column (de-

noted xnew) and the stencil points (z)

Pxx = E[xnew xTnew], Pzz = E[z zT ], Pxz = E[xnew zT ].

Then define

A = Pxz P
−1
zz , B =

√
Pxx − APzx,
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Where Pzx = P T
xz. Here, Pxx describes the covariance among all new sample

points, Pzz is the covariance among all selected stencil points from the existing

screen, and Pxz (together with Pzx) captures cross-covariances between the new

sample points and the existing stencil points.

3. Generate New Column:

Draw a random vector g of uncorrelated Gaussian samples. Then form (2.2.34)

and append this new column to the existing grid.

4. Repeat for Each Time Step:

After appending xnew, treat it as part of the updated turbulence screen for

the next time step. Applying different wind directions and speeds, or Fried

parameters r0 for separate layers allows multi-layer dynamics under the same

extrusion framework.

In this way, the method “extrudes” columns of a phase screen while preserving the

correct spatial correlations, even as the screen is extended or shifted for successive

time steps.

2.2.11 Propagation Through Phase Screens

Once phase screens are generated, they are incorporated into wave-optics simulations

using methods such as split-step Fourier propagation in (2.2.26) or references [30, 57,

32]). According to Figure 2.9, the propagation follows the following steps:

1. Generate a phase screen at discrete intervals ∆z along the z-axis and ac-

cording to that layer turbulence statistics.
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Figure 2.9: Split-step propagation through multiple phase screens. The optical field
from a point source propagates through a series of phase screens (colored planes)

representing atmospheric turbulence layers. Between screens, Fresnel propagation is
applied over distances ∆z1, ∆z2, and ∆z3. The wavefront is progressively distorted

as it encounters each turbulent layer.

2. Multiply the optical field by e i φ(x,y) to impose turbulence-induced phase

perturbations.

3. Propagate the field over the distance ∆z (free space) to the next screen using

angular-spectrum propagation methods.

4. Repeat 2-3 until the receiver plane.

As illustrated in Figure 2.9, this process shows how the input optical field encounters

multiple phase screens and undergoes Fresnel propagation between them.

This cumulative approach captures how phase distortions build up over multiple

layers, mimicking a real atmospheric channel.
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2.3 Satellite Downlink Geometry

This section details the framework for computing the line-of-sight downlink channel

geometry for a satellite in a circular orbit. Satellite communications take place over

a range of zenith angles ζ, which defines the elevation of the satellite relative to the

zenith angle of the observer. The effective atmospheric path length and turbulence

distribution along the downlink channel changes as the satellite rises and falls over

the ground station horizon.

Satellite Zenith Angle

For a satellite at altitude H above Earth’s surface and an observer at ground level, the

zenith angle ζ is determined by the satellite’s orbital position relative to the observer

(Figure 2.10). Using a circular orbit geometry, ζ relates to the satellite’s elevation

angle θ via

ζ = 90◦ − θ, (2.3.1)

where θ is calculated from the observer’s latitude, satellite orbital parameters (e.g.,

inclination, altitude), and time-dependent position [68]. The slant path length through

the atmosphere increases as sec(ζ), significantly amplifying turbulence effects for low-

elevation links (ζ → 90◦). This geometric scaling has profound implications for both

phase distortions and scintillation effects.
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Figure 2.10: Satellite slant path geometry: H = higher orbit altitude, ζ = zenith
angle, θ = elevation angle. Turbulence strength C2

n(h) varies along the path (color
gradient). The effective propagation path (dashed line) scales as

L = sec(ζ) · (H − h0), where h0 is observer altitude.
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2.3.1 Satellite Link Geometry

For a satellite in a circular orbit passing directly overhead at altitude horbit, the orbital

radius R from Earth’s center is given by

Rorbit = REarth + horbit (2.3.2)

where REarth = 6.378×106 meters is Earth’s radius. The orbital velocity for a perfectly

circular orbit follows from the gravitational force balance

vorbit =

√
GMEarth

Rorbit

(2.3.3)

where G = 6.67430 × 10−11 m3 kg−1 s−2 is the gravitational constant and MEarth =

5.972 × 1024 kg is Earth’s mass. Given an elevation angle γhoriz measured from the

horizon at the ground station, the line-of-sight distance L to the satellite can be

determined by solving the quadratic equation

L2 − 2REarthL cos(γhoriz +
π

2
) + (R2

Earth −R2
orbit) = 0 (2.3.4)

The angle γEarth from Earth’s center to the line-of-sight vector is then

γEarth = arccos

(
L2 −R2

orbit −R2
Earth

−2RorbitREarth

)
(2.3.5)

The slant range from ground station to satellite is computed using the law of cosines

drange =
√
R2 +R2

Earth − 2RREarth cos(γEarth) (2.3.6)
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The satellite’s velocity vector can be decomposed into radial and tangential compo-

nents relative to the line of sight. Given the angle ψ between the velocity vector and

line of sight

ψ = π − |γEarth| − (
π

2
+ γhoriz) (2.3.7)

The velocity components are

vradial = vorbit cos(ψ),

vtangential = vorbit sin(ψ).

(2.3.8)

The tangential velocity component will appear as a psuedo wind speed in the

turbulence temporal evolution, as in Eq. (2.2.24).

2.4 Atmospheric Layer Slicer

The atmospheric turbulence profile must be discretized into layers for numerical sim-

ulation. A layer-slicing algorithm based on a scintillation index criterion is imple-

mented to distribute the turbulence path among the N discrete phase screens. This

approach builds on the scintillation theory developed in Section 2.2.5.

Multiple methods exist for distributing turbulence power along the propagation

path when discretizing the atmosphere into layers. One approach allocates equal

integrated turbulence strength (integrated C2
n(h)) to each layer [32], while another

approach distributes the total path scintillation index among the layers according

to Equation (2.2.25). The approach taken in this thesis is to implement the scin-

tillation index distribution method although the architecture allows straightforward

modification to implement either approach.
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For a given atmospheric path, the total downlink scintillation index from equa-

tion (2.2.25) is divided into N equal parts to allocate turbulence effects across discrete

propagation layers. Each layer boundary is set such that the scintillation is uniformly

distributed between propagation layers:

σ2
Ii =

1

N
σ2
I =

1

N
2.25k7/6 sec11/6(ζ)

∫ Hmax

h0

C2
n(h)(h− h0)5/6 dh, (2.4.1)

from the scintillation index Equation (2.2.25).

The C2
n profile follows the Hufnagel-Valley model from Equation (2.2.22), with

the wind profile incorporating satellite motion

vtotal(h) = ωsh+ vHV(h), (2.4.2)

where ωs is the satellite slew rate and vHV(h) is from equation (2.2.23).

The scintillation contribution from each layer is then equal

2.25k7/6 sec11/6(ζ)

∫ hi+1

hi

C2
n(h)(h− h0)5/6 dh =

1

N
σ2
I , (2.4.3)

for any layer i, ensuring uniform distribution of scintillation effects where N is the

total number of layers. The layer boundaries are found iteratively by solving Equa-

tion (2.4.3). Starting from h0 = 0, each subsequent boundary hi+1 is determined

by matching the threshold value. This produces a set of layers that maintain equal

scintillation contribution per layer while accounting for both C2
n(h) variation and

geometric path effects. The method weights the contribution of scintillation from

different altitude layers. Individual phase screens are placed at the lowest altitude

in the range between layers hi and hi+1, or at hi. While this approach produced the
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Figure 2.11: Illustration of layer slicer output with layer discretization (red dashed
lines). This is achieved by solving Equation (2.4.3) and finding the layer heights.

The layers are labeled as introduced in Equation 2.4.3

best matched scintillation statistics in simulation, but it not claimed to be optimal.

Other placement strategies exist and could be easily implemented in the simulator

architecture such as positioning phase screens at the weighted center of layer altitudes

or at optimal heights based on specific observing conditions.

Figure 2.11 illustrates the concept of layer slicer using the C2
n profile with four

example layers. The figure shows an example of how atmospheric turbulence varies

with altitude and how layers are placed after solving Equation (2.4.3).
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The resulting discretization enables efficient phase screen placement in the split-

step propagation method described in Section 2.2.11. Each layer’s parameters, includ-

ing its r0 value and wind speed, are computed from the local atmospheric conditions,

providing a complete description of the turbulence structure for wave propagation

simulations. In determining the optimal upper boundary for the layer slicing algo-

rithm, 20 km is selected as the maximum effective altitude. The integrated C2
n(h)

found via the Hufnagel-Valley model (and as described in Section 2.4) shows that

nearly 99% of the integrated turbulence strength along the entire propagation path

is contained in the first 20 km.

2.5 Numerical Propagation Simulation Workflow

The atmospheric turbulence simulation pipeline integrates multiple theoretical com-

ponents into a cohesive numerical framework that captures both the spatial and tem-

poral evolution of optical wave propagation, as illustrated in Figure 2.12 (pipeline

operations) and Figure 2.13 (conceptual system). At its core, the simulation begins

with the atmospheric parameters that define the turbulence environment. The C2
n(h)

profile, combined with the propagation geometry, determines the fundamental turbu-

lence parameters through path integration. This integration yields not only the Fried

parameter r0, which characterizes the overall turbulence strength, but also the spec-

tral cutoffs κm and κ0 that define the von Kármán spectrum’s bounds (Eq. 2.2.29).

These parameters feed directly into the phase screen generation process, where

the von Kármán spectrum shapes the spatial statistics of the turbulence. The phase

screens themselves represent a crucial bridge between the statistical turbulence model
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Figure 2.12: Comprehensive atmospheric turbulence simulation pipeline. The
process begins with initialization parameters including the C2

n(h) profile and
characteristic scales. Path integration yields the Fried parameter r0 and spectral
cutoffs κm, κ0. Phase screen generation follows the von Kármán spectrum with

proper subharmonic compensation for low-frequency components. Temporal
evolution uses Fried’s extrusion method, computing covariance matrices to generate
new columns while preserving proper statistics. The split-step propagation applies
phase screens and uses the angular spectrum method to simulate wave propagation

through turbulence. This process iterates for each time step, creating a dynamic
simulation of atmospheric effects on optical propagation.
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Figure 2.13: Conceptual illustration of a satellite downlink channel passing through
multiple layers of atmospheric turbulence. Each colored layer represents a

two-dimensional turbulence phase screen at a different altitude (with altitude
increasing from bottom to top). As the satellite moves (indicated by the “Satellite
Movement” arrow), new turbulence realizations can be introduced or “extruded”

into the simulation at each layer (“Layer Extrusion” arrows), thereby capturing the
continuous evolution of atmospheric turbulence in time.
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and the wave propagation simulation. Each screen captures a snapshot of the refrac-

tive index fluctuations that an optical wave encounters along its path. The sub-

harmonic compensation technique (Eq. 2.2.30) ensures that these screens accurately

represent both small-scale distortions and the larger atmospheric structures that sig-

nificantly impact beam wandering and focusing.

The temporal dimension of the simulation is realized through Fried’s extrusion

method (Eq. 2.2.34), which dynamically updates the phase screens while maintaining

the correct spatial correlations prescribed by the turbulence model. This method

creates a continuous evolution of the turbulent atmosphere, avoiding the limitations

of simple frozen-flow approaches. The covariance matrices that guide this evolution

ensure that new portions of the phase screen maintain statistical consistency with

existing regions, creating a seamless representation of the dynamic atmosphere.

The split-step propagation technique then weaves these components together into

the final simulation. As the optical field propagates through the atmosphere, it en-

counters the phase screens at discrete intervals. At each screen, the field accumulates

phase distortions that represent the turbulence-induced refractive index fluctuations.

Between screens, the angular spectrum method handles the diffraction effects that

occur during free-space propagation (Eq. 2.2.26). This alternation between phase

application and diffraction propagation captures the essential physics of how turbu-

lence affects optical waves: phase distortions lead to amplitude fluctuations through

diffraction, and these effects accumulate along the propagation path.

This integrated approach allows for the simulation of realistic atmospheric effects

on optical beams, from the initial wavefront distortions to the final intensity and

phase fluctuations at the receiver. The simulation captures essential phenomena such
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as beam spreading, scintillation (Eq. 2.2.25), and wavefront distortion, providing a

foundation for analyzing free-space optical communication system performance.

Chapter 3 explores how this computationally intensive pipeline can be efficiently

implemented on GPU architecture, enabling the simulation of longer atmospheric

paths and finer spatial resolution while maintaining reasonable computation times.

2.6 Computational Challenges and Scale

The numerical simulation of atmospheric turbulence presents computational chal-

lenges, primarily driven by the need for high spatial and temporal resolution. The

fundamental sampling requirements need to be respected for optical propagation [32].

At the spatial level, both the smallest turbulent features (characterized by the inner

scale l0) and the largest structures (outer scale L0) must be adequately sampled ,

while maintaining sufficient resolution to capture diffraction effects through the an-

gular spectrum method.

For a typical atmospheric downlink scenario, the spatial sampling requirements are

particularly demanding. The grid spacing ∆x in the transverse plane must be small

enough to resolve the finest phase fluctuations on the order of millimeters while simul-

taneously, the total grid size L must be large enough to contain the beam spread and

wandering effects through the top layers of atmosphere over a potentially separated

uplink path. In downlink/uplink simulations the downlink wavefront is used in an

adaptive optics system to drive corrections on the uplink beam which is pointed up to

55µrad away due to the satellite velocity and round-trip travel time (the point-ahead

angle). In such scenarios the simulation needs to cover beams spatially separated

by up to one meter, in addition to the beam extent on the uplink and downlink.
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Simulation geometries can easily balloon to 2048x2048 or greater [49] when trying to

sample every layer at sub-cm scale over multiple meters.

For a beam that experiences turbulence-induced spreading, this often translates

to grid sizes of at least 1024×1024 points, with many scenarios requiring 2048×2048

or even 4096× 4096 points for adequate simulation fidelity, as explored in literature

review [46, 49].

These large grid sizes directly impact the computational burden of the Fourier

transforms required by both the angular spectrum propagation method and the

phase screen generation. Each step of the split-step propagation requires two two-

dimensional FFTs, and for N ×N grids, each FFT operation scales as O(N2 logN).

Moreover, the total number of propagation steps must be sufficient to capture the

continuous nature of atmospheric turbulence, typically requiring 10-20 or even up to

100 [46] phase screens layers for adequate sampling of the propagation path.

The temporal evolution of the turbulence compounds these computational de-

mands. For accurate representation of dynamic effects such as scintillation and beam

wander, the simulation time step must be shorter than the characteristic time scale

of the turbulence, often on the order of milliseconds. Simulating just one second of

real-time propagation might require thousands of time steps, each involving multiple

FFT operations and phase screen updates through Fried’s extrusion method.

2.7 Summary

This chapter presented an integrated approach to simulating free-space optical down-

links. It began by outlining the fundamentals of atmospheric turbulence through

statistical models such as the Kolmogorov and von Kármán spectra, which describe
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the cascade of energy and the resulting refractive index fluctuations. Key met-

rics—including the Fried parameter and scintillation index—were introduced to quan-

tify turbulence effects on optical wavefronts.

The chapter then described how these atmospheric effects are incorporated into

optical propagation theory, using the Huygens-Fresnel principle, paraxial approxima-

tion, and diffraction regimes (Fresnel and Fraunhofer). To bridge theory with practice,

numerical techniques were detailed: phase screens are generated to represent refrac-

tive index variations (with subharmonic compensation for large-scale eddies) and are

propagated using the split-step Fourier method. For dynamic scenarios, Fried’s col-

umn extrusion method offers a more realistic evolution of turbulence over time than

simple frozen-flow shifting.

Finally, computational challenges were addressed, emphasizing the high spatial

and temporal resolution required for accurate simulations. Overall, the chapter es-

tablishes a comprehensive framework for evaluating how atmospheric turbulence de-

grades optical signal quality and system performance.
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Chapter 3

GPU Implementation

3.1 GPU Architecture and Rationale for Tensor-

Flow Integration

GPUs are specialized processors originally designed to render computer graphics in

parallel. Unlike a typical CPU with a few cores optimized for serial tasks, a GPU

contains thousands of smaller, more efficient cores tailored for large-scale parallel com-

putations [69, 70]. This architecture makes GPUs well-suited for video processing as

well as numerical simulations that can take advantage of data-level parallelism, as well

as for artificial intelligence (AI) and machine learning (ML) applications that require

processing massive datasets and complex mathematical operations simultaneously.
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Figure 3.1: A generic modern GPU architecture showing the hierarchical
organization with multiple SIMT Core Clusters, each containing SIMT Cores that
execute parallel threads. The Interconnection Network facilitates communication

between the computational units and memory partitions, which interface with
high-bandwidth GDDR memory (adapted from [2]).

3.1.1 GPU Architecture

Modern GPU architectures implement a Single Instruction Multiple Thread (SIMT)

execution model, allowing hundreds of threads to execute identical instructions simul-

taneously on different data elements. This architecture is particularly advantageous

for simulations involving large numerical grids where the same calculations must be

repeated across many data points [33].

The GPU architecture shown in Figure 3.1 illustrates the fundamental components

that enable massive parallelism. At the highest level, the GPU contains multiple

SIMT Core Clusters, each housing several SIMT Cores where the actual thread exe-

cution occurs. These cores are connected via an Interconnection Network to Memory

Partitions that manage data flow between the cores and the off-chip DRAM (typically

GDDR3/GDDR5 or newer memory technologies in current GPUs). This hierarchical
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design allows thousands of threads to be scheduled and executed concurrently, making

GPUs ideal for computationally intensive simulations with high data parallelism.

The memory hierarchy of GPUs is designed to support this massive parallelism

through a tiered structure. Thread-local registers provide the fastest access times,

while shared memory enables collaborative computing among thread blocks. The

L1/L2 caches provide intermediate caching layers that reduce global memory access

latency, and the high-bandwidth global memory serves as the main GPU memory

store. This memory hierarchy creates opportunities for performance optimization

across many scientific computing domains. Operations requiring nearest-neighbor

access patterns can leverage shared memory to reduce redundant global memory

accesses, while algorithms with regular access patterns benefit from the coalesced

memory access optimizations available in modern GPU architectures [33].

3.1.2 General Computational Benefits

GPUs provide substantial performance advantages for computationally intensive tasks

with inherent parallelism. Element-wise vector and matrix operations execute in

parallel across thousands of threads, utilizing the full computational width of the

GPU. Dense linear algebra operations map efficiently to GPU execution models,

enabling fast matrix operations across scientific domains [71]. GPUs also feature

high-bandwidth memory architectures that sustain rapid data throughput. Current

generation GPUs offer memory bandwidth exceeding 900 GB/s, compared to typ-

ical CPU memory bandwidth of 50-100 GB/s. This order-of-magnitude difference

directly accelerates the many matrix multiplication and FFT operations required for

the numerical operation simulation as described in Section 2.6.
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3.1.3 TensorFlow Framework Overview

TensorFlow is an open-source machine learning framework developed by the Google

Brain team and first released publicly in 2015 [51]. Initially designed to support

Google large-scale machine learning research, it has evolved into a comprehensive

platform for scientific computing that extends well beyond its original machine learn-

ing focus. The framework operates around the concept of tensors—multi-dimensional

arrays that flow through computational graphs—hence the name “TensorFlow”. This

approach enables efficient execution across diverse hardware platforms and large-scale

distributed systems, with particularly optimized support for GPU acceleration [51].

TensorFlow core libraries are written in highly optimized C++ code, while providing

accessible Python interfaces that have contributed to its widespread adoption. The

framework offers robust support for both CPU and GPU execution, with specialized

implementations of key mathematical operations that leverage hardware-specific op-

timizations. For GPUs, TensorFlow integrates with NVIDIA cuDNN and cuBLAS

libraries to access highly tuned implementations of deep learning and linear algebra

primitives, while also providing custom CUDA kernels for operations not covered by

these libraries [51]. This integration leverages techniques described in [72] for effi-

cient GPU application design, with particular attention to memory access patterns

and computational intensity.

3.1.4 TensorFlow GPU Integration

TensorFlow leverages GPU capabilities by scheduling numerical kernels and data

transfers in a way that minimizes idle compute time. Once data is placed in GPU

memory, successive operations execute in parallel without frequent round-trips to
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the CPU. This approach is ideal for computational pipelines with multiple succes-

sive operations that can remain resident in GPU memory, as noted in [51]. The

framework memory management system builds upon handling of data locality and

transfer minimization [69]. A computational graph in TensorFlow represents a pro-

gram as a directed network where nodes are mathematical operations and edges are

tensors (multi-dimensional arrays) flowing between them, enabling comprehensive

optimization and efficient parallel execution. While graph optimization enhances

computational efficiency, TensorFlow memory management capabilities further boost

performance, particularly for GPU-accelerated scientific applications. The Tensor-

Flow runtime constructs an optimized computation graph that automatically sched-

ules operations to maximize GPU utilization and identifies opportunities for operation

fusion [51]. This fusion capability combines multiple primitive operations into single

optimized kernels, reducing kernel launch overhead and memory traffic.

One of the key strengths of TensorFlow is memory management for scientific

computing applications. The framework implements a memory allocation system

that manages buffer allocation and reuse to minimize memory fragmentation, and

utilizes asynchronous execution that overlaps computation with data transfer when

necessary [51]. For large-scale simulations with substantial memory requirements,

the TensorFlow memory manager allocates persistent buffers when possible to reduce

allocation overhead and employs tensor pooling to reuse memory buffers across opera-

tions. It also automatically places operations to minimize data transfer between CPU

and GPU—a crucial optimization for maintaining high throughput in memory-bound

applications.
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The TensorFlow XLA (Accelerated Linear Algebra) compiler extends these capa-

bilities by applying advanced optimizations specifically designed for numerical compu-

tations. TensorFlow XLA performs just-in-time compilation of TensorFlow operations

into optimized machine code, applying techniques such as loop fusion, buffer reuse,

and instruction scheduling.

3.1.5 Execution Modes in TensorFlow

TensorFlow provides two distinct execution paradigms—eager and graph execu-

tion—each offering different tradeoffs between development flexibility and runtime

performance. According to the documentation and research papers on TensorFlow

[51], these execution modes represent fundamentally different approaches to numer-

ical computation orchestration, with significant implications for performance-critical

applications.

Eager Execution

Introduced in TensorFlow 1.5 and made the default in TensorFlow 2.0, eager execu-

tion implements an imperative programming model where operations are executed

immediately as they are called. Operations produce concrete values instead of con-

structing computational graphs for later execution, allowing developers to inspect

results immediately using standard Python debugging tools. Variable states can be

examined at any point during execution, and standard Python control flow statements

work naturally without requiring TensorFlow-specific control flow operations.
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The immediate feedback cycle of eager execution significantly accelerates the de-

velopment process, particularly during the initial implementation phase. For the at-

mospheric propagation simulation, eager execution enabled rapid debugging of com-

plex mathematical operations and verification of intermediate results during algo-

rithm development. This immediate feedback was especially valuable when imple-

menting the Fried column extrusion method, where subtle numerical errors could

propagate through the simulation.

Despite these advantages, eager execution incurs performance penalties for large-

scale computing. Each operation involves Python interpreter overhead, and the run-

time cannot perform global optimizations across operation boundaries. For compu-

tationally intensive simulations like atmospheric wave propagation, these limitations

become increasingly significant as problem size grows, particularly for the large ma-

trices involved in turbulence modeling.

Graph Execution

Graph execution, the original execution model of TensorFlow, constructs a complete

computational graph representing all operations before performing any calculations.

Operations are defined and connected in a directed graph where nodes represent

mathematical operations and edges represent the data tensors that flow between them.

This graph is then optimized and executed as a unit, potentially across distributed

computing resources [51]. This approach shares conceptual similarities with dataflow

programming models described in high-performance computing literature.

Global optimization represents a primary benefit of graph execution. The com-

piler analyzes the entire dataflow graph to identify optimization opportunities across
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operation boundaries [33]. This view enables more aggressive operation fusion and

memory planning than is possible with line-by-line execution.

The graph execution model further enables parallel execution optimization, as

the graph scheduler can automatically identify independent operations for parallel

execution on multiple GPU cores [70]. Finally, portability benefits arise as compiled

graphs can be serialized and executed on different platforms, facilitating deployment

across diverse computing environments.

3.1.6 Rationale for Graph Execution in Atmospheric Simu-

lation

For atmospheric turbulence simulation, in this work graph execution has been selected

as the primary runtime mode due to its significant performance advantages for large-

scale scientific computing.

The static compilation approach of graph execution proved ideally suited to the

repetitive nature of split-step propagation, where the same sequence of operations is

applied for each atmospheric layer and time step. By compiling this sequence into

an optimized graph, the per-operation Python overhead is eliminated that would

accumulate across thousands of operations in a typical simulation run.

While graph execution required additional upfront development ef-

fort—particularly in structuring operations to be compatible with tracing and

handling dynamic aspects of the simulation—the substantial performance benefits

justified this investment. The result is a high-performance atmospheric simulation

framework capable of simulating atmospheric turbulence for fast moving LEO

satellites optical propagation scenarios.
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3.2 System Architecture

Building on the GPU-accelerated framework established, this section details the archi-

tectural strategies used to maximize computational efficiency in the atmospheric sim-

ulation pipeline. As previously discussed, TensorFlow graph execution and memory

management capabilities provide a powerful foundation for optical wave propagation

simulations. The system architecture presented here operationalizes those principles

by carefully minimizing CPU–GPU data transfers, exploiting static tensor reuse, and

isolating all performance-critical tasks to run exclusively on the GPU. The architec-

tural strategy is based on maximizing precomputation for fixed simulation data for

placement in the TensorFlow graph. Essential simulation parameters—such as spatial

frequency grids and the power spectral density (PSD) of turbulence for phase screen

generation, the Fresnel propagation operators Q1, Q2, and Q3 (as defined in Sec-

tion 2.2.7), and covariance matrices for Fried column extrusion are computed once on

the CPU and stored as immutable TensorFlow constants on the GPU. These values,

derived from equations such as the von Kármán PSD (Eq. (2.1.7)) and propagation

operator definitions (Eq. (2.2.26)), remain fixed across simulation runs. This strategy

eliminates unnecessary recomputation, reduces kernel launch overhead, and enables

rapid iteration in Monte Carlo simulation loops.

Simulation control is done through a configuration file that specifies the orbital ge-

ometry (Section 2.3.1), atmospheric parameters (e.g., C2
n(h) profile from Eq. (2.2.22)),

phase screen resolution, number of layers, and temporal sampling rate. This config-

uration allows users to modify simulation parameters without changing source code

for adaptability and ease of use under different propagation scenarios.

Once initialized, the core simulation parameters like turbulence evolution and
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wavefront propagation are instantiated through the compiled graph and passed as

tasks to the GPU. Fried’s column extrusion method (Section 2.2.10) updates tur-

bulence screens based on Eq. (2.2.34), while the split-step Fourier propagator (Sec-

tion 3.3.1) applies precomputed phase operators(Section 2.2.7) and FFT-based diffrac-

tion. Because all tensors involved in this process reside entirely in GPU memory, the

simulation avoids the CPU-GPU bottlenecks that typically limit high-throughput

numerical pipelines. Only low-bandwidth outputs, such as visualization frames and

summary metrics, are returned to the CPU for inspection or logging; although trans-

ferring data from GPU to CPU always introduces overhead.

3.2.1 System Component Integration

The simulation architecture demonstrates a clear separation between CPU and GPU

execution domains, with carefully orchestrated data flow and synchronization between

components, as illustrated in Figure 3.2.

CPU Domain Components

The CPU domain, represented in the upper portion of the block diagram, serves as the

initialization and parameter computation hub. At the start of simulation, it computes

fundamental link parameters including satellite position rsat and velocity vsat. The

atmospheric turbulence layer slicer algorithm (Section 2.4) determines optimal layer

heights hi and their associated turbulence strengths C2
ni

.

For each identified layer, the CPU generates initial phase screens φi(x, y) using the

subharmonic compensation method detailed in Section 2.2.8. Supporting calculations

include wind profile generation and geometric parameter computation based on the
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Figure 3.2: Block diagram of the atmospheric turbulence simulation architecture
showing CPU and GPU domains. The CPU domain (top) handles initialization and

parameter computation, while the GPU domain (bottom) manages parallel phase
screen evolution and wave propagation. Dashed lines indicate domain boundaries,

with arrows showing data flow direction.
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satellite trajectory.

GPU Domain Organization

The GPU domain, highlighted in the lower section of Figure 3.2, implements the

parallel processing pipeline for propagating wavefronts through each layer of the at-

mosphere from input to output, and evolving phase screens with wind speed. The

phase screens evolve according to Fried method described in Section 3.3.2, while the

wave propagation executes via the split-step algorithm detailed in Section 3.3.1.

Cross-Domain Data Flow

Data transfer between CPU and GPU is minimized to reduce overhead. Initial pa-

rameters and phase screens transfer from CPU to GPU during graph initialization.

During simulation execution, the GPU primarily operates independently, with pe-

riodic transfers of performance metrics and visualization data back to the CPU for

analysis and display.

Output Processing Pipeline

The simulation generates an output stream of propagated wavefronts as complex

two dimensional tensors. The output wavefronts can be transferred back to the CPU

domain for visualization of wavefront intensity and phase distributions. Further GPU

accelerated processing can be included in the graph to extract statistical metrics and

performance indicators for detailed post-simulation analysis.

This architecture enables high-performance parallel processing while maintaining

synchronization between atmospheric evolution and wave propagation components.
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The layered approach to phase screen management allows accurate representation of

turbulence at different altitudes, while GPU acceleration ensures fast performance for

dynamic simulation scenarios.

3.3 Simulation Engine Components

This section details the three core computational engines that comprise the GPU-

accelerated atmospheric turbulence simulation framework.

3.3.1 Propagation Engine Architecture

GPU-accelerated simulator implements a TensorFlow graph-executed split-step prop-

agator, which interleaves Fourier-based propagation steps and turbulence-induced

phase shifts for each layer of the atmosphere.

Physical and Mathematical Overview

Under the paraxial approximation, a monochromatic optical field A(x, y, z) propagat-

ing a distance ∆z in a uniform medium can be approximated via Equation (2.2.26).

The parameters Q1, Q2, and Q3, Equation (2.2.27), are computed once and stored

on the graphics processing unit (GPU) as tensors, since these values remain con-

stant throughout the propagation calculations, making it computationally efficient to

precompute and store them rather than recalculating at each step.

Building on the Fresnel diffraction integral from Equation (2.2.5), the numeri-

cal propagation can be implemented through phase screens using three fundamental
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Algorithm 1 Split-Step GPU Propagation

Require: Initial field Uin, set of turbulence screens {φ(j)
turb}

Nlayers

j=1 , operators

Q1, {Q2
(j)},Q3, grid size N , wavelength λ.

1: Precomputation:
2: Compute (kx, ky) from N and sampling interval δ.

3: Upload Q1, {Q2
(j)},Q3 to GPU memory. PropagateUin, {φ(j)

turb}:
4: U ← Uin × Q1 {Apply pre-propagation phase (spatial domain).}
5: for j = 1 to Nlayers do

6: U ← U × exp
[
iφ

(j)
turb

]
{Turbulence phase for layer j.}

7: Ũ ← F{U} {Forward FFT (GPU).}
8: Ũ ← Ũ × Q2

(j) {Multiply by frequency-domain transfer function.}
9: U ← F−1{Ũ} {Inverse FFT (GPU).}
10: end for
11: U ← U × Q3 {Final post-propagation phase.}
12: return U

operator blocks: the pre-propagation quadratic phase factor Q1 applied in the spa-

tial domain to prepare the field for efficient sampling, the frequency-domain transfer

function Q2 which directly implements the Fresnel propagation kernel from Equa-

tion (2.2.5) to capture the fundamental diffraction physics over step ∆z, and the

post-propagation quadratic phase factor Q3 that ensures consistent sampling at the

output plane and completes the Fresnel transformation. These operators work in

conjunction with the phase screens φ(x, y) generated according to the von Kármán

spectrum (Equation (2.1.7)).

Algorithmic Description

In practice, each iteration in Algorithm 1 corresponds to a propagation layer or

slice (see 2.12). For a downlink scenario, layers are reversed to simulate a beam

traveling from high altitude to ground. All arrays are stored as complex-precision
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tensors (e.g., complex64) on the GPU. The result is a high-throughput simulation

routine for large grids and multiple layers since all layer data is already on the GPU.

Subsequent sections show how these propagation steps work seamlessly with GPU-

based turbulence generation (Fried’s extrusion) to form a comprehensive downlink

simulator.

3.3.2 Phase Screen Shifter Engine Architecture

The temporal evolution of atmospheric turbulence requires both initial phase screen

generation and dynamic updates. This implementation combines CPU-based ini-

tial screen generation using the subharmonic method (Section 2.2.8) with GPU-

accelerated screen evolution using Fried column extrusion technique (shown in Al-

gorithm 2).

In each extrusion step, existing pixels are gathered from the trailing edge of the

phase screen [38], and the new column (or row) is generated by combining these with

a random Gaussian vector via matrices A and B (discussed in Equation (2.2.34)).

This ensures that the newly appended region remains properly correlated with the

existing screen, preserving the target turbulence statistics.

Initial Phase Screen Generation

For each atmospheric layer identified by the layer slicer, an initial phase screen is

generated on the CPU using the von Kármán spectrum with subharmonic compen-

sation as described in equation (2.1.7). The process follows equation (2.2.30), where

low-frequency components are added to the base screen to ensure proper representa-

tion of large-scale turbulent structures. These screens are then transferred to GPU
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Algorithm 2 GPU Column Extrusion via Fried’s Method

Require: Phase screen Φ (a tf.Variable of shape (height,width)), stencil coordi-
nates S, matrices A,B, random generator, height = number of rows in Φ.

1: Procedure: AddRow(Φ,A,B)
2: φold ← tf.gather nd(Φ,S)
3: g ← tf.random.normal(shape = (width))
4: φnew ← Aφold + B g
5: φnew ← tf.reshape(φnew, (1, width))
6: Φ ← tf.concat

[
φnew, Φ

]
7: Φ ← Φ[0 : height, 0 : width]
8: return Φ

memory for dynamic evolution.

3.3.3 Phase Screen Generator Engine

To support efficient Monte Carlo simulations, a GPU-accelerated phase screen engine

was developed. This engine implements a graph-based algorithm that generates com-

plete phase screens entirely on the GPU. By annotating the generation process with

@tf.function, TensorFlow traces the function once, converts it into a static graph,

and caches the resulting tensors [73]. Consequently, all computations (including the

generation of frequency grids and phase PSD) are performed only once and stored

as TensorFlow constants in the graph, eliminating repeated overhead in subsequent

simulation steps. The underlying turbulence model, including the Kolmogorov and

von Kármán PSD formulations, is described in Section 2.2.8, with equations provided

in Equation (2.2.28) for the Kolmogorov spectrum and Equation (2.2.29) for the von

Kármán spectrum. Subharmonic compensation used to restore low-frequency content

is implemented according to Equation (2.2.30).

An outline of this GPU-based phase screen generation is provided in Algorithm 3.
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Algorithm 3 GPU-based Phase Screen Generation

Require: Coherence parameter r0, grid size N , grid spacing δ, outer scale L0, inner
scale l0

1: Precompute:

• Compute frequency grid: f =
√
f 2
x + f 2

y .

• Set fm = 5.92
2π l0

and f0 = 1
L0

.

• Calculate phase PSD: PSDφ = 0.023 r
−5/3
0

exp

[
−
(

f
fm

)2
]

(f 2 + f 2
0 )

11/6
.

• Store these values as TensorFlow constants.

2: Generate a random complex field: ξ ∈ CN×N .

3: Compute high-frequency phase: φhi ← <
{
F−1

[√
PSDφ · ξ

]}
.

4: for each subharmonic grid p do
5: Generate random coefficients: ξ(p) ∈ C3×3.
6: Compute low-frequency contribution:

φ
(p)
lo ←

∑
i,j

ξ
(p)
i,j e

2πi (f
(p)
x x+f

(p)
y y).

7: end for
8: Accumulate low-frequency phase: φlo ←

∑
p φ

(p)
lo .

9: Subtract mean: φlo ← φlo −mean(φlo).
10: Combine components: φ← φhi + φlo.
11: return Final phase screen φ.
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Additionally, the engine includes functionality to save the computation graph

(using TensorBoard) for debugging and further optimization.

3.4 Numerical Stability Constraints Investigation

3.4.1 Covariance Matrix Stability Constraint

The phase screen shifting process relies critically on the stability of the covariance

matrix decomposition [71, 38]. A fundamental limitation was found when exploring

the relationship between the outer scale L0 and the pixel scale ∆xi.

3.4.2 Source of Numerical Stability in Fried Extrusion

method

To better understand this condition, the following mathematical expressions must

first be examined. For a von Kármán turbulence model, the phase covariance matrix

elements are given by

Cij = σ2

(
rij
L0

)5/6

K5/6

(
2πrij
L0

)
(3.4.1)

where rij is the separation between points i and j, and K5/6 is the modified Bessel

function of the second kind.

The Cholesky decomposition of the covariance matrix Czz requires [74]:

Czz = LLT . (3.4.2)

Here, Czz is assembled so that each entry Czz[i, j] equals Cij = Cov(φi, φj) for the
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sample points φi and φj, ensuring the matrices A and B preserve the correct turbu-

lence statistics across all pairs of pixels.

For the matrix inversion of C−1
zz to be numerically stable, the condition number

of Czz must satisfy

κ(Czz) = ‖Czz‖‖C−1
zz ‖ ≤ ε−1, (3.4.3)

where ε is machine precision [75]. This condition provides a practical guideline for

configuring simulations: by ensuring that the condition number of Czz remains below

ε−1, numerical stability can be maintained. In practice, this is achieved by con-

straining the ratio of the outer scale L0 to the pixel spacing ∆xi, as discussed in the

following section.

3.4.3 Critical L0/∆xi Ratio

The condition number depends critically on the ratio L0/∆xi. Through the simula-

tions, it was found that stability requires

L0

∆xi
≤ αcrit, (3.4.4)

where αcrit was found to be between 1000-1500 based on repeated testing. This value

will depend on numerical precision of the implemented hardware.
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3.4.4 Implementation Impact

When the L0/∆xi ratio exceeds the critical value, the covariance matrix becomes

ill-conditioned, leading to failure in the Cholesky decomposition:

If
L0

∆xi
> αcrit :


det(Czz) ≈ 0

Matrix inversion fails

A and B matrices undefined

(3.4.5)

To maintain numerical stability with the implemented column extrusion method,

in practice it was fond that the simulation configuration should limit the ratio of pixel

scale to outer scale to

∆xi ≥
L0

2500
. (3.4.6)

The ratio in 3.4.6 was chosen as a heuristic, based on results of simulation attempts

with several pixel to outer scale ratios. For example, for a pixel scale of ∆xi = 1 cm

was found to remain stable up to an outer scale of L0 = 25 m. This limitation is also

mentioned in HCIPy documentation.

3.5 Conclusion

This chapter describes a GPU-accelerated framework for simulating satellite-to-

ground optical propagation through atmospheric turbulence. The implementation

achieves several key innovations:
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The TensorFlow-based architecture demonstrates significant advantages over tra-

ditional CPU implementations. By leveraging Graph Execution mode, efficient kernel

fusion and memory management for both the propagation engine and phase screen

evolution was achieved . The split-step propagator, optimized through XLA com-

pilation, handles many atmospheric layers and large grid sizes while maintaining

numerical stability across large propagation distances.

The phase screen shifter engine, implementing Fried column extrusion method on

GPU, enables temporal turbulence evolution while preserving correct spatial statis-

tics. The fundamental L0/∆xi stability constraint was explored through testing, with

a reasonable range of αcrit > 1500 values providing clear guidelines for maintaining

numerical robustness.

The unified CPU-GPU execution strategy minimizes data transfer overhead

through strategic precomputation and partitioning of tasks. Initial parameter cal-

culation and screen generation occur on the CPU, while intensive propagation and

screen evolution execute entirely on GPU. This architecture enables high fidelity ex-

tended simulations of dynamic atmospheric effects.

Chapter 4 verifies the operation of the simulator and validates its statistical per-

formance.

91

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece


Chapter 4

Simulation Results and Validation

4.1 Validation of Numerical Implementation

The accuracy of the GPU-accelerated simulation framework was validated against

theoretical predictions, with particular focus on the scintillation index as a key met-

ric for atmospheric turbulence effects. Using the simulation parameters detailed in

Section 4.1.1, a systematic validation across various Fried parameter values is con-

ducted.

4.1.1 Solved Geometry and Layer Distribution

The simulation framework was validated and compared against HcIPy [24] outputs,

using a representative Low Earth Orbit (LEO) satellite downlink scenario. Table

4.1 presents the key simulation parameters used in this configuration. A timestep is

a configurable parameter of the simulator and can be set shorter for higher fidelity

time-series simulations.
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Table 4.1: Simulation Parameters

Parameter Value Units
Satellite altitude (horbit) 600 km
Number of atmospheric layers (Nlayers) 5 –
Total Fried parameter (r0) 20 cm
Wavelength (λ) 1.55 µm
Outer scale (L0) 25 m
Ground wind speed (vground) 5 m/s
Grid resolution (δ) 1 cm
Phase screen size 256× 256 points
Time step 1 ms
Zenith angle 0 degrees
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Layer 1: 0 m

Layer 2: 1452 m

Layer 3: 6259 m

Layer 4: 10080 m
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Turbulence Profile with Layer Boundaries

C 2
n (h) Profile

Figure 4.1: Altitude distribution of the five atmospheric layers overlaid on the C2
n(h)

profile. Layer boundaries are positioned at 1.45, 6.26, 10.08, 12.90, and 20.02 km.
The color intensity represents the relative turbulence strength within each layer,
ranging from 1.03× 10−16 m−2/3 near the ground to 9.00× 10−19 m−2/3 at the

highest layer.
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Table 4.2: Layer Distribution and Parameters

Layer Height (km) r0 (cm) Wind Speed (m/s)
1 1.45 22.0 25.2
2 6.26 95.2 103.4
3 10.08 162.8 161.4
4 12.90 190.4 185.1
5 20.02 218.9 257.4

Note: The individual layer r0 values are:

r
(i)
0 =



22.0 cm Layer 1

95.2 cm Layer 2

162.8 cm Layer 3

190.4 cm Layer 4

218.9 cm Layer 5

(4.1.1)

with a total combined Fried parameter of r0 = 20 cm.

Layer Distribution Analysis

The atmospheric path was discretized into five layers using the Rytov variance cri-

terion from equation (2.4.1). The simulation yielded the following layer distribution

(Table 4.2 and Figure 4.1) and parameters (Table 4.3):

The C2
n profile values and number of extrusions required per time step (i.e., 1 ms)

for each layer are presented in Table 4.3. The wind speed at different altitudes is

calculated based on Bufton wind model (Equation 2.2.23), and C2
n trajectory of the

satellite path has the ground wind speed incorporated through Equation 2.2.22. The

relative speed of layer evolutions is based on Equation 2.2.24.

This layered representation provides the foundation for the phase screen genera-

tion and propagation analysis presented in subsequent sections. The parameters of

each layer were carefully chosen to maintain numerical stability (see Section 3.4) while

accurately representing the atmospheric turbulence effects on the optical downlink.
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Table 4.3: C2
n Values for Each Atmospheric Layer

Layer C2
n (m−2/3) Next

1 1.03× 10−16 3
2 1.17× 10−17 10
3 1.98× 10−17 16
4 1.37× 10−17 19
5 9.00× 10−19 26

4.1.2 Scintillation Index Validation

The scintillation index validation was performed for the link geometry in Table 4.1.

1000 wavefronts were propagated through the multiple phase screen layers and the

intensity at each output was saved. The vector of intensities was used to estimate the

scintillation index according to Equation (2.2.20), and compared to the theoretical

predictions of Equation (2.2.25).

Results are shown in Figure 4.2, the GPU-accelerated simulation demonstrates

varying levels of agreement with theoretical predictions depending on the turbulence

strength. Here r0 shows the whole path coherence length, which the simulator finds

an r0 profile for each layer (as one example seen in Equation 4.1.1). For whole

path r0 values between 15 cm and 30 cm, representing moderate to weak turbulence

conditions, the simulation shows reasonable agreement with theoretical predictions,

maintaining relative errors below 5%. For instance, at r0 = 20 cm, the simulation

produced a scintillation index of 0.064, closely matching the theoretical prediction of

0.068.

For r0 values below 15 cm, representing stronger turbulence conditions, the dis-

crepancy between simulation and theory increases significantly, reaching up to 20%

difference. This increased deviation can be attributed to several factors:
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Figure 4.2: Comparison of theoretical and observed scintillation indices versus Fried
parameter values. The blue line represents theoretical predictions from equation

(2.2.25), while red markers with error bars show observed measurements. The error
bars represent the 10-90 percentile range derived from 1000 distinct propagation

simulations, with the marker indicating the mean values. Close agreement is
observed for r0 ≥ 15 cm, with increasing deviation at smaller r0 values

corresponding to stronger turbulence conditions.
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• Phase screen resolution limitations: At smaller r0 values, the turbulent

structures become finer, approaching the grid resolution of 1 cm. Fixed grid

sampling does not adequately sample these smaller turbulent features leading

to under representation of high-frequency components in the phase screens.

• Rytov approximation breakdown: The theoretical predictions are based

on the Rytov approximation, which assumes weak fluctuation conditions. As r0

decreases below 15 cm, simulation enters the strong fluctuation regime where

this approximation becomes less accurate.

The validation results demonstrate that the GPU-accelerated implementation suc-

cessfully reproduces the expected scintillation behavior for moderate to weak turbu-

lence conditions. The close agreement with theoretical predictions, particularly in the

regime relevant to satellite-to-ground optical communications (r0 ≥ 15 cm), confirms

the accuracy of the numerical approach.

4.1.3 Fried Parameter Validation Using the Mutual Coher-

ence Function

The Mutual Coherence Function (MCF) from Section 2.2.4 can be used to validate the

turbulence simulation by estimating the value of r0 on the output wavefronts using

Equation (2.2.18). Multiple independent realizations of turbulence were generated

and wavefronts propagated through to the output. For each realization, the complex

optical field at the receiver was obtained, and the two-dimensional MCF was calcu-

lated by correlating the field with a spatially shifted copy of itself. This correlation

was normalized by the mean intensity to yield a proper measure of coherence.
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Figure 4.3: Mutual Coherence Function analysis for finding r0 values. The solid lines
show theoretical r0 curves, while markers indicate measured values from simulation.

Note that the limit of small L0 can possibly lead to over-estimation of r0 values.
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4.1.4 Fried Parameter r0 from the MCF

In Kolmogorov turbulence, the mutual coherence function (MCF) of a plane wave is

often written in terms of the coherence radius ρ0

MCF(r) = exp
[
− 3.44

(
r
r0

)5/3]
. (4.1.2)

Define r1/e as the distance at which MCF(r) decays to 1/e. Substituting r = r1/e into

(4.1.2) gives

exp
[
− 3.44

(
r1/e
r0

)5/3]
=

1

e
, =⇒ 3.44

(
r1/e
r0

)5/3

= 1. (4.1.3)

Hence, (
r1/e
r0

)5/3

= 1
3.44

, =⇒ r0 =
r1/e(
1

3.44

)3
5

. (4.1.4)

By definition in many atmospheric optics references, the Fried parameter r0 is related

to the coherence radius ρ0 by the factor 2.1. Specifically,

r0 = 2.1 ρ0. (4.1.5)

Combining this with (4.1.4) leads to

r0 = 2.1×
r1/e(
1

3.44

)3
5

. (4.1.6)

This formula connects the distance r1/e, at which the MCF drops to 1/e, to the Fried

parameter r0, which characterizes the transverse scale of atmospheric coherence.
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Table 4.4: Comparison of Input and MCF-Derived Fried Parameters

Input r0 (m) MCF-Derived r0 (m) Relative Error (%)
0.10 0.108 8.4
0.15 0.169 12.6
0.20 0.225 12.5
0.25 0.272 8.8
0.30 0.332 11.3

This validation process was repeated over 1000 of independent realizations to

ensure statistical robustness. For each theoretical r0 value used in the simulation,

the corresponding measured r0 was computed using the MCF method. Results are

shown in Figure 4.3 this analysis showed that the measured values closely tracked the

theoretical predictions, with the subharmonic compensation method demonstrating

more accurate results as it better captures the low-frequency large-scale fluctuations

inherent in atmospheric turbulence.

The validation results in Table 4.4, which is based on Figure 4.3, demonstrate

good agreement between input and measured r0 values. The relative errors range

from 8.4% to 12.6%, with the best agreement in the moderate turbulence regime

(r0 ≈ 10–25 cm). Several factors contribute to the observed deviations:

• Grid Resolution Effects: The 1 cm grid spacing limits the accuracy of small-

scale phase variations, particularly affecting stronger turbulence cases.

• Finite Aperture: The radial averaging is constrained by the simulation grid

size, affecting the accuracy of large-separation correlations.

• Scintillation Regime Limitations: The MCF approximation used in this

analysis is only valid in the weak fluctuation regime where intensity fluctuations

can be ignored. For strong scintillation conditions, this approximation breaks
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down, potentially introducing systematic errors in the estimates.

Figure 4.3 illustrates the comparison between theoretical and measured r0 values

obtained through MCF analysis. As shown, the results align well across the range of

turbulence conditions tested.

The MCF analysis confirms that the GPU-accelerated simulation correctly repro-

duces the expected turbulence-induced phase correlations across a range of r0 values

relevant to atmospheric optical propagation. The validation demonstrates both the

accuracy of the turbulence modeling and the reliability of the MCF-based r0 mea-

surement technique.

4.2 Computational Performance Analysis

The computational efficiency of the GPU-accelerated implementation was evaluated

through direct comparison with HCIPy [24], a widely-used CPU-based atmospheric

turbulence simulation framework. All comparisons were performed on identical hard-

ware: an Intel® Core™ i7-10700K CPU @ 3.80 GHz with 64 GB of RAM and an

NVIDIA GeForce RTX 3070 GPU with 6 GB of VRAM.

4.2.1 Performance Comparison Setup

The benchmark tests were conducted using the same parameters as Table 4.1 for 500

evolution steps:
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4.2.2 Execution Time Analysis

Figure 4.4 compares the execution times of the HCIPy and GPU-accelerated im-

plementations across different grid sizes, under identical atmospheric conditions and

propagation parameters. For a grid size of 128×128 points, the execution times for

propagating through all atmospheric layers were:

• HCIPy implementation: 6200 seconds

• GPU-accelerated implementation: 20 seconds

The performance advantage of the GPU-accelerated implementation becomes even

more pronounced at higher resolutions (Figure 4.4). Notably, under the same simula-

tion setup, the HCIPy implementation failed to execute for grid sizes beyond 128×128

due to excessive memory usage, resulting in out-of-memory (OOM) errors. In con-

trast, the GPU implementation successfully scaled to much larger grids, including

1024×1024 and beyond. This represents a speedup factor of approximately 310×.

The performance improvement can be attributed to several factors:

1. Parallel FFT Computation: The GPU-optimized FFT implementations of

TensorFlow significantly accelerate the split-step propagation calculations.

2. Efficient Memory Management: By maintaining phase screens and prop-

agation constants as GPU tensors, the simulator minimizes CPU-GPU data

transfers during runtime.

3. Batched Operations: The GPU architecture efficiently handles the parallel

processing of multiple phase screen columns during the extrusion process.
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Figure 4.4: Execution time comparison between HCIPy and GPU-accelerated
implementation for different grid sizes. Both simulations performed 500 iterations

with identical atmospheric conditions and propagation parameters. Note the
logarithmic scale on the time axis.
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4.2.3 Scalability Analysis

The GPU implementation demonstrates improved scaling with increasing grid sizes.

While HCIPy encounters performance limitations beyond 256×256 points due to

CPU memory constraints and limited parallelism, the GPU-accelerated framework

efficiently handles larger dimensions:

• At 256×256: Achieved 600× speedup over HCIPy

• At 2048×2048: Completed 500 iterations in 140 seconds (less than 300 ms per

iteration)

This scalability is particularly important for high-fidelity simulations requiring fine

spatial resolution or large propagation volumes. The ability to handle larger grid sizes

while maintaining reasonable computation times enables more accurate modeling of:

• Fine-scale turbulence structures

• Wide aperture systems

• Extended propagation paths

4.3 GPU Simulator Outputs

The GPU-accelerated simulation framework provides detailed visualization of the op-

tical field at the receiver plane after propagation through multiple atmospheric layers.

This section presents representative outputs from the simulation, demonstrating the

ability to model complex turbulence structures and their impact on optical propaga-

tion.
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Table 4.5: GPU Simulator Configuration Parameters

Parameter Value Units
Number of atmospheric layers 10 –
Satellite altitude 600 km
Zenith angle 0 degrees
Wavelength (λ) 1550 nm
Total Fried parameter (r0) 20 cm
Outer scale (L0) 25 m
Grid resolution 1 cm
Grid size 1024× 1024 points
Time step (∆t) 1 ms

4.3.1 Simulation Configuration

The simulator was configured to model atmospheric turbulence using parameters

representative of a satellite-to-ground optical link. Table 4.5 details the key simulation

parameters used for generating the outputs presented in this section. This simulation

follows another scenario compared with Table 4.1, the difference are in number of

layers and grid size.

4.3.2 Receiver Plane Output Visualization

The primary outputs of the GPU simulator at the receiver plane are the complex

optical field Uout and its derived quantities. Figure 4.5 presents visualizations of the

phase (angle of Uout) and absolute value of Uout distributions at the receiver plane for

three consecutive time steps.

As shown in Figure 4.5, the phase distribution displays complex spatial patterns

characteristic of atmospheric turbulence, with regions of rapid phase transitions indi-

cating strong wavefront distortion. The corresponding intensity distributions exhibit
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Figure 4.5: Time evolution of the optical field at the receiver plane after propagation
through 10 atmospheric layers, where each step is 1 ms and each wavefront covers a
10.24 m × 10.24 m area. Left column: Phase distribution (angle of Uout) in radians.
Right column: Intensity distribution (absolute value of Uout). Rows represents three

consecutive steps, demonstrating the temporal evolution of turbulence-induced
distortions. The phase screens show the accumulated wavefront distortion, while the
intensity patterns reveal characteristic speckle structures resulting from atmospheric

turbulence. Simulation parameters as specified in Table 4.5.
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speckle patterns with bright spots (high intensity) occurring where constructive in-

terference takes place, and dark regions where destructive interference reduces the

received power.

The temporal evolution visible across the three time steps demonstrates the dy-

namic nature of atmospheric turbulence, with the phase and intensity patterns evolv-

ing continuously due to the wind and satellite apparent turbulence motion. This evo-

lution occurs on timescales of milliseconds, creating bandwidth challenges for adaptive

optics systems.

4.4 GPU Memory and Scaling Results

The performance of the GPU-accelerated framework was further analyzed with re-

spect to memory utilization, computational scaling, and GPU resource usage across

different grid sizes and layer counts. These analyses provide critical insights into the

practical limitations and operational characteristics of the simulation framework.

4.4.1 Memory Utilization Analysis

GPU memory utilization is a critical factor in determining the feasibility of large-scale

atmospheric turbulence simulations. A systematic analysis of memory requirements

across varying grid sizes and atmospheric layer counts is conducted, with results

presented in Figure 4.6.

The memory usage analysis revealed that in all tested configurations, TensorFlow

pre-allocates nearly the entire available GPU memory, consistently using between
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Figure 4.6: GPU memory utilization for different grid sizes and layer counts on an
NVIDIA RTX 3070 GPU. While the RTX 3070 has 8GB of VRAM, only 6GB is

available to TensorFlow as approximately 2GB is reserved by the operating system.
For all tested configurations, TensorFlow allocates nearly the entire available

memory capacity (5850-5980 MB or approximately 97.5-99.7% of the available
6GB), regardless of grid size or layer count.

108

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece


M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering

5850-5980 MB of the 6GB available on NVIDIA GeForce RTX 3070 GPU. This be-

havior is characteristic of TensorFlow memory management strategy, which reserves

most available GPU memory upfront to minimize memory fragmentation and reduce

allocation overhead during computation, regardless of the actual computational re-

quirements of different grid sizes.

The consistent memory usage across different grid sizes and layer counts suggests

that the TensorFlow-based implementation dynamically manages GPU memory al-

location, allocating the maximum available resources to optimize performance. This

approach provides several benefits:

• Efficient Resource Utilization: By allocating all available memory, the im-

plementation can minimize CPU-GPU data transfers and maintain computa-

tional data structures in high-speed GPU memory.

• Performance Optimization: TensorFlow memory management allows for

pre-allocation of buffer space for FFT operations and intermediate results, re-

ducing allocation overhead during runtime.

• Dynamic Scaling: The framework can automatically adjust to the available

hardware resources, enabling the simulation to run efficiently across different

GPU configurations.

While this approach maximizes performance, it also creates clear hardware lim-

itations for larger simulations. These tests revealed that when attempting to run

simulations with larger grid sizes or more atmospheric layers than reported here, the

system produced out-of-memory errors as described in the error logs. Specifically,

these errors occurred when:
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• Attempting to run simulations with grid sizes beyond 4096×4096 with 10 or

more layers

• Combining high layer counts (20+) with grid sizes larger than 2048×2048

These memory constraints underscore the importance of hardware selection when

conducting large-scale atmospheric turbulence simulations. For applications requiring

both high spatial resolution and complex multi-layer atmospheric models, higher-

capacity GPUs, such as those with additional memory or used in multi-GPU clusters,

would be necessary.

The computational efficiency of the GPU-accelerated implementation was evalu-

ated across different grid sizes and layer counts. Figure 4.7 shows the execution time

comparison between different configurations.

The GPU-accelerated implementation demonstrates efficient scaling with increas-

ing grid sizes:

• At 1024×1024 grid size: 0.018 seconds per propagation (10 layers) and 0.019

seconds per propagation (20 layers)

• At 2048×2048 grid size: 0.042 seconds per propagation (10 layers) and 0.045

seconds per propagation (20 layers)

• At 4096×4096 grid size: 0.105 seconds per propagation (10 layers) and 0.115

seconds per propagation (20 layers)

These results demonstrate that the GPU implementation handles the compu-

tational scaling challenges associated with larger grid sizes effectively. When grid

dimensions quadruple from 1024×1024 to 2048×2048 (a 4× increase in grid points),
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Figure 4.7: Execution time comparison of the GPU-accelerated implementation
across different grid sizes and layer counts. The execution time scales with

increasing grid dimensions, showing expected computational complexity growth as
the problem size increases.
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execution time increases by approximately 2.3×. Similarly, when dimensions increase

from 1024×1024 to 4096×4096 (a 16× increase in grid points), execution time in-

creases by approximately 5.8×. The increase in execution time per propagation com-

pared with Figure 4.4 is due to the use of ten layers in this case versus five layers

in the previous experiment. Additionally, at 4096× 4096, the transition from ten to

twenty layers exhibits a more pronounced jump, indicating a mildly non-linear scaling

effect as layer count grows.

This sub-linear scaling behavior for the GPU implementation indicates that the

TensorFlow-based implementation efficiently leverages the parallel processing capa-

bilities of modern GPUs. While execution time does increase with larger grid sizes, it

scales more favorably than the corresponding increase in problem size, demonstrating

efficient utilization of GPU resources. Based on the memory-bandwidth limited na-

ture of our implementation, it is anticipated that near-linear scaling when distributing

workloads across GPU clusters, with high-memory GPUs (40-80GB) enabling simu-

lation domains of 8192×8192 or beyond with minimal performance degradation. The

memory utilization analysis further reveals that TensorFlow pre-allocates nearly all

available GPU memory (approximately 6GB on RTX 3070) regardless of grid size,

which helps minimize memory fragmentation and reduce allocation overhead during

computation.

4.4.2 GPU Utilization Analysis

The GPU utilization patterns across different grid sizes and layer counts is analyzed

to better understand the resource usage characteristics of this implementation. Fig-

ure 4.8 presents the average and peak GPU utilization observed during experiments.
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All GPU utilization metrics were collected using NVIDIA System Management In-

terface (nvidia-smi) through Python subprocess module.
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Figure 4.8: GPU utilization by grid size and layer count. The average utilization
remains relatively consistent across different configurations, ranging from 31.28% to
35.31%, while peak utilization reaches 41-44%. This moderate utilization pattern
indicates that memory bandwidth and other system constraints, rather than raw
computational throughput, are likely the limiting factors in this implementation.

The GPU utilization data revealed several important characteristics of this imple-

mentation:

• Moderate Utilization Levels: Average GPU utilization ranged from 31.28%

to 35.31% across all tested configurations, with peak utilization reaching 41-

44%.

• Consistent Utilization Pattern: Despite significant differences in problem

size, the utilization levels remained remarkably consistent across grid sizes and

layer counts.
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• Minimal Layer Count Impact: Doubling the layer count from 10 to 20 had

only a minor effect on GPU utilization, suggesting efficient parallelization of the

multi-layer processing.

These moderate utilization levels, combined with the high memory usage observed

in Section 4.4.1, indicate that GPU-parallel implementation is primarily memory-

bandwidth limited rather than compute-limited.

The consistency of GPU utilization across different grid sizes suggests that the

implementation scales well with problem size, effectively utilizing the parallel pro-

cessing capabilities of the GPU. However, it also indicates potential opportunities

for further optimization, particularly in terms of memory access patterns and kernel

fusion techniques that could improve GPU utilization.

4.4.3 First-Run Overhead Analysis

An interesting phenomenon observed during the performance testing was the con-

sistent overhead associated with the first execution of the simulation on the GPU.

Figure 4.9 illustrates this pattern.

The analysis of the iteration-by-iteration execution times for the 1024×1024 grid

with 10 layers configuration revealed a significant first-run overhead. The first propa-

gation required 0.266 seconds, while subsequent propagations averaged 0.191 seconds,

representing a 39.5% performance penalty for the initial run.

This first-run overhead is a well-known phenomenon in GPU computing and can

be attributed to several factors:

• Just-In-Time (JIT) Compilation: TensorFlow and CUDA perform JIT
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Figure 4.9: Execution time comparison between the first run and subsequent runs of
the simulation on the GPU for the 1024×1024 grid with 10 layers configuration.

The first propagation requires 0.266 seconds while subsequent propagations average
0.191 seconds, representing a 39.5% performance penalty for the initial run due to

GPU-specific initialization steps.
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compilation of optimized kernels during the first run. Modern GPU frame-

works like TensorFlow use a lazy execution model where kernels are compiled

only when first needed, which significantly increases the execution time of the

first run. These compiled kernels are then cached for subsequent runs, leading

to improved performance.

• CUDA Context Initialization: Establishing the CUDA execution context

involves significant overhead, including device discovery, capability checking,

and memory system initialization. This initialization process only occurs on

the first GPU operation within a process.

• Memory Allocation and Transfer: The initial allocation of GPU memory

buffers and transfer of data structures from CPU to GPU memory incurs ad-

ditional overhead. In subsequent runs, these memory allocations are reused,

eliminating this overhead.

• Computation Graph Optimization: TensorFlow performs runtime opti-

mization of the computation graph during the first execution, including opera-

tion fusion, buffer reuse planning, and execution strategy selection.

• GPU Warm-up Effects: Modern GPUs dynamically adjust their clock speeds

based on workload and thermal conditions. The first execution often occurs

while the GPU is still ”cold” (running at lower clock speeds), with subsequent

runs benefiting from dynamically increased clock speeds.

In practical applications, this first-run overhead can be effectively amortized across

multiple simulation iterations. For atmospheric turbulence simulations, which typ-

ically involve hundreds or thousands of iterations, the impact of this overhead on
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overall performance is negligible. However, users should be aware of this behavior

when benchmarking or when executing short simulation runs, and consider imple-

menting a “warm-up” run before timing critical operations.

4.5 Conclusion

This chapter presented a comprehensive validation and performance analysis of the

GPU-accelerated atmospheric turbulence simulation framework. The results demon-

strate that the framework successfully reproduces the expected physical characteris-

tics of turbulence-induced wavefront distortions while providing substantial compu-

tational advantages over traditional CPU-based approaches.

The scintillation index validation against theoretical models confirms that the nu-

merical implementation accurately captures the fundamental physics of atmospheric

turbulence propagation. For moderate to weak turbulence conditions (r0 ≥ 15 cm),

which encompass most practical satellite-to-ground optical communication scenarios,

the simulation demonstrates excellent agreement with theoretical predictions, main-

taining relative errors below 10%. The discrepancies observed in stronger turbulence

regimes (r0 < 15 cm) can be attributed to limitations in the phase screen resolu-

tion and the breakdown of the underlying Rytov approximation in strong fluctuation

conditions.

The Mutual Coherence Function analysis further validates the approach, with

MCF-derived r0 values closely tracking the input parameters across the tested range.

The observed relative errors of 8.4% to 12.6% represent acceptable accuracy for practi-

cal applications, particularly considering the inherent statistical nature of turbulence

phenomena and the approximations inherent in the numerical implementation.
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The most significant contribution of this work is the substantial reduction in

computation time achieved through GPU acceleration. The observed speedup factors

of 310× to 600× over the HCIPy implementation transform what was previously a

computationally prohibitive task into a practical tool for comprehensive turbulence

studies, effectively addressing the challenge outlined in the literature review section.

The ability to execute simulations with 1024×1024 grid resolution in less than 200

milliseconds per iteration enables rapid analysis and facilitates the generation of large

statistical datasets for machine learning applications.

Analysis of GPU memory utilization and computational scaling provides insights

into the practical limitations and operational characteristics of the framework. The

consistent pre-allocation of nearly all available GPU memory by TensorFlow, regard-

less of grid size or layer count, suggests that memory capacity represents the primary

constraint for larger simulations. This observation, combined with the moderate

GPU utilization levels (31-35 percent), indicates that GPU-parallel implementation

is memory-bandwidth limited rather than compute-limited.

The GPU-accelerated simulation framework provides a robust foundation for the

high-fidelity modeling of atmospheric turbulence effects on optical wave propagation.

The reduction in computation time, combined with demonstrated accuracy across

relevant turbulence conditions, transforms atmospheric turbulence simulation from a

computationally intensive task into an accessible tool for both research and practical

engineering applications. As optical communication systems increasingly extend into

atmospheric channels, such efficient simulation tools will play a crucial role in system

design, optimization, and performance prediction.
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Chapter 5

Conclusion

This thesis has presented a comprehensive look at simulation of free-space optical

(FSO) downlinks from Low Earth Orbit (LEO) satellites, with particular emphasis

on modeling and simulating atmospheric turbulence effects. Drawing upon the theo-

retical groundwork in Kolmogorov and von Kármán turbulence, a GPU-accelerated,

multi-layer simulation framework was developed to capture both the spatial and tem-

poral evolution of laser beam propagation through the atmosphere.

Summary of Core Contributions

1. GPU-Accelerated Optical Propagation Simulator with Turbulence

Modeling: Developed a comprehensive TensorFlow-based simulation platform

that exploits parallelized FFTs and optimized dataflow to achieve speedups

exceeding 300× compared to established CPU-based tools, while integrating

119



M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering

Fourier-based phase screen generation with Fried’s extrusion method for high-

fidelity, time-evolving turbulence representations, and implementing a layer-

slicing approach that evenly distributes scintillation contributions for improved

numerical stability across heterogeneous atmospheric profiles.

2. Validation and Performance Benchmarking: Demonstrated close agree-

ment with theoretical scintillation predictions and phase statistics under mod-

erate to weak turbulence regimes, and showcased scalability for large grid sim-

ulations.

3. Integration with Satellite Downlink Orbital Geometries: Incorporated

satellite orbital mechanics and slant-path calculations to align physical condi-

tions (wind shear, C2
n profiles) with actual downlink scenarios.

Study Limitations

While the GPU-accelerated method significantly reduces runtime, several constraints

and assumptions remain:

• Strong Turbulence Modeling: As turbulence intensifies, conventional

Rytov-based theoretical metrics (e.g., scintillation index) become less reliable,

and the simulation may require more sophisticated non-linear turbulence mod-

els.

• Finite Grid and Sampling: A fixed spatial sampling can underrepresent

very large or very small eddies, especially when L0/∆xi (outer scale to grid

resolution) becomes large.
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• Homogeneity in Layers: Each atmospheric layer is assumed spatially homo-

geneous in C2
n and wind velocity, which simplifies computations but may not

fully reflect complex meteorological conditions.

Future Research Directions

Building on the insights and innovations of this work, several avenues for further

research and development are recommended:

1. Bidirectional Link Modeling: Extend the simulation framework to incor-

porate uplink scenarios (ground-to-satellite), accounting for the unique atmo-

spheric challenges when propagating from dense to rarefied atmospheric layers

and the corresponding impact on beam divergence and scintillation.

2. Dynamic Orbital Evolution: Enhance orbital modeling to incorporate real-

time satellite position updates and Earth rotation effects, creating temporally

coherent simulations where atmospheric conditions evolve naturally with chang-

ing link geometries during a complete pass.

3. Adaptive Resolution Methods: Employ multi-resolution or wavelet-based

grids to capture both small-scale eddies and large-scale turbulence within a

single framework.

4. Machine Learning Integration: Leverage the GPU simulator to generate

massive labeled datasets for training deep neural networks in real-time wavefront

sensing, phase reconstruction, or link performance forecasting.
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5. Coupled System Modeling: Include advanced orbital dynamics with point-

ing, acquisition, and tracking (PAT) subsystems in a co-simulation environment,

capturing end-to-end link performance.

6. Experimental Validation: Corroborate the simulation framework with in-

situ measurements or testbed experiments, particularly for space-to-ground op-

tical channels under dynamic atmospheric conditions.

Closing Statement

In conclusion, the work presented herein provides computational tools for LEO satel-

lite FSO communications, combining theoretical methods, methodological advance-

ments, and GPU implementations. Through innovations in unified satellite orbital

geometry modeling and GPU-accelerated phase screen generation, this thesis lays the

groundwork for more reliable and scalable optical communication links. By combin-

ing turbulence physics, wave-optics propagation, and computational techniques, this

framework advances our understanding of atmospheric effects on optical links and

enables applications in system design and optimization—contributing to the devel-

opment of terrestrial and space-based data networks. This novel integration of GPU

acceleration (achieving speedups of 310-600× over HCIPy), multi-layer atmospheric

modeling with sophisticated layer-slicing techniques, and time-evolving turbulence

representation through optimized phase screen extrusion collectively establishes a

significant advancement in the field of atmospheric optical propagation simulation,

transforming simulations that once took hours into calculations within significantly

reduced time windows and enabling grid sizes beyond what traditional methods could
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process, with direct implications for next-generation satellite communication systems.
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A. Guérin, and F. Lacoste. Turbulence effects on bi-directional ground-to-

satellite laser communication systems. Proceedings of ICSOS, 2012.

[43] A.-R. Camboulives, M.-T. Velluet, S. Poulenard, L. Saint-Antonin, and

V. Michau. Statistical and temporal irradiance fluctuations modeling for a

ground-to-geostationary satellite optical link. Applied Optics, 57(4):709–721,

2018.

[44] R. Conan. OOMAO: an object oriented matlab adaptive optics toolbox. GitHub

(online resource), 2023. https://github.com/rconan/OOMAO.

[45] Aniceto Belmonte. Graph-based model for adaptive simulation of beam propa-

gation in turbulent media. Optics Express, 31(11):18533–18544, 2023.

[46] Paul D. Shubert. Anisoplanatic effects in moderate aperture laser communication

system uplinks. In Free-Space Laser Communications XXXI, volume 10910, page

109101L. SPIE, 2019.

129

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece
https://doi.org/10.1117/12.2535935
https://github.com/rconan/OOMAO


M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering

[47] O. J. D. Farley, M. J. Townson, and J. Osborn. FAST: Fourier domain adap-

tive optics simulation tool for bidirectional ground-space optical links through

atmospheric turbulence. Optics Express, 30(13):23050–23064, 2022.

[48] A. Reeves. Soapy: an adaptive optics simulation written purely in Python for

rapid concept development. In Proceedings of SPIE, volume 9909, page 99097F.

SPIE, 2016.

[49] Shane Walsh and Sascha Schediwy. Adaptive optics LEO uplink pre-

compensation with finite spatial modes. Optics Letters, 48(4):880–883, 2023.

doi: 10.1364/OL.482550.

[50] John D. Owens, Mike Houston, David Luebke, Simon Green, John E. Stone, and

James C. Phillips. GPU computing. Proceedings of the IEEE, 96(5):879–899,

2008.

[51] Mart́ın Abadi et al. Tensorflow: Large-scale machine learning on heterogeneous

distributed systems. arXiv preprint arXiv:1603.04467, 2016.

[52] A. N. Kolmogorov. The local structure of turbulence in incompressible viscous

fluid for very large reynolds numbers. Dokl. Akad. Nauk SSSR, 30:299–303, 1941.

In Russian; English translation in Proc. R. Soc. Lond. A 434, 9–13 (1991).

[53] A. N. Kolmogorov. Dissipation of energy in the locally isotropic turbulence. Dokl.

Akad. Nauk SSSR, 32:16–18, 1941. In Russian; English translation in Proc. R.

Soc. Lond. A 434, 15–17 (1991).

[54] S. B. Pope. Turbulent Flows. Cambridge University Press, Cambridge, UK, 2000.

130

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/ece


M.A.Sc. Thesis – H. A.; McMaster University – Electrical and Computer Engineering
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