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set of data was interpreted by a similar cascade network and
a dual branched parallel network of six components.
Evaluation of the model parameters in the frequency domain
was computerized.

In the second case, it was concluded that the
cascade and parallel networks were best discriminated on
the basis of their prediction of reactant conversion rather
than their predicted frequency response. Experimental

conversion data from both studies was compared to the

model predictions.
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CHAPTER 1

INTRODUCTION

1.l Problem Statement

Waste treatment, in many cases, is simply the
reduction or degradation of pollutants by means of a
chemical or bio-chemical reaction. The flow regime in
which the kinetics occur, varies as from a well-defined
mixed state, as one finds in an aeration vessel, to a
partially mixed state as in an aerated lagoon, or to an
arbritrary state as the flow encountered in a river system.

The purpose of this work is to define and demonstrate
a method by which the mixing phenomenon occurring in any
hydraulic flow regime may be characterized. This mixing
information should be presented in such a manner that the
application of previously known kinetic information is
straightforward and flexible.

1.2 General Approach

Prediction of reactant conversion for a given
kinetic mechanism is conveniently handled, when one considers
a reactor to exits as one of two extreme states of mixing.

0. Levenspeil (30) has defined these two ideal

steady-state flow reactors as:

{4i) The stinned tank neactor or CSTR (completely
stinned tank neactonrn) 48 a nreactonr in which

the contents are well siinned and uniform 4in
composition throughout. Thus the exdit stream
§rom this neacton has the same composition as

the feuid within the neacton.



(£4) Forn a plug {Low reactor we may have

Latenal mixing of the {Luid; howeven, thexre

must be no mixing of fLuid Longitudinally

atong the §low path. A necessary and sufficient

condition for plug fRlow is Lo state that the

nesidence time in the neactorn i8 the same fonr

all elements of the §luid. This neacton will

be denoted as a PFTR.

Adopting a modular approach to a network composed
of these ideal reactors, the prediction of conversion is
still straightforward. It is proposed that the conversion
for each reactor be estimated individually, and this
information be applied to a succeeding reactor as one moves
through the network. If recycle exists, then an iterative
approach must be taken in order to calculate the overall
conversion. Thus it is proposed to express the mixing
phenomenon occurring in any flow regime by a lump parameter
model; a model whose variables consist of the location,
type, and residence times of the ideal components. An
alternative approach would be the characterization of
mixing by a distributed parameter model. One could derive
such a model by solving the Navier Stokes equations with
appropriate boundary conditions particular to a flow regime.
From this approach the extent of mixing is defined continuously
at every location in the fluid, (as opposed to a lump parameter
model where a flow system is treated as a "black box" with
the ideal components having no dimensional significance).
The distributed parameter approach; however, in comparison it

does not offer the flexibility for reaction computations to

that of the modular approach.















PFTR and CSTR ideal reactors to the more sophisticated
development of networks of ideal reactor components. The
disadvantage of the R.T.D. technique is, however: first,

the complexity of the equations describing the mixed models
in the time domain, and secondly, the difficulty in inter-
pretation of experimental R.T.D. The establishment of a
mixed model is usually achieved in the iterative approach
of proposing a configuration and then confirming the
hypothesis by experiment.

2.3 Statistical Analysis

The statistical approach is essentially an extension
of network modelling reviewed in the last section. Predicted
results from a statistical (or stochastic) model are com-
pared to experimental residence time distributions. As
before, impulse and step changes in tracer concentration
are the most commonly considered input stimuli.

To characterize a system by one tracer experiment,
one assumes a steady flow or at least the R.T.D. of any
small volume of fluid entering the system is constant and
independent of the time this volume entered the system.
Adopting this assumption one characterizes a system as being
deterministic. In a flow situtation where dispersion of a
reactant is occurring in a slowly moving fluid, or the
unsteady nature of flow in fluidized bed, the random nature

or component of the system may warrant simulation. Another



important feature of this technique is the identification
of the system by random input disturbances. Applying
this approach, a flow system is reduced to network of
ideal CSTR's in which interconnecting flows may be
recycled.

Gibilara, Kropholler, and Spikins (17) have derived
expressions and have made comparisons of their predictions
for a stirred tank. Their network configuration was based
on the Van de Vusse stirred tank model. The system random-
ness was defined by a stationary Markov process. The
system or a fluid particle is considered to move from one
state to another at discrete time intervals. The probability
of a new state is derived by the multiplication of a
transition matrix (the probability of a fluid particle moving
from one location of the network to another) by the probability
of the previous state (also a matrix). The time interval,
assumed by the authors, is sufficiently small that a particle
has only a twofold option, (i.e., remain at a location in a
network, or transfer to only one new location). Buffham,
Gibilara and Kropholler (8) have also extended this work
to include any network.

Rettlick (44) has proposed to approximate a flow
system by a series arrangement of CSTR's in which a particle
may reflux or backtrack through the cascade. Given the

number of components in the network, a series of distribution



curves are prepared based on the probability density of
networks with a varying number of backtracks or entrainment
ratios. By comparing the predicted curves to experimental
data, the entrainment ratio is estimated. Extending Rettlick's
concept, Klenhenberg (22) proposed a better technique by
which the entrainment ratio is derived directly from the
variance of the experimental curve. The total probability
density of the network is calculated as the sum of individual
terms, each of which represent the probability for a specific
number of backtracks through the network and each of which

is weighted by a factor as to the probability of occurrance
of that number of backtracks. Rettlick has prepared a

grid of these weighting factors.

Krambeck, Shinnar and Katz (26) propose a mixing
model consisting of a network of CSTR's with interconnecting
flows that are random functions of time. The probability
functions are derived by means of a stationary Markov process.
Expressions of R.T.D. to a step stimulus for two CSTR's in series
and two CSTR's in parallel models are developed, and analysed
as to sensitivity as a function of transition probability
and magnitude of flow fluctuations. The average yield from
the models under first order kinetics is also considered.

In a theoretical discussion by King (21) the output
of a continuous CSTR is derived when its transfer function

is based on parameters which are random variables. The
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affect on both white noise and a deterministic input stimulus
by the stochastic transfer function is analysed.

Sinclair and McNaughton (54) propose a formal proecedure
to combine the probability density functions of individual
components by multiple convolution integrals in order to
obtain the overall R.T.D. of a complex network.

Silveston et al (53) have characterized the
operation of a primarly clarifier as a stochastic process.
The rate of hindered settling is proposed to be linear
function. The size distribution of the influent particles
is represented as both a normal and x-chi squared type. The
effluent distribution thus results from the transformation
of the influent distribution by the hindered settling rate.

Similar treatment to a natural stream has been
given by Thayer and Krutchkoff (60). The random variables
in this study are the Biological Oxygen Demand and Dissolved
Oxygen Content.

Though this approach adds a new dimension in the
characterization of mixing, one must decide if the system
behaved in a random manner to the extent that the additional
complexity introduced is warranted.

2.4 Dispersion Coefficient

In some cases, it is possible to represent the
information contained in a R.T.D. by a single parameter, the

dispersion coefficient. With this technique, the flow system
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Traditionally a sinusoidual signal has been used
as an input stimulus. The resulting output signal for a
linear system is sinusoidual differing only in phase angle
and amplitude from the input waveform. The unique advantage
of this method is that the amplitude and phase lag characteristics
are sufficient conditions for identification.

The characterization of frequency response data
graphically, and mathematical representation (labelled
transfer functions) of the response of electro-mechanical
machines is well explained by Dorf.

Again this technique is useful as the system response
is represented by a complex algebraic polynomial, whose
coefficients are functions of the system residence time.
This polynomial is obtained from the expression describing
the system response in the time domain by means of the
Fourier transform. Because the Fourier and Laplace transforms
are closely related, the transfer function T(jw) (frequency
domain) can be obtained from the transfer function T(s)
(s-domain) when the time domain function considers time
to vary along a positive axis. 1In section 4.1 it will be
shown that the unknown frequency response of a system can
be deduced from the experimentally determined frequency
response of the system.

The transfer functions of ideal CSTR and PFTR

vessels are presented by Murrill, Pike and Smith (37),
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fifth order. The methodology necessary to obtain the
frequency response and transfer function of a system from
random noise and which is based on statistical correlation
techniques has been reviewed by Murrill, Pike and Smith
(36).

Leeds and Bybee (28), have applied the analogy of
an equivalent electrical circuit to solution of the distri-
bution of pollutants in an estuary. The estuary is modelled
by a one-dimensional diffusion process. The ensuing differ-
ential equations are represented by an eguivalent electrical

circuit. The frequency and transient response of this

circuit is then studied.
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2.7 Evaluation of Previous Work

From the literature review, it was felt that
improvements concerning the modelling of mixing could be
made in specific areas.

It was desired not to restrict the interpretation
of response data to one type of reactor form as is inherent
in the dispersion coefficient approach, to a particular
model as was done by Rooze (41) and Adler (1), or to a
series arrangement of ideal components. Sawyer (50)
had modelled a chlorine chamber by a cascade of CSTR's
and a PFTR as was indicated by the systems frequency response
data. His evaluation of the model parameters was performed
graphically. It was thought the evaluation procedure could
be improved if it were performed numeéically on a computer.
The scope of the problem could also be increased by first,
considering if frequency response data could be used to
indicate the presence of parallel flow paths existing in
the non-ideal flow, and second if the magnitude and direction
of these flow paths could be determined directly from the
data. Noar and Shinnar (39) had considered this problem
based on the analysis of the R.T.D., but their interpretation
of the existance of parallel flow paths was dependent upon
the transforming of the initial data by a differential
process. Clement's (L2) studies on the extraction process

occuring in a packed column provided frequency response
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data that indicated that parallel flow patterns may have
existed in the organic phase. Clements chose, however, to
model his system by a diffusion process and the Adler -
Hovorka Finite-Stage model.

In summary, the evaluation of frequency response
data by a computerized method with particular attention
paid to the detection of parallel flow paths becomes

the objective of this project.
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To produce by electronic circuitry a sine function
is difficult. The time constants of electrical components
being small do not easily lend themselves to the production
of low frequency waves (less than .02 H;). A low frequency
can be attained by continuously changing the slope of a
ramp signal or by treating a higher frequency signal by
successive decade frequency dividers and mixers. Such function
generators are commercially available, but expensive (e.g.,
Hewlett Packard model 203A). A more economical approach is to
generate the necessary signal by mechanical means. A periodic
displacement or change of area can be obtained from a rotating
device (e.g., mechanically driven wheel) by projection of one
dimension of this rotating device onto a normal plane.

A sinusoidual displacement is defined by the
projection of a vector of constant radius "r" rotating at
a speed "w". Amplitude and frequency of the function are
directly related to the radius "r" and angular speed "w". The
apparatus simulated this definition.

A wheel rotating at a fixed speed displaces a rack a
distance equal to the projection of the wheel radius on to a
normal plane. The rack and wheel edge are connected by a
rigid rod that pivots and slides at the wheel and is fixed
to the rack. If the rod remains always perpendicular to the
rack, the sine wave function is perfect.

The horizontal displacement of the rack is converted

to an angular oscillation by an idler gear. This oscillation
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was used to drive a wiper or tap of a circular wound
transformer. Thus the sinusoidual displacement is converted
directly to an A.C. voltage, varying sinusoidually in
magnitude at a frequency equal to the drive wheel's angular
speed. The drive wheel was rotated by a variable speed
reducer (Graham model no. N27MW45) with appropriate gearing
(10.1) after the reducer drive.

The accuracy of the sine wave produced was found
to be perfect within an experimental error of 2%. The
procedure used to test this output signal is give in Appendix I.
A shcematic of the signal apparatus is shown in Figure 3.

3.3 Experimental Procedure

3.3.1 Tracer

The tracer used was a saturated solution of common
salt (solubility 360 gm/100 gm. of water). This saturated
solution was injected into the tapwater pipe leading to the
test vessel input. The tracer pump flowrate was variable
between 0.0 and 45.0 ml./min. corresponding to vessel input
concentrations of 0.0 and 1.5 gm/1 NaCl respectively.

vVan der Reit (63), has demonstrated that for tracer
concentrations above 100,000 parts per million, density
currents began to distort the output results. Because, firstly,
the peak input tracer concentration was below this limit, and
secondly, the entrance region in the test section was turbulent,
irregularities in the results resulting from density currents

were believed to be negligible.
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From preliminary testing it was found that tracer
recovery is 100%.

Because tap water was used as the fluid, a base
line conductivity equivalent to .l gm/l1 of NaCl was
recorded even when no tracer was present. This base line
was found to be constant and was accounted for in the
subsequent calibration of the instrument.

" 3.3.2 Calibration and Preliminary Testing

A calibration curve was prepared plotting the
concetration of NaCl (gm/l) versus the current passing
between the conductivity probes. The calibration tests
were performed with the sensor probes located in stream
and using tap water as the solvent. Settling the bulk
temperature at 25°C, the tracer was introduced at constant
rate and the instrument response was recorded when the
concentration levels at the input and output were at steady
state. The concentration of tracer in the main stream was
determined by means of a mass balance. The concentration
levels in the saturated solutioh, main stream flowrate, and
the tracer injection flowrate were all known. This procedure
was repeated to obtain nine readings for the calibration
plot. This plot is shown in Figure 4. The slight dis-
placement of the two curves for the input and output
sensing unit are believed to be the result of differences
in plate area and the characteristics of circuit components
(i.e., matched circuit components were not used in the

construction of the instrument).
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After an initial period in which flowrate, tank
volume, and temperaturs were constant at the intended levels,
the system was stimulated by an appropriate signal.

When a sinusoidal signal was used, it was found
that the time required to reach steady state was reduced
if the tracer concentration had already been introduced at
a rate equal to the mean concentration of the sine wave. The
number of waveforms which were needed depended upon the frequency.
The tail of the first and last output waveforms began and
decayed exponentially. The central proportion of the waveform
(or waveforms) were sine functions. From the experience it was
found that the testing period (i.e., number of waveforms x
1/frequency) must exceed the total residence time of the system.

The input and output signals were recorded on a
Honeywell Electronik 194 dual channel recorder. The extremum
values, frequency, and phase lag could then be directly read
from the recorder chart. The magnitude ratio is calculated
after conversion of the extremum values of current to
concentration units by a computer program. The frequency is
calculated by measuring the distance between peaks of adjacent
input or output waveforms and converting this distance to time
by the chart speed factor. The phase lag is determined by
measuring the distance between peaks of an input wave and the
closest output wave following. This distance is converted to
units of time, divided by the pericd of the waveform (reciprocal

of frequency) and multiplicd by 360 degrees.
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the system transfer function is simply the product of the

individual functions as illustrated:

7] 61 6 '

For a parallel configuration the transfer function

is derived as follows:

(4-6)

The flow split between the branches is not known but is
dependent upon the total residence time of each branch

after the total flow and volume of the system have been

specified.
= (4"7)
U, + VZ VT
= (4-8)
X, o+ Xz X
where ¥ = volume of components and system. Subscripts

2 and the total system

1, 2 and T refer to components 7,

H4

respectively.
Solving equation (4-8) and (4-9) and substituting

we have:

v = TX
T T (4-10)
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Xg = X lt7 - 73] (4-11)
(vo - f])

X1 = X (=7 - x2) (4-12)
(t1 - ©2)

Substituting into equation (4-6)

V.tr-x2 61 + 2T -11 6 (4-13)
X 11 -1g T2 - T]

or simplifying and substituting the CSTR transfer function
(4-2)

Y = k1 +19 -z1) S+ 1 (4-14)

X ('rys'* 1 lggg *+ 1)

It is necessary to express the split of flowrate
in the network in order to properly weigh the effect of
each branch to the total signal. This weighting of signals
is particular to mass flow systems when concentration is
monitored and is not usually encountered when one considers

a control system in which a signal voltage becomes the

dynamic variable.

To interpret the amplitude curve in order to propose

a network model, the following observations are significant:






CHAPTER 5

5 MECHANICS OF ANALYSIS

5.1 General Method

The analytical scheme has three steps. First the
experimental amplitude curve is linearized by line segments
with slopes = n x 20 decibels/decade (where n =%0,1,2,3,¢..).
The number of line segments thus indicate the zero and
pole content of the system transfer function. The inter-
sections of these segments are noted on the frequency axis.
These "break frequencies" are the root values of the pole
and zero factors. The system transfer function has been
derived graphically.

Second, the system transfer function is examined,
and a network of ideal components which would yield that
polynomial form are considered. If no zero was noted on
the experimental curve, only one network can be proposed,

a cascade of CSTR's with individual residence times equal
to the reciprocal of the break frequencies. A parallel
configuration is indicated when zeros are found. The
presence of PFTR components must now be considered as the
zero and pole of this component does not cancel when the
transfer functions of the branches are added to form a
complete network transfer function. It is quite possible
that a number of parallel arrangements of ideal reactors
can be postulated which will result in the same polynomial

expression when simplified. A certain uniqueness, however,

48
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in a two stage calculation order.

First, a numerical search patterned after the
Rosenbrock Method (48) is performed on the amplitude data.
The best estimates of the component residence times are
obtained. The best parameter estimates are taken as those
values which lead to predicted amplitude ratios that
exhibit a minimum residual sum of squares when compared
to the experimental data.

In stage two, these estimates are used in the
network model to predict the system phase lag. The phase
lag is first calculated without consideration of the in-
series component. An attempt is then made to improve the
pPredictions by fitting an in-series PFTR component. As
noted in the previous section, the change in magnitude of
this component from an initial estimate can effect the
parameter estimates of the other components in the network.
A convergence test is therefore used to determine if the
change in magnitude is sufficient to warrant recalculation
of all of the network parameters. In these studies a
convergence limit of approximately 1% was chosen.

A summary of the input information required for
this programming is:

(i) experimental frequency, amplitude and phase

lag data, as well as the total residence

time of the system,
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the model parameters are varied in an unique manner based
on the past history of successes and failures.

The path that is taken across the response surface
is directly related to relative incremental change in each
parameter. If the preceeding step results in a failure,
the magnitude of the stepsize is reduced by multiplication
with a factor whose value is less than unity, and the search
proceeds in the opposite direction. Similarly if the last
step was a success then the succeeding stepsize is increased
by a factor whose value is above one. The search moves in
the direction of the parameter resulting in the best success.
Each of these steps is called a trial.

The overall direction for a set of trials is influenced
by a term called the unit vector, with components equal to
the number of search variables. The stepsize of a variable
is the product of the component term of the vector and the
stepsize calculated in the preceeding paragraph. Initially
the indices of the unit vector are set approximately at one

and zero in order that variables change in directions per-

pendicular to each other. A set of trials performed under

a constant unit vector is called a stage.

The unit vector is modified after the search has
met a success with each variable. This must happen. Even
when the change of a variable meets in failure the stepsize

will decrease to the point where no change has been made
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from its initial value and this is taken as a success. The
new unit vector is calculated from the normalized vector
joining the initial and final point of the search path
through one stage. Thus the search path is always proceeding
in the direction of that variable resulting in success.

Normally, it is necessary to constrain the search
area to those values of the variable that have physical
meaning. For example, the residence times must be positive
and non zero. Specific constraints used in each case study
are discussed in the section titled "Experimental Results
and Interpretation”.

The constraints are located in the object subroutine.
If the executive program calls for a parameter value beyond
the constraint, this value is rejected by the object program
and replaced by a parameter value at the constraint. The
object program that proceeds to calculate the residual sum
of squares at this value.

5.2.2 Objective Program

The system transfer function is presented as a

polynomial. Receiving the parameter values from the executive

subroutine, and after testing to determine if these values
lie beyond the constraints, the coefficients of the system

polynomial are calculated. The polynomial is then factored

numerically to determine the pole and zero content. The

polynomial is factored in the s-domain to eliminate the









57

as derived from its exact transfer function.

The residence time "TPFTR" is found by a grid search.
First a large step value is used to find approximately the
best estimate. The search is then conducted again in the
neighborhood of this estimate with a stepsize one-tenth
of the original.

Equations (5-2) and (5-3) are then added to obtain
the total predicted phase lag. If a series network is
being tested the calculation order is complete.

As seen in Section (5-1) the residence time of the
in-series PFTR component effects the calculation of the

flow split between branches of a parallel network. Consequently,

all parameter estimates are affected. The computation is

complete when the estimate of TpFTR is not significantly
different from its previous estimate. Initially this
estimate is usually zero (i.e., it is assumed no in-series
component exists). A significant change in "tpppgp" is taken

as a value that causes a 1% change in the residence time of

the remainder of the network. The computation order is
repeated until this convergence limit has been met. After

iteration, the parameter estimates will provide model predictions

that satisfy both experimental curves.

5.3 Experimental Results and Interpretation

As stated earlier, two flow patterns were tested. The

configurations of baffles and mixers are shown in Figure 2.
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For configuration "A" the rectangular test section
was divided into four compartments. The fluid in the first
and third compartments was well agitated by portable mixers.
The second and fourth sections were allowed to remain
quiescent. .The baffle arrangement was such that the fluid
must flow consecutively from the first to the last compartment
and short circuiting through each section was minimized. This
System was tested at eighteen separate frequencies over a
two decade range as illustrated in the plot of the experimental
data (Figure 8).

Examining the experimental data, the following was
deducted. First, the experimental amplitude ratio points
defined a curve whose slope was monotonically decreasing. This
characteristic indicates a lack of zeros in the system
polynomial; suggesting that the mixing components are arranged

in a series or cascade network. Second, the final slope

at high frequencies (3 to 6 rad/min) approached a line segment
whose slope is -60 decibels/decade. This occurance is an
indication that at least three poles occur in the system

polynomial, or an equivalent network may be constructed from

three components in series.

In the second step, the experimental amplitude curve
was linearized in a piecewise manner by three line segments
having slopes of -20, -40, and -60 decibels/decade respectively.

The intersection of these line segments with each other, and
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the topography of the surface can be obtained from a coarse
grid search. Both methods were utilized in this case to
confirm the location of the global minimum on the response
surface.

A naive analysis may be performed on the standard
errors of estimate to determine if this error is the result
of experimental errors. As shown in Appendix II, the
experimental error was found to be correlated to the frequency
(i.e., as the frequency increases, the experimental error
on the amplitude curve increases). Noting Figure 9.
it is seen, however, that large deviation between experimental
and predicted values on the amplitude curve occur at frequencies
of less than 0.8 rad/min. Thus an experimental deviation
of .15 will be chosen to compare the standard error of estimate.
Conversely, the estimate of the standard deviation for the

phase lag curve was found independent of frequencies. A

pooled estimate is 5.74 degrees. The following F-ratio values

were obtained:

Amplitude curve: F = 16.7

Phase lag curve: F 1.9

while F .05, 15, 4 = 5.87

These results would indicate that the deviation between
predicted and experimental values on the amplitude curve
are greater than that which may be accounted for by experi-

mental error. The opposite conclusion is reached in regard
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to the phase lag curve. The model may also be tested
against another type of response, the prediction of
conversion. The information gained from testing conversion
predictions will be discussed in the succeeding chapter.

The baffle configuration (labelled "B" in Figure 2
was arranged to obtain non-ideal parallel flow. The flow
split between the sections was approximately 2:1. One
branch of the system was also divided into two compartments.
Portable mixers were located at junction points of the
parallel branches to provide well mixed regions. The
intermixing of fluid between parallel streams was quite
possible as the baffles dividing these streams were not
tight fitting. This system was tested at sixteen different
frequencies as shown in the plotted experimental data
in Figure 10.

Examining the amplitude ratio curve the trend of
the experimental points indicated a definite discontinuity
occuring at frequencies between 3 and 4 rad/min. The
significance of this discontinuity was confirmed by statistical
analysis and duplication of the experiment at this frequency
range. If the amplitude curve was continuous between the
frequencies 3 rad/min. and 4 rad/min., an estimate of the
amplitude ratio.at a frequency of 3.55 rad/min. obtained
by interpolation on a slope of -40 decibels/decade would

yield a value of 31.4 decibels. The average value measured
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at this location from five replicate trials is 29.12
decibels with an estimated standard deviation of .717
decibels. The two amplitude ratios were compared by a
one-sided test under the null hypothesis that the amplitude
value is equal to and not less than the true mean
(interpolated value). This hypothesis was rejected at

the 95% confidence level. The experimental t-value was
3.18. Thus it is concluded this discontinuity is greater
than that which would result from experimental error. The
importance of this discontinuity is that it indicates the
presence of a zero in the system polynomial.

The final slope of the amplitude curve approaches

a line segment whose slope is -60 decibels/decade. From

this information, one may conclude the system polynomial
is composed of at least four poles and one zero.

A zero is obtained in the system polynomial if the
proposed network includes at least two CSTR components
with unequal residence times in parallel with each other
or short circuiting about one component. These proposed
networks are illustrated by configurations #1 and #4 in
Figure 11.

A slight discontinuity was also noted between
frequencies 0.55 rad/min. and 0.7 rad/min. Therefore, the
possibility of two zeros occurring in the system polynomial

was tested. The addition of a zero to the system transfer
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FIGURE 11
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function of all of the networks are listed in Appendix III.
The final parameter estimates are listed in Table
5.3, along with the standard error of estimate for each
curve. It is quickly realized that parameter values can
be chosen for most of the networks, such that they provide
equally good predictions of the amplitude ratio. The
decision as to which of the proposed networks is the best
representation of the mixing state of a system must be
made by testing the models by another type of response.
Thus model discrimination becomes the main topic of the

next chapter.



Table 5-3

Residence Time Estimates

Standard Error of Estimate

(min.)
Configuration Component In-Series Amplitude Phase Lag
Number Number PFTR (decibels) (degrees)
#1 #2 #3 $#4 #5
1 0.43 0.43 0.43 0.43 5.96 0.0 1.0 48.0
2-4A7 15.21 .85 2.20 .11 0.35 2.39 19.3
B 0.37 0.37 7.40 0.36 .68 1.36 15.7
5 A 1.98 .44 6.45 .33 .14 . 556 1.12 12.8
B .34 1.54 .6 8.73 .3 .631 .9 11.6
6 A 6.25 2.32 0.46 0.42 0.44 0 .98 44,7
B 1.42 1.43 6.15 0.32 0.41 0 1.00 44.0
7 A .29 1.35 3.76 9.26 .183 0.645 1.37 19.9
B 1668 1.4 .23 14.36 1.05 0 1.66 115.0
8§ A 8.40 .34 1.78 0.30 0.45 .382 0.86 15.3
B 8.14 3.56 1.14 0.34 0.32 .068 0.97 32,2
9 A 6.01 .15 .47 .41 .3 0 .89 47.4
B .41 .24 .41 .24 6.09 0 .93 47.3
10 A 1.01 0.37 0.57 7.41 0.37 0.56 .89 36.9
B 1.28 .86 .86 6.7 . 299 0 l1.01 44.0

Con't,
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Table
Residence Time Estimates Standard Error of Estimate
(min.)
Configuration Component In-Series Amplitude Phase Lag
Number Number PFTR (decibels) (degrees)
1 #2 #3 #4 #5

11 A .40 6.4 2.9 .13 2.68 24.0

B .09 .65 2.79 6.07 0.226 2.89 17.1

12 7.38 .42 .73 2.90 0 .88 71.1

13 .28 .26 5.08 .652 1.44 16.15

ve















79

fitted to the experimental data from all flow systems. In
their studies it was felt that any flow regime could be
represented by a cascade of stages, with each stage consisting
of two CSTR's connected in parallel. The size of these
CSTR's and the interchange of flow between them was constant
and equal for all stages.

A last advantage is that the estimation of model
parameters, flow splits, and flow direction within a network
has been adapted to computer programming.

6.3 Discussion of the use of Experimental Data for

Model Discrimination

Referring to the original objective of this work, it
was desired to define the mixing phenomena occurring in a
non-ideal flow regime by one unique network of ideal flow
components. This has not been fully realized, particularly

in the case in which the non-ideal flow involves the movement

of fluid by multi~paths or parallel branches. The problem

as shown by the tests performed on configuration B is, first,
which of the twelve parallel networks proposed is the best
representation of actual mixing phenomena, and second, should
these parallel networks be abandoned if the simpler cascade
network provides an adequate prediction of the system's frequency
response. Note, only transfer function can, in theory,

simultaneously satisfy the amplitude ratio and phase lag curves

exactly.

6.3.1 Amplitude Ratio Data

Originally it had been thought that a discrimination
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among proposed networks could be made on the basis of the
standard error of estimate for the amplitude ratio. Referring
to Table 5.3 this does not appear to be true. The transfer
functions (Appendix III ) for the second-fifth order models
are similar functions with the exception of the coefficient
of the second order term of the zero polynomial. The search
for parameters of these models was constrained only in that
the parametér values nust be positive and non-zero. Thus

it is not unexpected that the search technique should provide
parameter estimates that result in each model fitting the
response equally well. The parameter estimate for networks

2, 3, 4, 5, and 7 have shown that more than one set of
parameter values exist that provide a minimum value on the
response surface (defined by the sum of the squared deviations

between measured and predicted values). Differentiation

between these two sets of parameters must also be made. The
change in parameter estimates had the effect of predicting
recycling occurring in one case and not the other, as shown
in Figure 11. 1In other cases studies, as seen in networks
8 and 10, changing the initial extimates of the parameters
has not changed the direction of flow through the network.
Certain proposed networks may at first be rejected
if the residence time parameter estimates for these networks

are unrealistic when compared to the actual system tested.

Configurations numbered 7A and B, 5B, and 8A and B, can be
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These nuiscance parameters can also be removed by expressing
the model in a linearized form and then taking expectations
and convariance (43).

At this point, one has an initial estimate of the
model parameters and an estimate of the experimental error.
One can assign a subjective prior probability to each model.
If no model is thought to be more significant or correct
than any other, then equal probabilities are assigned to
each model. It is now necessary to perform a new experiment
and test the models. The most desirable location (in this
case a frequency) to perform this experiment is one in
which the deviation between the predicted values of the models

is greatest, or that point at which the models are in the

greatest jeopardy. Four criteria which have been discussed in the

literature can be used to predict the operating conditions
of the next experiment. These are the Roth (49 ), Reilly
(42 ), Box and Hill (7), and Entropy (42 ) criteria. For
all of these methods the model predictions are made from
parameter estimates based on all experimental data. Also
the discrimination between models is weighted as to the
probability of those models being correct. The latter two
methods also account for the uncertainty of the measured
variable when defining the regions of discrimination. This

new data point is used with the Bayesian analysis to test

the models. The cycle is repeated, with the prior probabilities
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of the models for the next experiment being the posterior
probabilities that were calculated for the last. Thus,

the posterior probabilities of the model providing the best
predictions is continually improved. This series of
sequential experiments is continued until the desired
discrimination is reached. It is the author's belief that
the chance of success in discriminating among parallel
network type models is poor. The model parameters are re-
estimated after each experiment. It is thought that one will
find each of these models fitting equally as well - the
same situation that was noted initially. More simply, no
separation would exist in the predictions of these models.
Discrimination between series and parallel type models would
achieve greater success, as the analysis would be conducted
at an area where the deviation between series and parallel
models is greatest.

6.3.2 Phase Lag Data

Preference has been given to the use of amplitude
ratio data compared to phase lag data for the following
reasons. First, the graphical experimental error associated
with the phase lag measurements is greater than the corresponding
error associated with amplitude ratio measurements. This is
a result of the greater difficulty in locating the median of
the sinusoidual peak in comparison to measuring the displacement

between high and low values of the wave form. Second, the
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phase lag cannot be considered.as an independent response to

test the data. As explained previously, this experimental
data is used to predict the residence time of the in-series
component. It is necessary, however, that an acceptable network
model provide a satisfactory representation of the phase

lag curve as well as the amplitude ratio curve. And finally,
the reliability of phase lag predictions by the parallel
flow networks is questionable. As noted by Coughanower and
Koppel (13) the first order approximation of the PFTR
component is accurate in its phase lag predictions up to a
frequency equal to the reciprocal of that component's
residence time. In these studies, a PFTR component whose

residence time is 0.2 min. or less would be accurate over

the frequency range studied. Examining the standard error

of estimate as listed in Table 5.3, we find that configurations

numbered 11B and 7B offer especially poor predictions, while

configurations 6A and B, 9A and B, 1 and 10B also offer large

error estimates. No trend could be seen in the data between
the size of the PFTR component used in the network and the

network's standard error of estimate on the phase lag curve.

Comparing the experimental error estimated for the

phase lag curve (5.74 degrees) to the standard error of
estimate calculated for each model, it is found that only

model number 5A has a F-ratio lower than the tabulated

value at 95% confidence level (F17, 14, 0.5 = 2.60). One
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could conclude that only model number 5A has a standard
error of estimate which could result from experimental

error and not a lack of fit. Note that though the in-series
model number 13 does not pass the F-ratio test, it is
certainly the closest rival to model number 5A. Though it
has been shown that discrimination is possible among models,
the results must be taken with caution due to the uncertainty
of both the experimental data and the model predictions.

6.3.3 Reaction Data

The final purpose of these network models is to
predict the conversion of a reactant given a kinetic
mechanism. Thus to discriminate among these models on the
basis of their predicted conversions in comparison to
experimental data would be the most severe and meaningful
test. To obtain experimental data it is required that the
test system be utilized as a reactor and the conversion
of a specific initial concentration of reactants be measured.
The choice of the reaction mechanism used is important. If
the experiments are performed with reactant species that
behave in a known linear manner, the arrangement of the
components in the model network will not affect the final
predicted conversion.

Conversely, if the reactants interact in accordance

with a non-linear mechanism the series arrangement of components

within any branch will affect the final estimate. If the









Table 6.3

Comparison of Measured and Predicted Reactor Conversion

Configuration A
The reactor as:

a CS8TR a PFTR 3 CSTR's & 1 PFTR
(in-series)
micromixing micromixing macromixing
38.6%-40.8% 50.6% 37.6%-38%

Experimentally Measured Conversion

30%

Configuration B

The reactor as:

a CSTR a PFTR 3 CSTR's & 1 PFTR Parallel Network

Model No. 5A

micro-macro micro- macro-

i micro-~ ‘macro-
mixing mixing mixing mixing mixing
38.6%-40.8% 50.6% 34.9% 35.9% 38.5% 39.4%

Experimentally Measured Conversion

24%

88
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was noted for configuration B. The inactive volume predicted
by the series model of 3 CSTR's and 1 PFTR is 24%. This
increase in inactive volume corresponds to the decrease

in the experimentally measured conversion. The parallel
model predicted a conversion value above the series model
prediction by 3.5%. The inefficiency of the reactor is
shown by the short circuiting of approximately a third of
the flow through, the branch having the shorter residence
time. The higher predicted conversion for the parallel
network may result from the fact that flow split between
branches was solved by a function in which the total volume
of the system was considered to be active. To do otherwise,
would necessitate the inclusion of another search parameter,

the total volume.

In summary, the following observations have been
made concerning the tests performed on configuration B. For
all but four trials, the parameters of the parallel network
model provide a better fit to the experimental amplitude
ratio curve in comparison to the series network model. The
small difference, however, among the standard errors of
estimate for all of the models resulted in no model being
selected as the "best". Only one parallel model (model #5A)

provided predictions of the system phase lag which resulted

in a standard error of estimate being equal or less than

the experimental error. The series model was however, a close
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ratio curve, the number of data points must be sufficient

to clearly locate this discontinuity. It is seen from

the plot of the experimental data from configuration B
(Figure 10), the size of these discontinuities are slight
and easily missed if insufficient data is taken. The
slightness of these areas is further emphasized in Figure 12.
The amplitude ratio curves for this diagram were calculated
by a hypothetical network of two CSTR's connected in parallel.
The flowrate and volume of this network and the actual test
apparatus were similar. The flowrate split between the
components was varied from 10:1 to 2:1. The discontinuity

on the curve occurs at lower frequencies and almost disappears
as the flow split ratio decreases. Note, to prevent the
curves from lying on top of one another, the curves were
Plotted at five decibel intervals apart. Both the experimental
data and Figure ( 12 ) emphasize that a large number of

data points in the proper area are required to locate

Also the accuracy

discontinuities on the amplitude curve.

of the monitoring equipment becomes important.
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Table

Comparison of Waveforms to Sine Function

Input Wave

Maximum Amplitude 1.046 gm NaCl/£

Concentration Location
(gm Nacl/Z) (degrees)
Measured Predicted
1.106 1.105 25.2
1.276 1.278 49.2
1.383 1.383 73.2
1.405 1.403 84
1.354 1.335 120
1.193 1.190 144
1.000 0.991 168
0.695 0.670 204
0.436 .494 228
0.395 0.385 252
0.359 0.359 268.8
0.418 .409 295.2
0.551 0.541 319.2
0.744 0.731 343.2

Con't.
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Con't.
Table I-1
Output Wave
Maximum Amplitude 0.394 gm Nacl/£&
Concentration Location
(gm NaCl/Z) (degrees)
Measured Predicted

0.934 0.942 18.58
1.002 1.011 41.81
1.033 1.058 65.03

1.077 1.076 87.1
1.063 1.064 110.32
1.033 1.022 133.55
0.964 0.957 156.88
0.799 0.802 203.22
0.739 0.736 226.45
0.700 0.694 249.68

0.690 0.682 267.1
0.698 0.702 296.13
0.737 0.751 319.55
0.809 0.820 342.58
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From the general expressions

X = §lxg) (1I-5)
& of (X)) = 86X 2 of(xg) (I1-6)
8xq

Substituting into these expressions

ol = 46.06 1 gyp (II-7)
AR A.R
= 46,06 1_lay ky + kylo
az
at

46.06 (aj hz + aj kyle
ag

46.06 ky (1 + ag o
g

From this expression it is seen as the output amplitude
decreases (as the frequency increases) the standard deviation in
decibels increase.

As the standard deviation of the phase lag is
independent of frequency, a pooled estimate may be taken.

This pooled estimate is given by

m
glx) = I ng |l o ag)
e (II-8)
m
I h;-nm
£






Table II-1

Analysis of Replicates

Frequency Number Standard Deviation Percent Standard
Location of Deviation
Analysed Replicates
(rad/min) Amplitude Phase Lag Amplitude Phase Lag
(decibels) (degrees)
.241 4 W17 2.49 3.63 % 4.37 %
.557 4 .15 4.21 l.4 % 4.57 %
1.73 5 .687 8.12 3.57 % 4.05 %
3.55 5 717 8.32 2.46 % 2.71 %
5.11 5 2.16 10 5.61 % 2.78 %

TTT
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APPENDIX III

COMPUTER PROGRAMMING

In this appendix the mechanics of the computational
techniques are outlined. The following are included:
(1) A list of the system transfer
functions for the networks tested,
Table III-1,
(ii) Alogrithms of the program and its
subroutines used to estimate the
model parameters, and
(iii) Listing of the computational

program.
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TRANSFER FUNCTIONS FOR PROPOSED NETWORKS

Configuration (in the s-domain)
Number
1 (11 + 21 + 13 -~ 1) s+ 1
(t; st+1) (13 s+l) (12 s+l)(r3 stl)
o ) s+ 1
2’3’4 iTi T) S
m* (r, s + 1)
i=1 1
2 : +1
5 A sc + (igl T, - T + B) s
11y
igl (Ti s + 1)
(% t.-1) 1213 — T1T7 (T-Ty-T5-T1)
Wh A = i=1 i
ere A = i, 713
Ty (t - 1y = 15 = T1)
And B = 2T2+T3
5 S
] [(i£1 Ti—T) (13712) (1/(t1-273))] s2 + (igl ri—r) s +1
5
igl (-ri s + 1)
2 : +1
7 A s® + (igl Ty T T) s

7 + 1)
i 7y s

Continued



Configuration
Number

Cont'd

10

11

12
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(in the s-domain)

Where A = T2T3(T-Tu-T5-75-2) + 1373(r-T4=15) + 11737
T] - T2 = 13

-215713s2 + ( -1)s+1

i£1 T

5
2 (Ti s + 1)

As? + ( g T
i=]1 1

5
g (ri s + 1)

-1) s+ 1

Where A = T1T2(T1ttotts-1) + 7374 (T-T5-T3-74)
T3 + 13 - Ty

5 5
[(t3T2) (x - 152 ri)(llrl-rgrg))] s? + [i£1 ri-rl s+ 1

5

I (r. s+ 1)
. 1
i=1

[12T3(T-211—T2—Tq)(1.0/(T2—2T3))]Sz+(211+T2+T3+Tq—T)S+l

i
(t1 s +1) (igl ('ri s + 1))

(tg+1o-1b) (T1+75~-T2) s2 + (t1+2r3+T3-1) s + 1

m
(12 s + 1)(i£1 s + 1)

Ty

Where ta = K(t-14) and tb = (1-K) (r-1a) and EEE is the

ratio of the volume of components 1 and 2 over components

3 and 4.



ALGORITHM

MAIN PROGRAM

(:7 START )

and Model
Data

Input Search
Parameters

Call Subroutine
ROSEN

Estimate final
model

SE———
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Call Subroutine
OBJECT
Estimate
Search

Parameters

\Y
Call OBJECT
Calculate
Amplitude
Ratio

Criteria

/
Output Model
Parameters
Amplitude

Ratio

{

Calculate

Final System
Transfer
Function

{

Call ROOT3¢

Calculate root

of Transfer
Function

®
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Calculate
System Phase
lag

'J
Calculate best

tmit
TPFTR

:

Output Total
System Phase
lag and

TPFIR

STOP :)

" [Calculate tota
System

Residence
Time

Convergence

STOP }

Output total
Residence
Time

STOP 4:)




YES

Parameters
Tested

Return to
Parameter valug

and decrease
stepsize

Change unit
vectors, count
no. of stages

UTPUT unit
vectors

Y

arameters
Tested

o. of OUTPUT
successive Parameters RETURN _:)
failures and  LSOS
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SUBROUTINE OBJECT

<f~START _:)

Yy

Calculate
Coefficients
of System
Polynominal

Call "ROOT3@"

Factor Zero
Polynomial

l

Call "ROOT39"
Factor Pole

Polynomial

T

Calculate
Amplitude
Ratio

v
Calculate
Residual Sum

of Squares

\

<:k RETURN 4;)
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TABLE III-2

TRT
8.27
NUM
5
KM MCYC
5 40
EPS
0.25 0.05
AKE
6.0 0.3
ALPHA
1.5
v

KZ

2

(1'0'0,0,0) (0'1'0’0'0)

(0'011'0’0)

KI

TPFTR

0.0

MKAT NSTEP

999

BETA

0.5

(0'010’1'0)

LI

5

(0,0,0,0,1)

Con't.
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TABLE ITII-2

No. of Stages
No. of Times "Object" called
No. of Successive Failures
Parameter Estimates:

#1

$#2

#3

#4

#5

In-Series Component

Residual Sum of Squares:

(Amplitude Ratio Curve)
(Phase Lag Curve)

New Total Residence Time Estimate

First Second
Iteration Iteration
26 2
999 242
1 40
1.23 1.93
0.23 .44
7.78 6.45
.30 .33
.32 .14

.581 .556
8.33 15.2
2,890 3,219

7.689 7.714

0ZT
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c

99

107
101
02
1013
104
105
lue
L7
108
pAVV

WRITE(692117 SUMNSTPFTR 125

IF(SUMOLE « SUMN) GO TO 54
SUMO = SUMM

BLUE = TPFTR

GO TO 54

LP = LpP + 1

IF(ARLUE«LQet}iall) GO TO 51

IF(LPaGTe2) GO 10 51

LIM = 1cC

KNT =

HBLUE = oLUE-DELTA/ZW0

DELTA DFLTA®Ge1

TPFTR = 8 UE

GO TD 54

WRITE(&s?210) HBLUE

26 56 J = 1NN

FPMAR( J} = FPIAR(J) = (FlJ!*BLUE*LBD.U/PT)
ADIESF (J) = PM{J)=FPMAER(J)

WRITL (6e204)

O 26 U = 1aNN

WRITE (6920371 F{J)sPMIJI) sFPMARIJ 9ALIFF (I

ITFRATICN AND CUNVERGENCE CTONTRUL

IT = 17T + 1

IF(RLUE.LE«LieGU) STQP

TRTI = Be27

TRIN = TRTI-BLUE

UEV = ALS({TRT-TRTNI

[F(CEVelLEs'eB27) STOP

TRT = TRTN

WRITE(55212) TRT

MT = 3

IF(1T«GTaNI) STCP

OC TO vl

sTep

FORMAT(I2)
"FORMAT(H6F1245)

FORVAT(2F10:5)

FORMAT(13)

FORMAT(R12)

FORMAT(6F12e6)

FORMAT (BFY9e9)

FORMAT(2F1Ce%)

FORMAT (8F9e5)

FORMAT (412) ) ) ‘ .
FORMAT (2UXs51HOPTINUNM EVALUATION UF ReSIUENCE TIRES FOR MOUEL NOeo

113)
FORMAT (7/2'1X+52HTHE PLOT LISTING OF EXPLRIMENTAL VS PREDICTED VALU

1ES
FO&MAT(lUX918HFREUUENCY(RAD/MIN'(bX’ZBHtXPtRIMENTAL AMPLITUDE RATI
1095X s 36HPREDICTEL AMPLITULE RATIO = DECIBLELSsSX s YhLEVIATION
FOGRMATIICXoF 10699 3XsF10e5923X9F10e5931XyF1l3.8)

FORMAT (/71X 9 1BHFRI QUENCY IRAL/MIMNI 95X 24HEXPRRIMENTAL PHASE SHIFT,
189X e31HPREDICTEDL PHASE SHIFT = DEGREESes1GXsOHUEVIATION?

FORMAT (/31X s35HTHE <YSTort FOLYNOYIAL CURFFICIENTS)

FORMAT (/10X 9yZ16eR)

FORMATU/ZLEXsSHZERI Gy /10X 2 4HREAL 919X 9 11 AGINARY )

FORVMAT(BREs/HL sL1beb5 48X el lbebsdty 112

ETT L Y THINAL T G G HDE A w Y ek L GRTNAD V)

[



AR el

r.

[aNaNaNe)

126
IN=SERIES COMPONENMNT 15,5X

21¢ FORMAT(/10X+48HTHE RESIDENCE TIME OF THE

l’FllJoE‘)
211 FORMAT (/10X s29HTHE RESIDUAL AND VARIABLE AREsEl14e&93HANDSF10e5)
217 E?RMAT(/ILX,?7HTHE FSTIMATE OF SYSTEM RESIDENCE TIME+2XsF1l0e5!

= ND

SUHBROUTINE RCSER
= WRITVEN Y He DAND
- CHie LinGs ULPTe  MUMASTEK UNIVERSITY

GPTIMIZATICON 8Y ROSENGBROCK METROD

COIMMON K 9 iCYC o 4AXK 9 MKAT s NSTEP s EPS(20) yAKE (107 sV (204201 9ALPHA,

LEETASSUMNAFK (L0 ) 9 TRToTPFTRSKZ s LPsF (25) 3AR(25) 4FMAG(25)

COMMON NI CAT
DIAFNSTON
[METOATORS
Uk Iv el

A=

AP R =

AT
CAaLy
SUMD =
bHhO 812 K=1,.XM
AFK (KDY =arE(
812 CONTINUE
¥K1=1
IF (MSTEP «EQ
30 250 I=1,.KM
F(T) =FPS&(])
R0 CONTINUF
Theue DO 280 I=1.KM
AJIT)Y =2.0
IF (NSTEP oNE
E(I) =EPS(1)
B(I) =040
I1i=2
ITI=11T+1
[=1
DO 251 U=1+KM
AKEF(J)Y =aAKF (J
CALL ORJECT

=1
CnUECT
SUMN

250

207
58
259

251

vaLluts FOR VeRIALLLS

KX)

el) GO TO 1l0QUU

«1) GO TO 250

) +E01) wV]eJ!

DEZCTyPRLFNI207 oBLI2092:) sAJ(2C! sE( 207 sAL(2092C!

AR KR SO M B SR R R AT R R R NI TR NH RS RRF R R R ANE LU AR RERRRES

PRINT HERL IF

ChJECTIVE

FUNCT IO SUAN? 4

VESIRLYD NO OF TIMES OBJLCTIVe FUNCTION belING CallLED
VARIBLES(AKE (] )

(KAT )
ER T L TR AR TR TR A IR AR R SR 3 F- L I UL SR R R R R TS 2 2 A L 23 2 22 SR 22 2.2 2222 31

SKAT +1
(KAT «EQo

<AT
(=

DO 254 J=1.KM

254 AKE(J) =AKE(J

MKAT
Ir{ SUAMN e LE o SLIMU )

) ¢O TO 1902
LO TO 253

) =R (1) #v(lsJ

LI} ==BETAHE(])

(AJ(T)
TO 285
=D(1)
=ALPHA
= SUMN
F.=19K4

IF
GG
I
E(l)
SUMO
LS 813
AF<{(K}) =
IF (Al
DO 256 J=1.KY
Ir AL

253

a1

o [N

LT

+5(1
*#E (

o (3T 4

1e5) AJ(I} =0e0

)
|

AKT (K

«Gle

leb) AJ(L1 =140

OGN TG 20

ISR



('(7(: \I’(
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~

3
C
C

1

O

5
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WRITE (6 294) 129

WRITE(65815) (( V (Ise) 9J=1sKM)yI=14km)
"8” FORMAT(//%3Xs 12HNC OF STAGE=, 3X, [5/)
S8B1 FCRMAT (10X, 18MSUMC AND VARIASLESs3Xy 6E12e47)
P TORMAT (/3Xy 23HCRTHOGORAL UMIT VECTORE/)
415 FORMAT (3X,9%F12.47)
110 FORMAT (/7725 ,25HPROGRAN HAS CALLEL UoJECT92XsI5s 2X0
I 25HTIMES wITHOUT CONMFROANCE/!
JVE FUORMAT(/3Xs 13HNO UF HTAGES=315s 35Xy Z23HAND OBJECT BEING CALLED,
I 159 4Xs HHTIMES3X926HNU GF SUCCLSSIVE FAILURES=915710
UG FOURMAT(/3Xs THORJECT=e E1565/)
U6 FORMAT(/3Xs 16HTHE VAFIBLES ARbs 6E12e5/)

RPETULRMY
oMD
SUERQUTIME OBJECT
= WRITTEN ;Y Pe le #ELAYK
JANUARY 1v70

= CHEMe ENCe LDEPTe MCMASVER UMIVERSITY
CURMUN Kitg MCYC 0 riAXK 9 IKAT snSTEPYEPS (201 sARE (101 sV (LD 90D s ALPHA A

THLTASSUMNAFK(TU) s TRTSTPFTRIKZWLPIF (250 yAR(251 sFMAGLZD )

COMMION NNSKAT :
DIMENSION X1(10)sX2(10) o XX(17:) oYY (10D oZIMAG(10I4PIMAGI10Y,

TZREAL (L) oPREAL (L) o TZMAG(2S) s TPMAGI 25T 43A(107,8110)
= TO CALCULATE FOLYNOINAL PARAMETERS
= INSERT LIMITS OGN PARAMETLRS tiErb
= IMSERT THE FURCTIONAL RULATIONSHIPS CGETwREN Trik SYSTtM PGLYNUMIAL
COtFFICIENTS ANLU THE MODEL PARAMETERS HtRE

= TC SGLVE THE ZERQ PCLYNOMIAL
IF{X1(1)eGE«9994L) GO TG 1

= IF THERE ARE NO IMAGIMARY COEFFICIENTS o(l! = 0.0
MM o= KZ+ 1
DO 2 1 = 1eMM

ZREAL(T) =XX(1I)

A(I)Y = x1(1)
B(I) = Vely

IT = X2

CALL. RODT3ID(AIiaXXaYYsIl)
OO 3 1 = 1eh?

ZIMAG(T) -YY(l)

- TO SOLVE THE KOOTS UF THE POLe PULYNUMIAL

I[F T-ER[ ARF NO IM/GINARY COEFFICIENTS B(I) = 040
LL = LP+ 1
DO 4 1 = 1,.LL

A(l) = X2(1)
() = 060
11 = LP

CALL ROOT30O(AsBsXXsYYsIl)
PG S5 1 = 1.11
PREALIT)Y = «=XX(1)
PIMAG(I) = -YY(1)
- T CALCULATE THE AMPLITUDLE RATIO
IF (X1(1)eGEe999e0) GO TO 6

DY 7 J = 19NN
ZMAG = leC
PO 7 I = 1+KZ

ZMAG

e Y gt

SCRTOIF(JL + ZImAs(l i) « (7.2 AL answ2) %7210A0
A A Y Y S N ) ’
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~!

CONT I MUF

GG TO 8
& DO 9 J = 1sNN
9 TZMAG(J) = leU#XZ(LL)
g LO 10 U = 1NN

PHMAG = lei

Le 10 I = 1sLP
PMAG = SQRT((F (%% + PlmAG(I/I#%2 + (PREAL(T)) #%2) #PILAG
IF (1] eENelLP} TRPMAG(J) = PMAGREAC
1. CONT I Nt
TF_I\‘,D = el
Lo 11 0 = 18N
TEWP = TZNVAG(J)/TPMAGLI)
1 FUAGLJ) = 20eGHALDGINITEMP)
C - 13 CALCULATE THE RESIDUAL
SUMN = ae0
DO 12 J = 1NN

TVAR = (AR(JI=-FAG(J) . #¥%2
17 SUYMN = QMM 4+ TVAR

RETURN

END

v TOT Oa2b
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APPENDIX IV




TABLE 1Iv-1

Experimental Data

Configuration "a"

INPUT SIGNAL

Frequency Extremum Values
(rad/min.)
TOP BOTTOM
Current Concentration Current Concentration
(milliamperes) (gm NaCl/%) (milliamperes) (gm Nacli/e)
0.515 8.81 1.454 3.72 .298
0.727 8.88 1.477 3.69 .293
0.727 8.98 1.510 3.77 .305
1l.461 8.66 1.406 3.58 .276
0.323 8.82 1.458 3.64 .285
3.118 8.78 1.445 3.62 .282
0.992 9.09 1.547 3.77 . 305
0.067 9.53 1.701 3.93 .330
0.204 9.37 1.644 3.88 .332
1.337 9.10 1.551 3.80 310
1.971 8.99 1.514 3.78 .307
0.127 9.04 1.531 3.70 . 295
0.539 8.93 1.494 3.70 . 295
2,513 9.17 1.575 3.88 «322
1.244 9.16 1.571 3.82 .313
0.068 8.28 l.288 3.40 .250
4.66 8.12 1.240 3.53 . 269
1.174 8.35 1.310 3.46 .259
1.137 8.85 1.467 3.41 251
0.818 8.75 1.435 3.36 «244

Con't.

YA S



Con't.

TABLE VI-1

OUTPUT SIGNAL

Frequency
(rad/min.)

Extremum Values

0.515
0.727
0.727
1.361
0.323
3.118
0.992
0.067
0.204
1.337
1.971
0.127
0.539
2.513
1.244
0.68
4.661
1.745
1.137
.818

Current

TOP

(milliamperes)

6.14
5.93
6.08
5.174
5.98
5.18
5.45
7.62
7.02
5.55
5.49
7.21
5.90
5.71
5.70
6.92
5.18
5.33
5.65
5.64

Concentration
(gm Nacl/Z2)

1.042
0.994
l.028
0.830
1.005
0.831

.888
1.423
1.260
0.910
0.898
1.310
0.987
0.946
0.942
1.234
0.831
0.864
0.931
0.929

BOTTOM

Current Concentration

(milliamperes)

.06
.35

(gm NaCl/k)

0.807
0.867
0.901
0.809
0.617
0.828
0.834
0.438
0.570
0.876
0.886
0.474
0.789
0.939
0.910
0.393
0.830
0.850
0.889
0.838

Con't.

£ET



Con't.

TABLE IV-1

TRANSFORMED DATA

Frequency Amplitude Ratio Phase Lag
(decibels) (degrees)

0.515 -13.832 -176.7
0.727 ~19.398 -199.4
0.727 ~19.530 -197.3
l.461 -34.649 -284.7
0.323 -9.59 -124.0
3.118 -49,911 -370.7
0.992 -27.134 -233.0

.067 -2.871 -31.0

.204 =-5.654 -88.8
1.337 -31.735 -260.4
1.971 -40.875 -310.0
0.127 -3.397 ~-57.5
1.539 -15.627 ~-.80.0
2,513 -45,.549 ~355.7
1.244 -31.691 -259.5

.068 ~-1.834 ~-34.8
4.661 ~59.477 -497.0
1.745 -37.745 -272.5
1.137 ~29.240 -246.6
0.818 -22.284 ~211.6

Con't,

PET









Con't,

TABLE IV-1

TRANSFORMED DATA

Frequency Amplitude Ratio Phase Lag
(rad/min.) (decibels) (degrees)
0.281 -6.597 -77.2
0.412 ~8.633 -87.0
2.55 -25.722 -252.0
3.93 ~32.275 -335.0
1.73 ~19.483 -205.0
3.55 -29,218 -298.0
0.556 -10.777 =93,0
0.732 -11.405 -107.0
3.11 -28.536 -~310.0
5.11 -39.042 -363.0
6.00 -43.331 ~-448.0
.062 ~-0.669 -20.5
0.996 ~14.420 -126.0
0.163 -4.039 ~46.9
0.201 -4.704 -75.0
2.04 -22.285 -213.0

LET









measured by measuring a current through it and relating this current to

the resistance by means of Ohm's law.

The conductance (reciprical of resistance) between two electrodes

is a function of:
(1) electrode separation and area
an particular electrolyte
(I11) electrolyte concentration

A non-linear relationship exists between current and the

concentration of a specific electrolyte. However, over small concentration

ranges, this relationship is approximately linear.

In the design of a conductivity monitor, questions arise concerning:

P current mode (A.C. or D.C.)

(11) potential difference applied to the electrodes
(I111) electrode size and construction

(1v) secondary effects.

A alternating current must be used. If a D.C. voltage were

appllied to the plates, ions of opposite sign would aligh themseives to the

plates Increasing the apparent resistance of the electrolyte to the point

where dependence upon concentration is masked. This phenomenon is defined

here as polarization. To overcome this effect, the current and polarity

must reverse itself in a shorter time span than is required for ions to
align themselves. Therefore, a lower |imii of frequency is specified.

An upper limit is also determined by the electrical capacitance effects of
the cell as seen from the relationship, G = w C. This capacltive

conductance "G" can be thought of as acting in paralliel with






proceed for approximately two minutes.

The temperature dependance of conductivity is approximately + 2%
per degree of increasing temperature. Thus, accurate measurements over
a vide range of temperature fluctuations require thermal compensation.
This can be done automatically by Incorporating a temperature sensitive
resistor in the measuring circuit. A typical circuit has been developed

by A.M. Turiscin (2) which has an accuracy 6f better than 2% over a 50 D.C.

temperature range.

EQUIPMENT
A block/schematic diagram of the 2-channel conductivity monitoring
~ system as built is shown In Figure I. A |9 VoIt D.C. power supply (4) drives
a 650 cps R~C oscillator (5) for each channel. The oscillating signal Is
amplified and fed to the conductivity cell and through a diode bridge
where the alternating current signal is rectified and passed through a
10 ohm resistor. The voltage drop across this resistor is proportional
to the current flowing through the conducfivify cell, and hence, to the
The voltage drop is

electrical conductivity of the fluid in the cell.

measured on a recorder.

Schematic diagrams illustrating the power supply and one oscillator
circuit are shown in Figure II-a and II-b respectively. In the oscillator
circuit, 1t was found that using a I0K variable resistor, rather than a
constant [OK resistor for the load resistance R| as suggested in the
original reference (5) gave better performance. This resistance was

adjusted to achieve maximum amplitude of the output signal. The oscillator






be made by dispensing with the diode bridge and using the rectifier circuit
inside the V.f.V.M. itself, fThereby allowing purchase of a less sensitive,
and hence less expensive, recorder. For a single channel conductivity
monitoring system, this modification is shown in Figure III. In the case,
the V.T.V.ll. is used not only to check the stability of the amplifier output
voltage as discussed earlier, but also to measure the voltage drop across
resistor R2. This voltage dirop is proportional to the current flowing
through the measuring cell, and hence, gives a direct indication of the
conductivity of the fluid in the cell. A meter such as the Hewland

Packard Mode! 400 which has recorder output terminals would be suitable for
this purpose. Lacking this, a less expensive meter such as the Heathkit
lfodel 1.M.-28 mentioned earlier could be used and the recorder connected to
the output of the 6ALS tube half-wave double circuit.

Figure IV-a shows a typical flow-through conductivity cell used in
this study. The cell is made of Teflon, 0.635 mm diam. platinum wire, and
0.254 mm thick platinum sheet. A teflon bonding epoxy cement was used to
bond the platinum electrodes to the teflon support. The cell either could
be used in a "dip'" fashion, or could be inserted into the teflon block
shown in Figure IV-b and installed in a flow-through pipe. Conductivity
measurements were found to be independent of the mean flow-through
velocitios over the velocity range investigated (0 to 15 cm/sec.).

Table II Indicates the approximatc cost (in Canadian Dollars),

exclusive of the recorder cost, of the components used in a single channel

continuous conductivity monitoring system.



Figure V illustrates typical calibration curves obtained with
the conductivity meter as buiit in Figure I. The meter reslonse is

I). As was

reported in milli-Amperes rather than conductance (ohm
specificd as a design requirement in the introduction, it can be seen
that the system response approaches linearity.

In adapting this design approach to a different concentration
range, it may be necessary to choose the cell resistance by altering the

dimensions of the platinum electrodes. This must be done in such a

fashion as to satisfy The following criterion:

[cell resistance] .10
2

[diode mecasuring bridge resistancel I

I+ was found that the response time of the system was.essenfially
instantaneous. {n our specific application, the response time of the

recorder was the controlling factor.

Notation

where G - conductance
w - frequency

C - capacitor constant



TABLE 1

AMPLIF1ER SPECIF ICATIONS

Power output - 10 watts per channel music; 6 watts continuous at

less than 2% harmonic distortion

30 to 20,000 Ha [/db

Frequency Response

100 mv

Input Sensitivity

Signal/noise ratio - 55 db at 6 watt output

Channel separation - 40 db  tone controls at flat setting

Tone Control - 14 db at 10 Kc

Output impedance connections - 4,8, 16 ohms each channcl

Povier requirements - 117 Volts, 60 cycle, 27 watts



TABLE IX

APPROXIMATE MATERIAL COST OF SINGLE CHARNEL

CONTINUOUS COMDUCTIVITY MONITORING SYSTEM

Teflon and Platinum for Fells - $30
D.C. Power Supply - $15
Oscillator - $5
Amplifier - - $35
V.T.V.lH, - $65
Miscel laneous * - $20

- $170

Total

¥ |ncludes chassls boxes, switches, wires, terminals strips, etc.
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Power Supply

-

650 , R-C Oscil lator

Channel A l Channel B
I I

10 Yatts
Channel A | P S0l fchannel 3.

v

v
CR \\r' A4 > o 00—

cefl cell

[ 2-Channel RECORDER |

——
Channal Channel N
A B i

R', R3 = 16 Ohm 10 watt resistors
RZ’ R4 = 10 Oﬁm 1/2 watt resistors
CRI' CRZ’ CRS,.CRﬂ, CR5, CRG’ CR7, CR8 = 100 ma, 25 voll dlodes
) 5l = Dogblc Pole, Double Throw Switch
v =  Heathkit Fodel I111-28 Vacuum Tube Yoltmeter
quurc_l;

Block Schematlc Diagram of Oriqginal Two Channel € i
Monitoring System onductivity






13

‘ : 5 0-19.D.C.
Input
7
Rg Re
?I C, Cs ]
Il Y : } " {: r .r — o o Output
—t1)
Rl R2 R3
Rl’ RZ' R3 = |0K, 1/2 watt, 109 Cl’ CZ’ C3 = O.OI-Ffd, 50 volts capacitor
y

R4 = 4,7K, 1/2 watt, 10% C4 = 25 ufd,, 10 volt electrolytic capacitor
RS = 22K, /2 watt, 10% QI = Transistor 2N526
R, = 10K, 1/2 watt potentiometer

FIGURE 11-(b) 650 H., OSCILLATOR SCHEI'ATIC

120K, 1/2 watt, 10%

R| =
FROH = 3K, 1/2 watt potentiometer
OSCI LLATOR
A
Rz |
TONP%FWR
Y

FIGURE 11=(c) VOLTAGE DIVIDIR
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FIGURE 111
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16 ohm, 10 wati resistc-
10 chm 1/2 watt reslis*or
Vacuum tube VYoltmeter

Doubie Pole, Double Throw Switz!
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