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This paper presents a cooperative robot exploration (CRE) strat-
egy that is based on the sensor-based random tree (SRT) star
method. The CRE strategy is utilized for a team of mobile robots
equipped with range finding sensors. Existing backtracking tech-
niques for frontier-based (FB) exploration involve moving back
thorough the previous position where the robot has passed before.
However, in some cases, the robot generates inefficient detours to
move back to the position that contains frontier areas. In an effort
to improve upon movement and energy efficiencies, this paper
proposes the use of a hub node that has a frontier arc; thereby,
the robots backtrack more directly to hub nodes by using the
objective function. Furthermore, each robot cooperatively
explores the workspace utilizing the data structure from the entire
team of robots, which consists of configuration data and frontier
data. Comparative simulations of the proposed algorithm and the
existing SRT-star algorithm are implemented and described. The
experiment is presented to demonstrate the application of the pro-
posed strategy in real-time. Utilizing the proposed algorithm and
exploration strategy, the results indicate that a team of robots can
work more efficiently by reducing the distance of exploration and
the number of node visited. [DOI: 10.1115/1.4041332]

1 Introduction

In recent years, many researchers have focused on mobile robot
motion planning [1–4]. Various strategies of planning robot

motion assume that mobile robots already have access to a map of
their operating location and can navigate using this information.
For example, potential field [5,6], Voronoi diagram [7], A* algo-
rithm [8] are map-based path planning methods for robots naviga-
tion. These algorithms are not, however, applicable for planning
robot motion in an unknown environment such as would be the
case during search and rescue missions in dangerous buildings,
disaster assessment, reconnaissance.

The missions stated above are considered exploration which is
defined as the act of moving through an unknown environment
while building a map that can be used for subsequent navigation
[9]. Most of the existing exploration techniques fall under the
class frontier-based (FB) exploration proposed in Ref. [10]. In
this framework, a robot enters an unknown indoor environment
and explores and maps cluttered rooms using only a laser scanner
or sonar sensors [11–13]. Based on this technique, many sensor-
based exploration methods have been developed. Among them,
the sensor-based random tree (SRT) method [14] is one of the
most effective exploration methods. This method makes a data
structure using the randomized generation of position that is
referred to as the SRT. This SRT can be considered as a sensor-
based version of the rapidly exploring random tree proposed in
Ref. [15]. Exploration strategies for a single robot have been
developed in Refs. [16–19].

After single robot exploration strategies were successfully
developed, researchers turned their focus to exploration with mul-
tiple robots [20–23] because of its advantages over the single
robot case [20]. First, the exploration mission in a multiple robots
setting is generally completed faster when compared with a single
robot (i.e., the “sum of the whole”). Second, multiple robots can
localize themselves with increasing map accuracy and quality if
they share information [21].

In this paper, we consider the problem of cooperative robot
exploration (CRE) of an unknown environment. This paper is
based on the concept of the FB strategy using the SRT, which is
called as FB-SRT. In Ref. [23], a team of robots cooperatively
explored an unknown environment in the form of a graph, called
sensor-based random graph. The sensor-based random graph
method gave satisfactory results with a team of mobile robots.
Nonetheless, it has the possibility that each robot can take a long
detour route to backtrack in order to continue exploring, which
decreases the efficiency of the exploration. In order to minimize
the disadvantage, we propose an algorithm that allows a robot to
backtrack along the most direct route to a position that has a fron-
tier arc, rather than using an indirect detour route. This is the main
contribution of the work described in this paper. Furthermore, we
devise a hub node, which is the target point with at least one fron-
tier arc to perform efficient backtracking, and also cooperatively
explore other robots’ SRT.

2 Problem Setting

In this section, we state some assumptions and explain robot
kinematics.

2.1 Assumptions. First, we state the basic assumptions used
in this paper.

(1) The workspaceW is an n-dimensional Euclidean space Rn,
where n¼ 2 or 3. In this paper, we consider only case
n¼ 2.

(2) The shape of the robot is circular and it is free to move in
any direction.

(3) The robot knows its configuration q containing its position
and heading angle.

(4) The robot has sensory equipment that provides the robot infor-
mation of the surrounding area within sensor range Rs. This
information is called a local safe region and denoted by S.

(5) From S, the robot calculates the frontier and saves it in
the data structure called frontier data (FD) denoted
by F .
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(6) Each robot can share its q and F within a communication
range Rc at any time. In this paper, we assume Rc is large
enough to cover all theW.

The proposed algorithm operates under these assumptions to
alleviate the complexity of the problem. We use a robot with a
laser range scanner as sensory equipment to perceive obstacles.
The plane of a laser range scanner is a subset of R2, so we assume
that obstacles are not below the laser plane. In addition, the robot
dynamics plane is a subset of R2. Therefore, we consider just R2

as a workspace. Assumption 2 implies that the robot uses a turn-
and-go scheme that allows the robot to move in any direction.
This is presented in the next subsection. In assumption 4, the FB-
SRT strategy is divided into two categories according to the shape
of S. We utilize the FB-SRT-Star method, which has a star-
shaped S, because it is more efficient than the other FB-SRT
methods [14]. Assumption 5 is proposed for multirobot explora-
tion with frontier method using SRT presented in Sec. 3. With
these assumptions, our ultimate objective is explained in the
paper: cooperative exploration of unknown environments using
multiple robots. A more specific explanation will be given in the
rest of the paper with simulations and experimental results.

2.2 Robot Kinematics. A brief explanation of the robot kine-
matics of this scheme is presented in this subsection.

A kth robot ðk ¼ 1; 2;…;NÞ with radius of r has a position
ðxk; ykÞ 2 W and a heading angle, hk, as depicted in Fig. 1. Each
robot has two wheels and its own laser range scanners to measure
the surrounding of each robot. A robot uses the turn-and-go
scheme to move in any direction; the formulation of the robot
kinematics is as follows:

_xk ¼ Vc cos hk (1)

_yk ¼ Vc sin hk (2)

_hk ¼ xc (3)

where xk and yk are positions of kth robot, and hk is a heading
angle of kth robot. In Eqs. (1)–(3), the velocity and angular veloc-
ity of robot, Vc and xc, can be written as

Vc ¼
Vr þ Vl

2
(4)

xc ¼
Vr � Vl

2r
(5)

where Vl and Vr are left and right wheel speeds, respectively.

3 Frontier-Based Strategies for Sensor-Based

Exploration

In the FB-SRT strategy, the workspace is divided into the
explored and unexplored regions as depicted in Fig. 2. Since there
are no obstacles in the explored region, a robot can move every-
where in this region, and it is called the safe region. The explored
region is also divided into three parts. If a boundary exists
between the obstacles and explored region, it is referred to as an
obstacle arc. The boundary between the explored region and an
unexplored region is referred to as a frontier arc. However, in the
case when a configuration covers the frontier arc of another con-
figuration, this frontier arc turns into a free arc.

Algorithm 1 FB_SRT_EXPLORATION [14]

Require: qinit, Kmax, Imax, a, dmin

qcurr¼ qinit

for k¼ 1 to Kmax do

SðqcurrÞ ( OBSTACLE SCANðqcurrÞ
FðqcurrÞ ( FRONTIER SCANðqcurr;SðqcurrÞÞ
T ( SAVE T ðqcurr;SðqcurrÞ;FðqcurrÞÞ
i¼ 1

repeat
hrand ( RAND DIR
l( RANGEðSðqcurrÞ; hrandÞ
qcand ( Q CANDðq; hrand; a � lÞ
i¼ iþ 1

until ðCHECKðqcand; dmin;T Þ or i ¼ ImaxÞ
if ðCHECKðqcand; dmin; T Þ then

MOVE TOðqcandÞ
qcurr ( qcand

else
MOVE TOðqcand;parentÞ
qcurr ( qcand;parent

end if
end for
return qcurr

A pseudocode description of the FB-SRT algorithm is shown in
algorithm 1. To perform this algorithm, the initial position of
robot qinit, maximum iteration number Kmax, the number of sector
Imax and step movement constant a, and minimum step movement
dmin are required.

In the first step, sensory equipment scans the robot’s surround-
ings. Next, the algorithm collects the S at the current configura-
tion and F using the OBSTACLE_SCAN and FRONTIER_SCAN
functions, respectively. A random direction, hrand, is then gener-
ated and the radius l of S along hrand is computed. Finally, this
algorithm generates the next target position, qcand, by taking a step
movement, a, multiplied by l along hrand. When qcand is generated
in the previous step, a robot moves to qcand and this position is
updated to qcurr. However, if there is no next target position gener-
ated, a robot moves to a point qcand,parent, which has a frontier arc
through qprev.

The FB-SRT strategy is divided into two categories according to
the shape of S: FB-SRT-Ball and FB-SRT-Star. The FB-SRT-Star

Fig. 1 The kth robot located at (xk, yk) Fig. 2 The division of workspace in FB-SRT strategy
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method can allow for more efficient movements than the FB-
SRT-ball method [14]. Because the FB-SRT-star considers a
unique movement radius for each direction depending on the sur-
rounding environment, the FB-SRT-ball limits the sensor range in
all directions in the same Rs. As such, we will consider only the
FB-SRT-star method in this paper.

In the FB-SRT-star method, S is a star-shaped region, which
consists of several cone-shaped sectors as shown in Fig. 3. Each
cone can be defined by three points when frontiers exist. The
mid–point, can be defined as a point, which is placed along the
middle axis of the cone at a distance of the full scanning range.
The other points, right–point and left–point, can be defined as
frontier points when there is a long gap between adjacent sectors.
In Fig. 4, the thick outer line of S represents frontier arcs while
the remaining portions represent either free arcs or obstacle arcs.
Furthermore, Fig. 4 depicts an example of the FB-SRT-star explo-
ration. In this figure, a robot at position 2 has frontier arcs that are
thick outer lines.

4 Frontier-Based-Sensor-Based Random Tree-Star

for Cooperative Robot Exploration

In this section, the CRE strategy is proposed and explained.
The proposed CRE strategy is based on the concept of the FB-
SRT-star method that was presented in Sec. 3. Here, we modify
the FB-SRT-star method to not only apply it to a team of robots,
but also to generate an efficient backtracking path.

In the CRE strategy, the data tree of each q consists of configu-
ration data, Q data, and frontier data, F data. Mathematically,
F data of qij can be written as follows:

F qij
ðkÞ ¼

�1 if obstacle arc

0 if free arc

1 if frontier arc

8<
: (6)

where i is the robot number, j is the node number, and k is the
number of the frontier sector. By assumption 6, robots can share
the corresponding SRT data with other robots. Thereby each robot
reconstructs their own SRT trees by considering SRT data pro-
vided by other robots.

Figure 5 shows an example of F data revision in the CRE strat-
egy. In this example, as Robot1 moves to q12 from q11, F data of
q12 can be depicted as thick outer lines (red). However, Robot2 is
located around Robot1 at q12 such that the frontier arcs of q12

overlap the frontier arcs of Robot2. The proposed CRE strategy
revises F data combining information from Robot1 and Robot2,

and both robots will move to the frontier direction under the CRE
strategy. For an efficient backtracking, we can define qij as a hub
node, qhub 2 H, when maximum of the set of F qij

is 1. Here, H is
a set of hub nodes. Furthermore, the CRE strategy enables a team
of robots to cooperatively explore a configuration by sharing other
robots’ data trees when its own F data no longer contains frontier
arcs. In the following subsections, we present a pseudocode of the
CRE algorithm first, and then explain the transfer and backtrack-
ing algorithms with the hub node.

4.1 Cooperative Robot Exploration Algorithm. The pseu-
docode of the CRE algorithm is shown in algorithm 2. To perform
this algorithm, we need Q data; F data, current position of each
robot qcurr, and the number of robots Nrobot.

Algorithm 2 COOPERATIVE_ROBOT_EXPLORATION

Require: Q data;F data; qcurr;Nrobot

for i¼ 1 to Nrobot do

qij¼ qcurr(i)
FB_SRT_EXPLORATION
if maxðF qij

Þ 6¼ 1 then

Hi ( FIND HUBðiÞ
ifHi 6¼ / then

for n¼ lengthðHiÞ to 1 do

qtargetðiÞ ( BACKTRACKðHiðnÞÞ
break;

end for

else

Hm ( FIND HUB MAXðiÞ
ifHm 6¼ / then

TRANSFERðHmÞ
else

qtargetðiÞ ( HOMINGðqinitÞ
end if

end if

end if

end for

In the first step, each robot performs the FB-SRT exploration
using Q data and F data. If there are no frontier arcs at qcurr dur-
ing an exploration, the algorithm finds the nearest qhub in its own
F data using the FIND_HUB function, and the robot move to
qhub using the BACKTRACK function. If there is no qhub in its
own F data, the algorithm determines which qhub has most fron-
tier arcs in F datas of other robots using the FIND_HUB_MAX
function. Then, the robot moves to qhub using the TRANSFER
function. When none of the robots have qhub, robots move to their

Fig. 3 The definition of frontier arcs with mid, left, right-point
in FB-SRT-star

Fig. 4 An example of FB-SRT-star exploration. The robot is
moving from 1 to 2, and the thick outer lines represent frontier
arcs at 2.
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initial positions using the HOMING function. The nonexistence of
qhub indicates that the entire workspace has been explored.

4.2 Transfer Algorithm. When the ith robot has no qhub in
its own data tree, maxfF qij

g 6¼ 1 for all j, the algorithm deter-
mines a qhub in another tree which has the most hub nodes. Then,
the qhub of Hm becomes an input of the TRANSFER algorithm as
shown in algorithm 3. At first, the ith robot moves to its initial
position, qi1, using the BACKTRACK function. When the robot
reaches qi1, it moves to qm1, which is the initial position of the mth
robot. The robot then moves to the nearest qhub of Hm using the
BACKTRACK function. Since the robot expands its own data tree
transferring from its own tree to another robots’ tree using the
TRANSFER algorithm, a team of robots can explore an unknown
environment cooperatively.

Algorithm 3 TRANSFER

Require:Hm; i
qij¼ qcurr(i)
flag¼ 0
ifHm 6¼ / then

if flag¼ 0 then

qtargetðiÞ ( BACKTRACKðqi1Þ
if qij¼ qi1 then

qtargetðiÞ ( BACKTRACKðqm1Þ
flag¼ 1

end if

else

for n¼ 1 to lengthðHmÞ do

qtargetðiÞ ( BACKTRACKðHmðnÞÞ
break;

end for

end if

end if

4.3 Backtracking Algorithm. Unlike the backtracking of the
FB-SRT strategy, the proposed backtracking algorithm can direct
a robot to qhub more efficiently using only the position and frontier
arc information of each node.

Figure 6 shows an example of exploration in which a robot
explores from qinit to qcurr through the blue line. In this example,
qinit has a frontier arc and can be designated as qhub. To establish
the most efficient path, a candidate set, qback_cand, of next back-
tracking positions, qback, can be defined as written in the following
equation:

qback cand ¼ fqback j dðqcurr; qbackÞ � dc; qback 2 ðqcurr; qhubÞg (7)

where d(�, �) is the Euclidean distance in two dimensions, and dc is
a range parameter for the next movement position. Note that dc

should be set to a value obtained by doubling Rs plus the margin
to maximize the performance of the proposed method.

Next, the distances, dc_i, between qcurr and qback_cand(i), and
dh_i, between qhub and qback_cand(i), are calculated as shown in
Fig. 7. Elements of qback_cand are then sorted in increasing order of
the following objective function’s value:

Jðqback candðiÞÞ ¼ c1 dc i þ c2 dh i (8)

where c1 and c2 are constant parameters. In this example,
qback_cand can be written as qback_cand¼ [qprev_2, qprev_1, qprev_3].

Next, the algorithm validates the frontier directions of qcurr and
each of the candidates of qback. In the final step, the algorithm des-
ignates qprev_2 as qtarget when the robot confirms that the frontiers
of qcurr and qprev_2 are unobstructed using F data. If the line con-
nection of the two points is obstructed, the next shortest path of
qback is examined and the process is iterated until an unobstructed
path to qtarget is identified. This process is repeated until the robot
reaches qhub, while other robots continue exploring unexplored
regions.

5 Simulations

In this section, simulation results are described to confirm the
efficiency of the proposed CRE strategy for a team of mobile
robots by comparing with the FB-SRT strategy. Each robot in this
simulation is equipped with a 360 deg laser range scanner with a
maximum scanning range of 20 units and Imax of 18 (20 deg inter-
val). Simulations were performed in two types of environments

Fig. 6 An example of exploration using the FB-SRT-star
method

Fig. 7 Designation of qback_cand and computing distances, dc_i,
between qcurr and qback_cand(i), and dh_i, between qhub and
qback_cand(i)

Fig. 5 An example of the CRE exploration. Robot1 is moving
from 1 to 2, and thick outer lines represent frontier arcs of
Robot1 at 2.
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with a varying number of robots, ranging from one to four. The
first environment is a square region with walls and a square-
shaped pillar in the center of the space. The second is an office-
like environment, which consists of a hallway and three rooms
that can be accessed through only one entrance. Simulations were
performed five times in each environment; then the performance
index is evaluated in terms of the number of visited nodes per
robot and the traveled distance per robot.

Figures 8 and 9 show the progress of the CRE with three
robots. The thin lines represent walls, the three large circles are
robots, and the dotted circles around each robot depict the sen-
sor range areas. In addition, the small white circles are nodes
that the robot has already visited. Thick lines in the map repre-
sent trajectories of each robot. The exploration of the workspace
has been successfully completed when the sensor range areas
cover the entire workspace. Simulations end when all the robots
return to their initial positions, as seen in the last frame of Figs.
8 and 9.

5.1 Case 1: Maze-Like Square Environment. In case 1, the
workspace is an square environment with some walls and a
square-shaped pillar in the center. Its size is 150� 150 as shown
in Fig. 8.

The resulting number of visited nodes per robot and distance
traveled per robot for the CRE strategy and the FB-SRT strategy
are compared in Fig. 10. Both the number of visited nodes and
distance traveled per robot is lower for the CRE strategy for all
number of robots considered, demonstrating improved efficiency.
As the number of robots increases, the number of visited nodes
and the distance traveled per robot decreases. As the numerical
simulation results show, when the CRE strategy is used, the num-
ber of visited nodes per robot decreases by 19.2–41.4% compared
to utilizing the FB-SRT strategy. In addition, the distance traveled
per robot decreases by 8.1–18.8% when using the CRE strategy
compared to the FB-SRT strategy.

5.2 Case 2: Office-Like Environment. The workspace is an
office environment with three rooms. In this case, the size of the
simulation environment is 180� 100 as shown in Fig. 9.

The results of this simulation compare the use of the CRE strat-
egy to the FB-SRT strategy results in Fig. 11. As the number of
robots increases, the number of visited nodes and the distance
traveled per robot decreases. In addition, the distance traveled per
robot when using the CRE strategy is always less than the distance
traveled per robot when utilizing the FB-SRT strategy. The CRE
strategy results in a 32.3–43.4% decrease in the number of visited
nodes per robot, and 10.4–19.0% decrease in the distance traveled
per robot decreases compared with the simulations using the FB-
SRT strategy. In both environments, the CRE strategy demon-
strates better efficiency when compared with the FB-SRT
strategy.

Fig. 8 Case 1: progress of the CRE with three robots in the square environment. The thin lines represent walls, the three large
circles are robots, and the dotted circles around the robots are the sensor range areas, and the small white circles are nodes
that the robot already passed by. (Iteration: (a) 0, (b) 10, (c) 20, (d) 44).

Fig. 9 Case 2: progress of the CRE with three robots in the
office environment. The thin lines represent walls, the three
large circles are robots, and the dotted circles around the
robots depict the sensor range areas, and the small white
circles represent nodes that the robot already passed by. (Itera-
tion: (a) 0, (b) 10, (c) 20, (d) 31).
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Fig. 10 Case 1: The number of visited nodes per robot (above)
and the distance traveled per robot (below). Squares and
asterisks are results of CRE algorithm and SRT algorithm,
respectively.

Fig. 11 Case 2: the number of visited nodes per robot (above)
and distance traveled per robot (below). Squares and asterisks
are results of CRE algorithm and SRT algorithm, respectively.

Fig. 12 Experiment setting

Table 1 Experimental parameters

Parameter Value

W size 1.80 m� 1.08 m
Imax 18
Rs 0.2 m
a 0.8
qinit q11¼ [0.1 m, 0.9 m, �p/2]

q21¼ [0.25 m, 0.9 m, �p/2]
q31¼ [0.4 m, 0.9 m, �p/2]

Fig. 13 The experiment of CRE with three e-puck robots ((a)
0 s, (b) 11 s, (c) 26 s, (d) 79 s, (e) 121 s)
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6 Experiments

The proposed CRE strategy has been experimentally performed
with the hardware system in this section. The experimental envi-
ronment was composed as shown in Fig. 12, and the experimental
parameters used for the experiment are shown in Table 1.

Figure 13 shows the progress of the exploration using the CRE
strategy, and robot positions in the explored area are plotted on
the right of each frame. In the line plots, the colored circles, and
red circles represent the robots and sensor range areas around the
robots, respectively.

The overall performance of the CRE strategy in this experiment
is summarized in Table 2. In this table, we present the number of
visited nodes, distance traveled, and exploration time for each
robot. We also present the mean value and total value of each
measurement. These data represent the successful application of
the CRE strategy in real time with an efficient backtracking
method for a team of robots.

7 Conclusion

In this paper, we proposed a CRE strategy that is based on the
FB-SRT-star method to explore an unknown environment effi-
ciently using multiple robots. We defined hub nodes and proposed
an efficient backtracking method. Numerical simulations were
performed to identify the efficiency of the proposed algorithm.
The simulation results demonstrate that the number of visited
nodes and the distance traveled per robot was reduced using the
CRE strategy. This indicated that the proposed algorithm
improves the efficiency of the existing FB-SRT strategy for multi-
robot exploration. We also performed experiments and applied the
proposed strategy in real time. The proposed strategy can be
implemented effectively and efficiently by multiple robots for the
exploration of unknown environments.
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