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Abstract 

This paper presents the dynamic modeling and motion control of a three-link robotic manipulator, also known as the 
RRR robot. The Kinect motion capture system by Microsoft is used in conjunction with the manipulator. A camera 
is used to capture the motion of a user’s arm and tracks certain angles made by parts of the arm. We consider a pinhole 
camera model to generate reference angles as per a pinhole camera model in our simulations. These desired angles 
are fed into the controller and are used by the RRR robot in an effort to copy the movement of the user. A proportional-
derivative (PD) controller is developed and applied to the manipulator for improved trajectory tracking. The RRR 
robot manipulator is dynamically modeled and the results of the proposed control strategy demonstrate good 
trajectory following. 

Keywords: Three-link robotic manipulator, System modeling, Motion capture, PD controller,  

1. Introduction 

Robotic manipulators have been developed and utilized 
in all sectors such as industry, medical, and military. Due 
to its potential to improve precision and enhance 
robustness, robotic manipulators have been applied to not 
only military missions but also medical devices in recent 
years. There are many research topics for medical 
devices with robotic manipulators such as human-robot 
collaboration, motion planning, and simultaneous control 
[1]-[4]. In the military field, we can easily perform 
robotic manipulator applications as well. For instance, 
autonomous ground vehicles with robotic manipulators 

are used in bomb disarming and reconnaissance. To 
conduct surgery or translate human movement with a 
robotic manipulator on military missions remotely, it is 
important to control the robotic manipulator according to 
operator’s movement simultaneously [5]-[11]. 
In this paper, we consider controlling a system which 
consists of a camera and robotic manipulator. The 
pinhole camera model extracts reference angles from 
simulations in this paper. These desired angles are fed 
into the controller and are utilized by the robotic 
manipulator in an effort to mimic the movement of the 
user. A proportional-derivative (PD) controller is 
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designed and applied to the robotic manipulator for 
trajectory tracking. 
This paper is organized as follows: in Section 2, the 
pinhole camera model is introduced and the modelling of 
three-link robotic manipulator is derived using the Euler-
Lagrange equation. Based on that, a PD controller is 
designed in Section 3. Then, the simulation results are 
presented in Section 4. 

2. Pinhole Camera Model 

The pinhole camera model is used to obtain reference 
angles. The camera captures the user’s arm motions, then 
the shoulder, elbow, and wrist angles are extracted 
through image processing. 
The pinhole camera model is shown in Fig. 1. Here, we 
define  as the inertial coordinate frame, ℂ as the camera 
frame, and  as the image frame. Then, let [ , , ]  be 
the axes of the inertial coordinate frame , and [ , , ]  be the position vector in the camera 
frame ℂ. Let ,  be the coordinate axes of 
the image frame  and  represents the principal point 
where the -axis of the camera coordinate system 
intersects the image plane. The focal length of the camera, 

, is the distance between  and . The mapping 
from a point = [ , , ] ∈ ℂ onto the image plane 
can be written as Eq.(1). 

= =    (1) 
 

The user’s arm is projected onto the image plane  
through Eq.(1), then the three angles are calculated by 
extracting three points from the image plane using simple 
geometry. Let us define two points in  as = ( , ) 

and = ( , ) . The angle can be calculated as 
follows; 

 = tan   (2) 

3. Dynamics and PD controller of Robotic 
Manipulator 

In this section, we derive the dynamics of a three-link 
robotic manipulator and design a PD controller for it. The 
system diagram is depicted in Fig.2. 

3.1. Dynamics of robotic manipulator 

The configuration of the three-link robotic manipulator is 
shown in Fig.3. Here,  ( = 1,2,3) denotes the angles 
between each link,  is the length of the link,  is the 
distance from the centroid to corresponding axis,  is 
the mass, and  is the moment of inertia. Let  denotes 
the joint torque and its counterclockwise rotation is 
assumed to be positive. Then, the Euler-Lagrange 
equation is applied as shown in Eq.(3)-Eq.(4) where ℒ is 
the Lagrangian with kinetic energy  and potential 
energy  of the system [10]. 

ℒ̇ − ℒ =    (3) 

ℒ = + + − − −  (4) 

Figure 1. Geometry and coordinate frames for the 
pinhole camera model 

Figure 3. Configuration of the three-link robotic 
manipulator  

Figure 2. System Diagram 
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In this system,  and  of each link can be written as per 
Eq.(5)-Eq.(6) where ‖ ‖  represents the magnitude of 
the velocity, ,  is the position of the centroid that is 
dependent on joint coordinates.  

= ‖ ‖ + ∑ ̇   (5) 
= ,    (6) 

By these equations, we can obtain the final dynamics of 
the system in a simple form as the following: = ( ) ̈ + , ̇ + ( )  (7) 
where ( ) is the inertia matrix, , ̇  represents the 
matrix of coriolis and centrifugal elements,  ( ) is the 
matrix of gravity elements, and,   is control input. The 
matrixes and its parameters can be written as follows: 

( ) = , 

, ̇ = , 

( ) = , 

where, = + ( + + 2 ) + ( + ++ 2 + 2 + 2 ) + + +   = ( + ) + ( + + ++ 2 ) + +   = ( + + ) +  = + ( + + 2 ) + +  = ( + ) +  = +  = − 2 ̇ + ̇ ̇ − 2 ̇ + ̇ +
2 ̇ + ̇ + ̇ + 2 ̇ + 2 ̇ + ̇   

= − ̇ + ̇ ̇ + ̇ ̇ −̇ + ̇ ̇ + ̇ + ̇ ̇ + ̇ ̇ +̇ + 2 ̇ ̇ + ̇ ̇ + ̇ + ̇ ̇ + ̇ ̇ +̇ ̇ + 2 ̇ + 2 ̇ + ̇   
= − ̇ + ̇ ̇ + ̇ ̇ + ̇ +

2 ̇ ̇ + ̇ ̇ + ̇ + ̇ ̇ + ̇ ̇ +̇ + ̇ ̇   = [ ( + + ) + ( + ) +( )]  = [( + ) + ]  = ( ). 

3.2. PD controller 

In this subsection, the PD controller for the three-link 
manipulator system is presented. 
In order to control the system,  can be defined as a 
control input  which controls  with a reference input 

. The PD controller of the system are given by = , + , ̇   (8) 
where  and  are proportional and derivative gains, 
respectively. The angle error, , denotes , −  and 
the derivative of the angle error, ̇ , denotes ̇ , − ̇ . 
4. Simulation Results 

This section presents simulation results with initial 
parameters. The simulation used the initial settings which 
were defined as follows: = [37.5, 24.2, 16.4] 

= [1.34, 0.87, 1.04]  = [1 , 1 , 1 ] = [0.2 , 0.2 , 0.2 ], = [0.1 , 0.1 , 0.1 ] = [0.5 ∙ , 0.5 ∙ , 0.5 ∙ ]. 
We generated movements of arm and extracted the 
shoulder, elbow, and wrist angles as reference inputs 

, , , , , . We set these reference inputs as the 
following: 

, = 3 sin(0.1 ) 
, = 4 cos (0.1 ) 

, = 9 sin (0.15 ), 

Figure 4. History of each angle. The black dashed 
lines are reference inputs and colored lines are 

current angles. 
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where,  is time from 0 to 25 seconds in this simulation. 
The history of each angle is shown in Fig.4 where the 
black dashed lines are reference inputs ,  and colored 
lines are current angles. As shown in Fig.4, we can 
observe that the trajectories of the system angles follow 
the reference angels with satisfactory results. The initial 
overshoot in Fig.4 shows acceptable performance of the 
PD controller for this system. 
Histories of the three inputs and errors between angles 
and reference inputs are shown in Fig.5 and Fig.6, 
respectively. From Fig.6, we confirm that errors have 
values less than one degree which is acceptable for a 
robotic manipulator with linkage dimensions similar to a 
human arm. 

5. Conclusion 

This paper presents a three-link robotic manipulator 
combined with a camera for capturing the user’s motion. 
For the successful control of the system, the pin hole 
camera model captures the user’s arm motion and 
extracts the shoulder, elbow, and wrist angles through 
image processing. Then, the dynamics of the system is 
derived and a PD controller is applied to control the 
angles of each link. The simulation results verified the 
efficacy of a PD controller showing satisfying results for 
tracking movement. 
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Figure 5. History of three inputs Figure 6. Errors between angles and reference inputs 
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