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ABSTRACT

Machine tools (MT) are critical to modern manufacturing. They allow precision manufacturing of complex
components at high volumes. MTs are large capital investments that require maintenance and monitoring to
ensure they remain in good working condition. To best achieve reliability and high performance it is necessary
to implement condition monitoring, fault detection and predictive maintenance. One solution for implementing
these is by utilizing data-driven methods such as neural networks. One issue with any data-driven method is
that they require large quantities of labeled data. This is especially difficult for fault detection applications
as faults tend to be rare, and as a result, the datasets tend to be very imbalanced. One emerging technology
that can be implemented to solve this issue is the digital twin (DT). DTs provide a solution for data collection,
modeling, simulation, and smart services. One way that DTs can be used is to generate synthetic data which
can be used for various data-driven methods. This data can be validated on a test bench to ensure its accuracy
before implementation in production. Synthetic data generated from the DT model can be used to create a
dataset for various condition monitoring DT services. This study involved the use of simulation software to
generate synthetic data which was used to implement a fault detection algorithm for preload loss monitoring.
This method has been demonstrated to be effective at identifying the current operating conditions of the system.
This method shows promise to improve reliability and performance in MTs, and could be adapted to condition
monitoring in other systems such as vehicles, buildings, and power generation.

Keywords: Condition monitoring, Digital twin, Fault detection, Machine tool, Physics informed machine learn-
ing

1. INTRODUCTION

Machine tools (MTs) are critical components of modern manufacturing. Computer numerical control (CNC)
MTs have been the backbone of modern manufacturing since the 1980’s. CNCMTSs enable the fast and precise
manufacture of work pieces to maximize manufacturing throughput and profitability. To maximize the financial
return and performance of the critical and expensive assets, it is valuable to apply asset management (AM)
methods such as condition monitoring (CM), fault detection (FD), and predictive maintenance (PM).

AM is an effective approach to optimizing the return on investment for manufacturing assets such as a
MT. CM is the process of monitoring machine signals and parameters to observe changes and trends which
may indicate poor system health or condition. FD is the process of monitoring, identifying, and classifying
faults. This allows to prompt maintenance, or the implementation of fault tolerant control to adapt to the faulty
conditions. PM is the process of identifying faulty or worn components and repairing / maintaining / replacing
them before they can cause unexpected downtime. By doing this you can utilize components throughout their
entire useful life while avoiding costly unexpected downtime, which can heavily negatively affect production
throughput, or damage other machine components. Each of these processes requires the collection of data and
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models to accurately represent the system. This data collection and modeling process is effectively implemented
via a digital twin (DT).

DTs are virtual representations of physical systems , processes, or objects. They create a real-time link
from the physical domain to the virtual modeling domain. DTs utilize a heterogeneous data stream, which is
often collected via an Internet of Things (IoT) sensor network. For modeling purposes, there may be just one
model, or many. These models can be either physics-based, such as Simulink models, or finite element (FE)
models, or data-driven models such as neural networks (NN). For AM methods, data-driven models are often
used, especially in the case of FD. One difficulty of this approach is the data imbalance issue typically in anomaly
detection (AD)/ FD. By their definition, faults or anomalous behaviour occurs much less frequently than normal
operating conditions.! Because of this, data re-balancing efforts are usually required. However with faulty
conditions there is also the issue that to collect data about faulty conditions, they need to occur, and this is far
from ideal as faulty conditions usually lead to machine damage, or faulty components being manufactured. One
exciting emerging method which could possibly remedy this issue, is physics informed machine learning (PIML).

PIML is a hybrid modeling strategy that combines physics-based modeling with data-driven modeling.? There
are several different approached under the umbrella of PIML, such as physics informed NNs, data-enhanced
refinement of physical models, and physics-informed regularization. This work will focus on physics embedded
in feature space, more specifically physics-guided input feature augmentation. This involves using accurate and
advanced simulations to generate synthetic data which can be used for training data in a NN or other intelligent
data-driven method. Because theoretically an infinite variety of faults can be simulated, data imbalance should
not be an issue. Additionally, because this occurs in a simulation there is no risk to damaging components.

This work examines the application of DT for generating synthetic data for intelligent methods of CM, FD,
and PM. A background investigation of the literature shows that the concept has already been successfully
applied before in similar applications. DT modeling of a MT feed drive for the purpose of CM and FD is used
to demonstrate the value of the concept. A DT model is created using Siemens mechatronic concept designer
(MCD) which can be used to generate data to train a MathWorks Simscape model that can be used to detect
anomalous behaviour via a data-driven approach. By identifying anomalous behaviour it is possible to either
implement FTC or PM to improve system performance or reliability.

The remainder of the work will be organized as follows: section 2 describes the methodology for creating a
DT MT with data collection, modeling, validation, and DT services. Section 3 covers background literature on
CM, FD, PM as well as DTs and PIML. Section 4 describes the application scenario showing the effectiveness
of the approach. Section 5 discusses the results from the experiment demonstrating a DT driven CM service.
Finally, section 6 concludes the work and provides a future work outlook.

2. DIGITAL TWIN MACHINE TOOL

The process for modeling and generating synthetic data via a DT for CM, FD, and PM is described in the
following section. The first step is data collection from the real system. Next, modeling of the system using
advanced modeling or simulation software occurs. With this model or models, various movements and actions
can be simulated. Virtual sensors collect state information from the simulation. Data from this simulation is
then exported and compared to the real system, where the same movements or actions were performed to validate
the system. After the simulation model has been validated, it can be used to generate synthetic data to train
various intelligent, ML, or Al based CM, FD, PM and performance optimization DT services.

2.1 DATA COLLECTION

DT models rely on a heterogeneous stream of high accuracy and high frequency data for modeling purposes. This
data is used to model the system states and parameters. MTs have many options of data streams for modeling?®
Some of this data comes via integrated sensors such as the encoders® and integrated torque/motor current,® or
external sensors such as vibration,® and temperature sensors.” In addition to sensors, production data, such as
production speed, machine reliability, or part quality can be used for evaluation. Control system information
such as position and velocity deviation can also be useful to evaluate the tracking and control performance of
the system. This data is often collected via an IoT network of distributed sensors.® Certain states or parameters
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cannot be easily measured or estimated directly, because of this it may be necessary to implement some sort of
sensor fusion. Sensor fusion combines multiple sensor readings to create more accurate, reliable measurements,’
while also allowing the estimation of un-measurable states.'”

2.2 MODELING

Physics-based modeling takes advantage of known physical relationships, features, and parameters of the system
for effective modeling. In many applications this occurs in FE modeling software. FE modeling is useful for
modeling and simulation of thermodynamics, vibration, and stress.!''? For simulations involving dynamic
mechatronic systems, there are several options such as Simulink/Simscape,'® Ansys Simplorer, Siemens MCD,
Dassault Dymola, and Maplesim. These software packages allow the modeling of these systems based on their
physical characteristics, and allows for the simulation of system behaviour. Either of these modeling techniques,
or any number of other physics-based models, can be used to model and simulate the system. The drawback of
a physics-based approach is the need for simplification, assumptions, and approximations of real life behaviour.?
It also requires a good understanding of the underlying system.'* Data-driven modeling does not require an
understanding of the underlying system mechanics, but rather creates a mapping of inputs to outputs.'* ML
and NN are a very popular approach to this method. The primary drawback to data-driven modeling is the
need for a large, varied dataset. This can be especially difficult for FD applications as faults occur fairly rarely,
especially compared to normal operating conditions. Both approaches have their advantages and disadvantages,
it is possible to use both in conjunction to mitigate the disadvantages of each, while retaining the benefits of
both.?

Hybrid modeling is the use of several models, either in parallel or in series, to model the system. Many of
these applications use both a physics-based and a data-driven model. Parallel hybrid models have the same
output values as each other, which are combined via some sort of filter, to create a better estimate than one
model alone!® as can be seen in Figure la. Series hybrid models use one model to generate outputs, which are
used as input data for another model'? as can be seen in Figure 1b. One type of PIML, physics-guided input
feature augmentation, uses accurate physics-based modeling, such as FE modeling to generate data to train NNs.
This is very useful in the case where certain data may be difficult to come by normally, such as faulty conditions.

2.3 VALIDATION

To ensure these DT models match their corresponding MT, they need to be able to produce a variety of state
outputs for a set of inputs. In the case of a MT, inputs will typically be motor torque / force / current, and
outputs will be linear or rotary position, velocity, acceleration. Once the model is complete, a dataset will be
generated which will be used to validate against data collected from the real system as seen in Figure 2. Ideally
the movement patterns used to generate data will be varied enough to fully represent the system across a range
of its operating characteristics. This will ensure that the model will not over-fit a specific operating condition
and be generalized. In the case of a MT, you would expect both stiffness and friction to vary across the stroke
of a linear feed drive due to different levels of wear, and you would expect different friction characteristics at
different velocities. Model outputs from virtual sensors will be compared to the real system experimental outputs
to determine the prediction error to determine model consistency as seen in Figure 2.!2 Methods such as the
genetic algorithm or particle swarm optimization can be used to modify the model parameters to minimize this
prediction error. Once parameters have been optimized using one of these methods, and the error begins to
converge to a minimal value, the validation step can conclude. Over the life-cycle this process will need to be
repeated to ensure the model matches the current operating state of the MT.!® The changing model parameters
can also be observed for CM purposes.

2.4 DIGITAL TWIN SMART SERVICES

Once the DT model has been validated it can begin generating synthetic data for DT services. There are many
services which can use this data. In the case of AM it can be used to generate data to model the behaviour of the
system under certain operating conditions. This data could then be used to create a NN based CM estimate as
mentioned in section 2.2. This may include a scenario where various levels of preloads are simulated and a NN
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trained that can take the system outputs and estimate a level of preload. Other services could utilize this model
such as performance optimization services. Often theses services modify control gains and simulate them in the
virtual environment to maximize performance without the need for real life prototyping such as the example
seen in Figure 3.

3. BACKGROUND LITERATURE

MTs are a popular application area for DT research. MTs are ideal candidates for DTs as they often have
built in sensor networks, computing capabilities, modeling, and data analysis and visualization capabilities.!®
This means they already have the foundation for the construction of a DT for AM or performance optimization
services, which require a heterogeneous data stream, modeling tools and a model update process, and analysis
methods to examine historical trends and implement real-time monitoring. AM and DT are both popular avenues
of research within the field of MTs as will be shown in this section.

AM methods such as CM, FD, and PM have often been applied to MTs in the literature with the goal
of improving reliability, improving throughput, reducing replacement part and repair costs, and maximizing
machine performance.®'® There are several approaches to AM in MTs, such as sensor-based methods, sensor-
less analysis, or data-driven or model-based CM.'4 19 Sensor-based methods utilize additional sensors not needed
for normal operation, whereas sensor-less methods use sensors and signals needed for normal operation, which
is further discussed in section 2.1. A common example of sensor-based methods for AM is vibration monitoring,
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which usually requires an accelerometer collecting high frequency data. Vibration data can be analyzed in the
frequency domain using fast Fourier transform to monitor the energy and frequency of vibration which can often
be used to diagnose damage or wear. Sensor-less analysis often will use encoder and torque information for
AM purposes. This data can be used to make estimations of friction and stiffness parameters which can be
extrapolated to measurements of overall system health.?’ Data-driven methods are popular in the literature,
often using machine learning and NNs to relate operational data to condition estimations, and for FD.?! NNs
are popular in applications of tool wear estimation using inputs such as the cutting parameters, force signals,
motor current, and vibration data to make predictions on tool wear levels.?? Model-based methods use the
understanding of the systems underlying mechanisms for CM. One example of this is estimation based methods
such as interacting multiple models (IMM). IMM makes predictions of the behaviour of a system under certain
operating conditions and can be used to identify faulty behaviour by matching operating behaviour to a model
of faulty behaviour. This approach has been previously applied for preload loss detection in ball screws,?* and
actuator failure?*?® to name a few. There are many ways to approach AM for MTs, each of these methods
typically relies on an accurate system model and/or real-time data collection from a variety of data sources.
This makes AM of a MT an exceptional candidate for the application of DT.

There are many applications which apply these AM methods with the help of DT, it has often been applied
to MTs with the goal of creating a monitoring dashboard to observe and track predicted remaining useful life
(RUL) or system performance.26~28 Entire MTs can sometimes be too complex for a DT model due to the current
state of the art of the technology, so it may be beneficial to just apply to a subsystem.2?3° There are several
important subsystems and components in a MT that are worthwhile applying AM strategies to via a DT. The
spindle, feed drives, and cutting tools are key systems in a MT and have a substantial effect on the overall health
and performance of the system. Feed drives are essential subsystems, as they position the parts within the MT. If
they degrade it will lead to issues with position and feed rate tracking, surface finish, and overheating. There are
several approaches to monitoring of this subsystem, one is monitoring the stiffness and damping characteristics
of the feed drive to see how it changes over time.?! Another approach could be to model a ”healthy” or "normal”
state as well as fault states and implement a method to identify the current operating condition. One paper
implemented this approach to identify current levels of preload.?? Spindles are an important components as they
rotate the cutting tool in the case of a mill, or the work piece in the case of a lathe. Typical CM considerations
for the spindle is stiffness,? thermal expansion,?® and balance.?* Finally, cutting tools are of value to examine
as they are the direct interface between the machine and the work piece, and as such experience a high degree of
force and wear.?®> Two popular approaches are direct and indirect measurements of wear. Direct measurement
can be difficult in-process and therefore may require breaks in production. Indirect measurement on the other
hand makes predictions on the level of wear based on machine signals such as force or vibration.?® There are also
hybrid methods which make use of both direct and indirect measurement.3” DT has been shown to be effective
for CM, FD, and PM in MTs and the various subsystems. To further augment these capabilities hybrid modeling
and PIML has been applied in a few instances.

Hybrid modeling often uses parallel models that are combined together using a filter to generate improved
estimates. One example used parallel physical wear model, simulation based estimates, and a NN prediction
combined via a particle filter to estimate the wear of a transmission unit.'> PIML can be used to overcome
some of the potential deficiencies of data-driven or model-based approaches. PIML has been used to generate
synthetic data for FD. One examples is utilizing data from an FE simulation to train a neural network to identify
faults. In one work they utilized this method for identifying faults in a bridge. To validate their method they
created an experimental setup with an identical fault to the synthetic data and they could correctly identify it
with their NN trained on synthetic data.'® A similar approach was taken in another work where FE simulations
were used to create a synthetic damage parameter database which was sued to train a NN which could detect
damage to a metal plate with a high degree of accuracy.>®

4. APPLICATION CASE STUDY

In this work an example scenario of a MT feed drive test bench is examined. The application scenario uses an
experimental setup, a multi-physical simulation model using MCD, and a physics-based simulation and operating
condition identification model using Matlab Simulink. Together a CM and FD method are developed to identify
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current operating conditions. With this knowledge of operating conditions, appropriate actions can be taken
such as preemptive maintenance or applying some sort of FTC.

4.1 EXPERIMENTAL SETUP

The MT linear feed drive was constructed for the purpose of CM, FD, PM for industrial manufacturing CNC
MTs. The intention of this setup is the ability to have control of manipulation of operating conditions such as
the platform mass, the lubrication, alignment, and levels of wear. The test setup, which can be seen in Figure
4 includes two ball screws and motors which drive a platform forward and back. Position data is collected from
both a linear encoder and rotary encoder to measure the linear position of the platform and rotary position
of the screws respectively. Motor torque / current data is collected from the control system. These position
state measurements and input force / current measurements can be used for system identification and system
modeling purposes.

4.2 MODELS

Several types of models are required to model and represent this system. The test bench has been modeled
in MCD where the various components and physical connection between these parts is described and modeled.
The mass and inertia of the components is calculated within the program based on the material properties and
dimensions of the components. Modeling of the friction within the system requires implementing an equation
to describe the friction based on the velocity of the system as well as various friction parameters. The system
can be simulated in near real-time with a Simulink Simscape model. Each of these models are described in the
following sections.

4.2.1 FRICTION MODEL

As will be discussed in section 4.3 the friction of the system will be affected by the preload. This relationship
for the friction force can be given by the following equations:

FFriction = FStribeck + FCoulomb + FViscousa (]—)
v v

FStm'beck =V 26(Fbrk - Fc) : exp(_(vi)z) : T’ (2)
st st
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v

Feoulomb = Fe - tanh( )a (3)
VCoul

FViscous = Dv. (4)

Where Fyx, Fe, fofiset V, Vst, Vooul, D are the breakaway friction, Coulomb friction amplitude, velocity,
Stribeck velocity threshold, Coulomb velocity threshold, and viscous friction coefficient respectively. This friction
force creates a friction profile seen in Figure 5a3 which was confirmed through test data gathered from a MT
linear feed drive in previous work as seen in figure 5b.'%2 In addition to the different friction profile at different
velocities, wear will affect the friction characteristics. Increasing wear tended to decrease overall friction. More
specifically, it tended to decrease breakaway friction, decrease coulomb friction, lower the breakaway velocity and
reduce the viscous friction coefficient.

4.2.2 MCD

Siemens NX MCD is a multi-domain modeling program used to simulate mechatronic systems. It can be used to
simulate the movement, forces, and interactions within the system. There are many different types of relations
that need to be defined in the model including the following:

1.
2.

Rigid connections: parts connected and constrained along all axes, includes parts bolted together

Sliding joints: components can translate along one or more axes relative to each other, used to connect the
linear guides to the moving platform

Screw joints: creates a rotary joint but prevents translation between components, used to relate the screw
to the end bearings

Hinge joint: restricts movement to one degree of rotation, used to model the connection of the motor shaft
to the couplers and the ball screw

. Gear couple: connect the movement between components to move in a fixed ration, used to connect the

ball screw rotation to the platform.

After assembling the model seen in Figure 6 of the experimental setup described in 4.1 using the relationships
described above, synthetic data can be generated. Virtual sensors were utilized to measure the motor torque,
the angular position of the ball screw shaft and the linear position of the stage.
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Figure 7: Simscape model of the LFD

4.2.3 SIMSCAPE

The Simscape model seen in Figure 7 is used for modeling the system in Matlab for the CM service. Data
generated from the MCD model seen in section 4.2.2 can be used to train the parameters of the Simscape model
using the parameter identification functionality of Simscape. Primarily of interest were the friction parameters
seen in section 4.2.1. The system parameters are determined by providing input-output data. The model then
fits itself to the data by minimizing the error with a series of iterative optimizations. Simscape is a relatively
lightweight modeling tool compared to MCD. So, in a real life application this model could be ran in parallel
with the real life system for real-time CM and performance prediction.

4.3 CONDITION MONITORING APPLICATION

The general application process for using DT to generate synthetic data for DT based CM services can be seen
in figure 8. First a reference trajectory is created than can fully display the system mechanics over a multitude of
velocities. This reference trajectory is utilized as an input to both the virtual model as well as the real system. An
initial estimate of the parameters is created for the stiffness, and friction as was discussed in previous work!'% 20
in addition to initial guesses for inertia/mass based on the geometric qualities of the system. These initial
parameter estimates are used in the virtual MCD model. Initial estimates allow for a quicker convergence of
the optimization sequence. Once the initial parameters are set an optimization process occurs where model
parameters are adjusted until the error between the real system output and model converge to a minimum value.
Once this occurs, stage 1 is complete. Next, stage 2 occurs where the Simscape model undergoes a similar process
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of optimization. Once this is complete a variety of preload scenarios data is generated. This generated data is
used to create a fault library to represent the various levels of preload that could occur, which concludes stage
2. In Stage 3, operating data using the same reference trajectory is compared to the fault library data generated
from the Simscape model. The error between the operating data and the fault library Simscape data is used to
match models, where the minimal error is used for matching.

The DT service being developed to demonstrate this method is a preload identification system which matches
operating conditions to a fault library model. Preload is used to increase system repeatability and rigidity. While
doing so, preload also increases the overall friction of the system due to the increased contact forces between
the ball bearings and the raceway. Preload is very important and it is essential that preload is maintained.
In addition to preload being important, a loss of preload is often an indicator of wear, as a worn raceway or
balls reduces the contact force, and therefore contact friction. So building upon previous work'* 23 this study
seeks to use DT and a fault library to detect preload loss in the MT feed drive. Ideally the MCD model would
be validated using experimental data from the test setup as discussed in section 2.3, however the test setup is
currently not commissioned so it is not possible to generate experimental data at the moment. Because of this
the validation portion of the process described in 2.3 Will not be included in this work. So the process used in
this experimental study are as follows:

1. A variety of friction parameters are selected to represent several stages of preload loss
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2. Friction parameters are used to build a Simscape model. Several different models are identified to represent
the different preload scenarios.

3. Fault matching scheme designed to correctly predict the current level of preload based on a comparison
between data outputted from experimental setup, and the data predicted from the Simscape model fault
library.

5. RESULTS AND DISCUSSION

With the current level of implementation of the system, the second half of stage 2 and stage 3 can be implemented.
Currently the experimental setup is not yet generating data, and it is therefore not possible to validate the MCD
model. The utility of the stage 3: model matching process is thus displayed in this work.

To demonstrate the effectiveness of model matching for CM, several different preload conditions which are
represented by a set of friction parameters are used to generate a fault library. The range of parameters are
shown below in the Table 1. Where the first set represents a screw with high preload, and therefore higher friction
as discussed in 4.2.1, and each subsequent model represents a decreased level of preload. Simulated output data
with several levels of preload with added noise is used as the real system output. The three test scenarios can
be seen in Table 2 where the three test scenarios represent a high (test 1), medium (test 2) and low (test 3).

The fault identification algorithm is as follows. The test conditions are applied as the model friction param-
eters, the reference trajectory is used as the system input. The position data is collected at the same sampling
frequency as the fault library data. The mean square error is calculated between the test condition and fault
states position data. Next, a likelihood vector is determined with the following steps. First the mean squared
error (MSE) is normalized based on the minimum value:

MSE

MSENormalized = —— o -
SEn Hized min(MSE) (5)

Then a likelihood value is determined based on the inverse proportion of MSE of each fault case, so if a fault
scenario has a MSE of 25% compared to another scenario, it will be 4x as likely. The equation to determine the

likelihood vector is

MSEy.
likelihood = S Normalized (6)
sum(MSE )

Normalized

To reduce the residual probability of unlikely scenarios, the likelihood is squared, and the squared likelihood

function is calculated as follows
likelihood?

. 7
sum(likelihood?) M)
For the experiments the likelihood of various operating condition states representing the system can be seen in
Table 3. The squared likelihood vector (1x6) can then be multiplied by the matrix representing the fault states

likelihoodsquared =

Table 1: Preload friction fault library
Preload scenario  Fyreakaway — Ubreakaway Coulomb  Viscous

1 (highest) 300 0.03 250 190
2 280 0.029 238 182
3 260 0.028 226 174
4 240 0.027 214 166
5 220 0.026 202 158
6 (lowest) 200 0.025 190 150

Table 2: Experimental friction parameters
Test Fbreakaway Vbreakaway Coulomb  Viscous

1 295 0.0295 245 190
2 250 0.0275 222 170
3 215 0.026 200 155
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Table 3: State likelihood estimates
Test State 1l State2 State3 State4 Stateb State6

1 0.7473  0.2309 0.0172  0.0032 9,63e-4 3.83e-4
2 0.0058  0.029 0.27 0.61 0.064 0.01
3 5.09e-4 0.0015  0.006 0.0471 0.7811 0.1639

Table 4: Estimated versus actual friction parameters

Fbreakaway Ubreakaway Coulomb Viscous
Test Actual Estimate Actual Estimate Actual Estimate Actual Estimate
1 295 294.38 0.0295 0.0297 245 246.6 190 187.75
2 250 251.77 0.0275 0.0276 222 221.06 170 170.71
3 215 218 0.026 0.0259 200 200.82 155 157.21

(4x6) and their sum represents the estimated friction characteristics

0.0058
300 280 260 240 220 200 0.029 251.77
0.03 0,029 0.028 0.027 0.026 0.025 « 0.27 [ _ |0.0276 (8)
250 238 226 214 202 190 0.61 221.06 | -
190 182 174 166 158 150 0.064 170.71
0.01

With these estimates of friction the current level of preload can be estimated. It is also useful for for DT services,
such as control tuning based on current operating conditions. The overall results and prediction accuracy of the
CM method for the simulated data can be seen in Table 4. As can be seen the prediction accuracy is very high,
with an average prediction error of less than 1.5%.

6. CONCLUSION

This work explores the possibility of utilizing a DT model of a MT for the generation of synthetic data which can
be used for DT services. These DT services include CM, FD, PM, and performance improvements to maximize
the reliability of the MT. Previous literature was examined to demonstrate the growing scope of literature
applying DT to MTs, as well as the growing field of PIML. A framework for a DT model for synthetic data
generation for CM is described, with the possible benefits of implementing such a system discussed and explored.
Finally, a application scenario was presented where the DT model was used to generate a fault library utilized
by a DT based preload identification CM service. This application was shown to be able to accurately determine
levels of preload.

This research is still in the early stages but these preliminary results and findings show promise. The validity
of the model was not validated with experimental data which is an important part of the DT framework. Future
CM schemes could involve more Al based methods such as a NN. Future work would involve expanding the CM
scope to include monitoring other factors such as wear and misalignment. The work could also be expanded
upon to implement a FTC scheme to adapt system performance based on current condition.
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