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ABSTRACT 

Unmanned aerial systems (UAS) are becoming increasingly popular in industry, military, and social 
environments. An UAS that provides good operating performance and robustness to disturbances is often quite 
expensive and prohibitive to the general public. To improve UAS performance without affecting the overall 
cost, an estimation strategy can be implemented on the internal controller. The use of an estimation strategy or 
filter reduces the number of required sensors and power requirement, and improves the controller performance. 
UAS devices are highly nonlinear, and implementation of filters can be quite challenging. This paper presents 
the implementation of the relatively new cubature smooth variable structure filter (CSVSF) on a quadrotor 
controller. The results are compared with other state and parameter estimation strategies. 
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1. INTRODUCTION  

Although state and parameter estimation techniques have been in use for a long period of time, these strategies 
are growing significantly in popularity. This may be attributed to the development of industrial applications 
and processes, as well as other military and social environments. For example, robotic arms can replace humans 
during dangerous missions with improved operating performance. Furthermore, these devices can be used for 
repetitive and other difficult tasks. Most industries aim to improve overall efficiency and reduce production 
costs. Estimation techniques may be implemented in industrial applications in an effort to provide more accurate 
information in a timely manner. For example, estimation strategies can reduce sensor noise and estimate non-
measurable states. This information may be implemented in the design and industrial process. 

The field of estimation is extremely old, and is proposed to have started when estimates and predictions 
were made based on observations [1]. As per [2], ‘estimation theory’ was founded by Galileo in 1632, while 
Gauss in 1795 added the method of least squares to the estimation family [1]. In 1942, Wiener implemented his 
filter (Wiener Filter – WF) as a least square method that provided the first explicit solution for a stochastic 
process [3, 4, 5]. Kalman presented his filter, conveniently named the Kalman filter (KF), as a least square 
method implemented in a predictor-corrector form for linear system applications to compensate for white noise 
[6, 7]. 

Since the 1960s, researchers have been attempting to improve filter performance in terms of optimality, 
robustness, and stability [8, 9]. A number of estimation strategies exist, and include: the extended Kalman filter 
(EKF) [10, 11], the iterated extended Kalman filter (IKF) [12], the higher-order extended Kalman filter 
(HOEKF) [13], the sigma-point Kalman filter (SPKF) including the unscented Kalman filter (UKF) [14], the 
particle filter (PF) [4], Slotine’s sliding mode observer [15], Walcott’s sliding mode observer [16], Edward’s 
sliding mode observer [17], the variable structure filter (VSF) [18], the extended variable structure filter (EVSF) 
[19], and the smooth variable structure filter (SVSF) [20, 21, 22]. These filters have been modified and/or 
combined to improve their performance for a variety of linear and nonlinear system and measurement 
applications. 
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In this paper, a relatively new estimation strategy is applied on a quadrotor controller in an attempt to 
improve the overall performance and robustness. The combined cubature Kalman and smooth variable structure 
filter strategy (CSVSF) is applied, and the results are compared with the standard Kalman filter (KF) and the 
smooth variable structure filter (SVSF). The paper is organized as follows. The KF, CKF, and SVSF and their 
equations are summarized in section 2. The cubature smooth variable structure filter (CSVSF) is overviewed 
in section 3. In section 4, the quad-rotor scenario is described. The results of implementing the CSVSF are 
shown and compared with the standard CKF and SVSF. The paper is then concluded and future work is 
described. 

2. ESTIMATION STRATEGIES 

The Kalman Filter 

The following equations form the core of the Kalman filter (KF) algorithm, and are used in an iterative fashion. 
Equations (2.1.1) and (2.1.2) define the a priori state estimate ݔොାଵ| based on knowledge of the system ܨ and 
previous state estimate ݔො|, and the corresponding state error covariance matrix ܲାଵ|, respectively. 

ොାଵ|ݔ ൌ ݂൫ݔො|, ൯ (2.1.1)ݑ

ܲାଵ| ൌ ܨ ܲ|்ܨ  ܳ (2.1.2)

The Kalman gain ܭାଵ is defined by (2.1.3), and is used to update the state estimate ݔොାଵ|ାଵ as shown 
in (2.1.4). The gain makes use of an innovation covariance ܵାଵ, which is defined as the inverse term found in 
(2.1.3). 

ାଵܭ ൌ ܲାଵ|்ܪ൫ܪ ܲାଵ|்ܪ  ܴାଵ൯
ିଵ

 (2.1.3)

ොାଵ|ାଵݔ ൌ ොାଵ|ݔ  ାଵݖାଵ൫ܭ െ ොାଵ|൯ (2.1.4)ݔܪ

The a posteriori state error covariance matrix ܲାଵ|ାଵ is then calculated by (2.1.5), and is used 
iteratively, as per (2.1.2). 

ܲାଵ|ାଵ ൌ ሺܫ െ ሻܪାଵܭ ܲାଵ|ሺܫ െ ሻ்ܪାଵܭ  ାଵܭାଵܴାଵܭ
்  (2.1.5)

The derivation of the KF is well documented, with details available in [6, 3, 8]. The extended Kalman 
filter (EKF) is a natural extension of the KF method. However, the EKF may be used for nonlinear systems and 
measurements, unlike the KF. Nonlinear system or measurement equations may be linearized according to its 
Jacobian. The partial derivatives are used to compute linearized system and measurement matrices ܨ and ܪ, 
respectively found as follows [23]: 

ܨ ൌ
߲݂
ݔ߲
ฬ
௫ොೖ|ೖ,௨ೖ

 (2.1.6)

ାଵܪ ൌ
߲݄
ݔ߲
ฬ
௫ොೖశభ|ೖ

 (2.1.7)

Equations (2.1.6) and (2.1.7) essentially linearize the nonlinear system or measurement functions 
around the current state estimate [3]. 

The Cubature Kalman Filter 

The cubature Kalman filter (CKF) was introduced in an effort to further improve upon the estimation accuracy; 
however, the strategy is still prone to failure caused by modeling uncertainties and disturbances [24]. The 
strategy uses cubature points to estimate nonlinearities present in the estimation process. The initial set of 
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cubature points ܺ are calculated based on the previous a posteriori state estimate ݔො|, the previous a posteriori 
state covariance ܲ|, and the cubature-point set ߦ: 

ܺ,| ൌ ට ܲ|ߦ  ො|ݔ ݅ ൌ 1,2, … ,2݊ (2.2.1)

These cubature points are then propagated through the system equation, as follows: 

ܺ,ାଵ|
∗ ൌ ݂ሺ ܺ,|, ሻݑ ݅ ൌ 1,2, … ,2݊ (2.2.2)

Next, the predicted state ݔොାଵ| and predicted state error covariance ܲାଵ| are calculated, respectively: 

ොାଵ|ݔ ൌ
1
2݊

 ܺ,ାଵ|
∗

ଶ

ୀଵ

 (2.2.3)

ܲାଵ| ൌ
1
2݊

 ܺ,ାଵ|
∗

ܺ,ାଵ|
∗்

ଶ

ୀଵ

െ ොାଵ|ݔොାଵ|ݔ
்  ܳାଵ (2.2.4)

The predicted cubature points ܺ,ାଵ| are then evaluated based on the predicted stated ݔොାଵ| and 
predicted state error covariance ܲାଵ|: 

ܺ,ାଵ| ൌ ට ܲାଵ|ߦ  ොାଵ|ݔ ݅ ൌ 1,2, … ,2݊ (2.2.5)

The predicted cubature points ܺ,ାଵ| are then propagated through the measurements ܼ,ାଵ|, and the 
corresponding predicted measurement is calculated ̂ݖାଵ|, respectively as follows: 

ܼ,ାଵ| ൌ ݄ሺ ܺ,ାଵ|, ାଵሻݑ ݅ ൌ 1,2, … ,2݊ (2.2.6)

ାଵ|ݖ̂ ൌ
1
2݊

ܼ,ାଵ|

ଶ

ୀଵ

(2.2.7)

In order to calculate the corresponding cubature Kalman gain ܹାଵ, the innovation covariance 
௭ܲ௭,ାଵ| and cross-covariance ௫ܲ௭,ାଵ| matrices need to be evaluated, respectively as follows: 

௭ܲ௭,ାଵ| ൌ
1
2݊

ܼ,ାଵ|ܼ,ାଵ|
்

ଶ

ୀଵ

െ ାଵ|ݖାଵ|̂ݖ̂
்  ܴାଵ (2.2.8)

௫ܲ௭,ାଵ| ൌ
1
2݊

 ܺ,ାଵ|ܼ,ାଵ|
்

ଶ

ୀଵ

െ ାଵ|ݖොାଵ|̂ݔ
் (2.2.9)

The CKF gain may now be calculated as follows: 

ܹାଵ ൌ ௫ܲ௭,ାଵ| ௭ܲ௭,ାଵ|
ିଵ (2.2.10)

Finally, the updated states ݔොାଵ|ାଵ and corresponding error covariance ܲାଵ|ାଵ may be found: 

ොାଵ|ାଵݔ ൌ ොାଵ|ݔ  ܹାଵሺݖାଵ െ ାଵ|ሻݖ̂ (2.2.11)

ܲାଵ|ାଵ ൌ ܲାଵ|  ܹାଵ ௭ܲ௭,ାଵ| ܹାଵ
் (2.2.12)

The CKF process may be summarized by the previous equations, and are repeated iteratively. 
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The Smooth Variable Structure Filter 

The SVSF estimation process is iterative and may be summarized by the following set of equations. The 
predicted state estimates ݔොାଵ| and the error covariance matrix ܲାଵ| are first calculated as per the KF 
strategy. Utilizing the predicted state estimates ݔොାଵ|, the predicted measurements ̂ݖାଵ|, and the 
measurement errors ݁௭,ାଵ| may be calculated by (2.3.1) and (2.3.2) respectively. 

ାଵ|ݖ̂ ൌ ොାଵ| (2.3.1)ݔܪ

݁௭,ାଵ| ൌ ାଵݖ െ ାଵ| (2.3.2)ݖ̂

The SVSF gain is a function of: the a priori and the a posteriori measurement errors ݁௭,ାଵ| and ݁௭,|; 
the smoothing boundary layer widths ߰ ; the SVSF ‘memory’ or convergence rate ߛ; as well as the measurement 
matrix ܥ. Refer to [20, 21] for a complete explanation on how the gain ܭାଵ is derived. The SVSF gain is 
defined as a diagonal matrix such that [7]: 

ାଵܭ ൌ ା݀݅ܽ݃ܥ ቂቀቚ݁௭ೖశభ|ೖቚ  ߛ ቚ݁௭ೖ|ೖቚቁ ∘ ݐܽݏ ቀ ത߰
ିଵ݁௭ೖశభ|ೖቁቃ ݀݅ܽ݃ ቀ݁௭ೖశభ|ೖቁ

ିଵ
 (2.3.3)

The smoothing boundary layer term ത߰ in (2.3.3) is defined as: 

ത߰ିଵ ൌ

ۏ
ێ
ێ
ێ
ۍ
1
߰ଵ

0 0

0 ⋱ 0

0 0
1
߰ے

ۑ
ۑ
ۑ
ې

 (2.3.4)

where ݉ is the number of measurements. This gain is used to calculate the updated state estimates ݔොାଵ|ାଵ as 
well as the updated state error covariance matrix ܲାଵ|ାଵ, as per the KF strategy. Finally, the updated 
measurement estimate ̂ݖାଵ|ାଵ and measurement errors ݁௭,ାଵ|ାଵ are calculated, and are used in later 
iterations: 

ାଵ|ାଵݖ̂ ൌ ොାଵ|ାଵ (2.3.5)ݔܥ

݁௭,ାଵ|ାଵ ൌ ାଵݖ െ ାଵ|ାଵ (2.3.6)ݖ̂

The SVSF process results in the state estimates converging to within a region of the state trajectory 
[20, 7]. Thereafter, it switches back and forth across the state trajectory within a region referred to as the 
existence subspace [7]. This switching effect brings about an inherent amount of stability and robustness in the 
estimation process, as will be demonstrated in the simulation [25]. 

3. CUBATURE SMOOTH VARIABLE STRUCTURE FILTER 

This paper utilizes the cubature smooth variable structure filter (CSVSF) in an effort to yield accurate state 
estimates while maintaining robustness to modeling errors and external disturbances. Two SVSF filters will be 
used as in Fig. 1. The first filter is the primary one and iteratively estimates the states. That is done using a 
smoothing boundary layer with zero width. After that, the CKF is used in a secondary loop to refine the 
estimates by a time-varying smoothing boundary layer that was previously derived in [26] as: 

શ௧௩ೖ ൌ ቀܢܢ۾భ,ೖ|ೖషభ°۷௫ቁ ൬ቀܢܢ۾భ,ೖ|ೖషభ െ ቁ܀ °۷௫൰
ିଵ
ቚܢ܍,ೖ|ೖషభቚ (3.1)

where ܢ܍,ೖ|ೖషభ and ܢܢ۾భ,ೖ|ೖషభ are the a priori output’s estimation error for the first filter and its covariance matrix, 
respectively. The latter is obtained from equation 2.2.8. According to Fig. 1, the CKF is used to obtain the 

Please verify that (1) all pages are present, (2) all figures are correct, (3) all fonts and special characters are correct, and (4) all text and figures fit within the red
margin lines shown on this review document. Complete formatting information is available at http://SPIE.org/manuscripts

Return to the Manage Active Submissions page at http://spie.org/submissions/tasks.aspx and approve or disapprove this submission. Your manuscript will not
be published without this approval. Please contact author_help@spie.org with any questions or concerns.

9474 - 59 V. 1 (p.4 of 12) / Color: No / Format: Letter / Date: 3/31/2015 3:49:26 AM

SPIE USE: ____ DB Check, ____ Prod Check, Notes:



 
 

 

 

boundary layer and it is not recursive. That guarantees the system stability and reduces the computational time. 
Moreover, it solves the inversion operator ill conditions. 

 

Figure 1. The CKF-SVSF II structure [26]. 
 

4. COMPUTER EXPERIMENTS 

Quadroter Dynamics 

Quadroters (also referred to as quad-copters) consist of four rotors in a cross-configuration. Each rotor produces 
an upward thrust against its own weight. Figure 2 shows the (x, y, z) frame attached to the body B of a quadrotor. 
The frame defines the Euler angles φ, θ, ψ of the UAV. The fixed (X, Y, Z) Earth frame E is used to define the 
global position and orientation of the flying vehicle. 






 

Figure 2. Schematic diagram of a quadrotor [27] 

Reference [26] presented a detailed nonlinear dynamics model of the RAVEN Quadrotor. The authors 
of this work have developed a discrete-time dynamics model for the same platform as described below. 

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ାଵݔ
ሶାଵݔ
ାଵݕ
ሶାଵݕ
ାଵݖ
ሶାଵݖ
߶ାଵ
ାଵ
ାଵߠ
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߰ାଵ
ାଵݎ ے
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ൌ
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ێ
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ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
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ܶ
݉
ሺܵ߶߰ܥ െ ݑܵ߰ሻߠܵ߶ܥ
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ܶ
݉
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ሶݖ 
ܶ
݉
ሺܥ߶ߠܥሻݑ െ ܶ݃

߶  ܶ൫  ܵ߶ݍሺߠ  ሻ൯߶ܥݎ

  ܶ൫ݍݎߙଵ െ ݍଶߙ  ೖ൯ߜଷߙ
ߠ  ܶሺݍܥ߶ െ ܵ߶ሻݎ

ݍ  ܶ൫ݎߙସ  ݎହߙ  ௧ೖ൯ߜߙ

߰ 
ܶሺݍܵ߶  ሻ߶ܥݎ

ߠܥ
ݎ  ܶ൫ݍߙ  ௬௪ೖ൯ߜ଼ߙ ے

ۑ
ۑ
ۑ
ۑ
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ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
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ۑ
ۑ
ۑ
ې

 ܸ  ାଵ (4.1)ݒ

Filter	1

Zିଵ
ොଵ,ିଵ|ିଵݔොଵ,|ݔ

	ݖ ොଶ,|ݔ
௧ି௩௬

Filter	2
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where ሺ߶ሶ ሶߠ ,  and	߰ሻሶ ሶݔ) , ሶݕ ,  and ݖሶሻ are the body’s angular rates and linear velocities respectively, expressed 
relative to the fixed frame. (ݍ , and	ݎ) are the body’s angular rates expressed relative to the body frame. 
,ݑ  .௬௪ are system inputsߜ ௧ andߜ ,ߜ

As per [28], to replace unavailable real flight-test data, the authors deployed the developed discrete 
time model in a dynamics simulation run and generated simulated motion states and their derivatives of a 
general quadrotor. The values of the parameters necessary for the dynamics simulation were provided by [26]. 
To mimic the expected noise in sensor measurements, an artificial white additive noise was introduced. The 
noise signals have maximum values of about 5% of the corresponding states’ actual values. The covariance 
matrix has a size of 12 ൈ 12, so it will not be listed here. However, the diagonal elements of that matrix have 
the following values: 

ܴௗ ൌ 
8 ൈ 10ିସ, 8,6 ൈ 10ିସ, 7,7 ൈ 10ିସ, 8,8 ൈ 10ିସ,

7 ൈ 10ିଵଶ, 8 ൈ 10ିସ, 8 ൈ 10ିଵଶ, 6 ൈ 10ିସ, 6 ൈ 10ିଵଶሿ	
 (4.2)

The input values used for the quadrotor simulation are summarized in the following series of figures. 

 

Figure 3. Input values for the quadrotor simulation [28]. 
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Simulation Results 

This section describes the results of implementing the three estimation strategies (CKF, SVSF, CSVSF) on the 
quadrotor dynamics. The following series of figures show the important state estimates. 
 

 
Figure 4. Estimated roll angular velocity with the respect to the frame (no modeling error). 

 
 

 
Figure 5. Estimated roll angular velocity with the respect to the body (no modeling error). 
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Figure 6. Estimated values for the x-position. 

 

 
Figure 7. Estimated values for the x-velocity. 
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Figure 8. Estimated values for the y-position. 

 

 
Figure 9. Estimated values for the y-velocity. 
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Figure 10. Estimated values for the z-position. 

 

 
Figure 11. Estimated values for the z-velocity. 

 
As demonstrated by the simulation results, the CKF yielded good estimates for some of the states. 

However, at the presence of modeling uncertainties, the CKF failed to yield correct estimates and diverged 
from the true state trajectory. The SVSF was able to overcome the modeling uncertainties. The combined 
strategy, referred to as the CSVSF yielded improved estimation accuracy and robustness to external 
disturbances and modeling uncertainties. 
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5. CONCLUSIONS 

To improve UAS performance without affecting the overall cost, an estimation strategy can be implemented on 
the internal controller. This paper presented the implementation of the relatively new cubature smooth variable 
structure filter (CSVSF) on a quadrotor controller. The results were compared with the standard CKF and SVSF. 
It was found that the CKF yielded good estimation results when the model is well known and without the 
presence of external disturbances. The SVSF yielded sub-optimal estimation results however was robust and 
stable. The combined strategy was both accurate and stable, making it an ideal estimation strategy for 
quadrotors and other nonlinear systems. Future work includes implementing the CSVSF on real-life data and 
benchmark problems. 
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