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Abstract
This paper proposes an exploration strategy in unknown environments for a team of quadrotor Unmanned Aerial Vehicles
(UAVs). Based on the frontier information, the proposed strategy builds a roadmap of the explored area in form of a
Sensor-based Selective Graph (SSG) using simple data trees of the frontier and the hub node only. In particular, the frontier
data tree is utilized to consider the adjacent frontier sectors as one frontier sector, and the next target node is generated
maximizing the coverage of frontiers at each movement of quadrotors. In addition, to expand the proposed strategy to
the three dimensional (3D) workspace with quadrotors, a Multiple Flight Levels (MFL) approach is proposed to increase
the efficiency of the exploration. Moreover, when a quadrotor reaches a dead end where no frontier exists, the efficient
backtracking algorithm chooses the best path to backtrack efficiently with a graph map provided by the SSG. With these
contributions, we successfully develop the frontier-based exploration strategy for multiple quadrotors, and performance of
the overall approach is validated by numerical simulations and experiments.

Keywords Cooperative robot exploration · Frontier-based exploration · Selective target node (STN) · Multiple flight levels
(MFL) · Graph · Quadrotor · Unmanned aerial vehicle (UAV)

1 Introduction

Mobile robots have been utilized in various missions
such as search and rescue [1–3], reconnaissance [4–6],
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exploration [7–10] in recent years. Among these applica-
tions, an exploration can be defined as the act of moving
through an unknown environment while building a map
that can be used for subsequent navigation [11]. Inter-
est in exploring using robots further increased after the
Fukushima nuclear disaster in 2011. Since it is risky for
humans to access disaster area, such as radioactive contam-
inated locations and earthquake damaged structures, use of
robots for exploring such a dangerous area has become more
prominent.

To explore in unknown environments, i.e., without any
prior map information, mobile robots have to be equipped
with some sensors to detect their surroundings. Based
on the sensor data, frontier-based exploration strategy is
proposed to explore in unknown environments in [11]. In
this framework, the mobile robot scans its surrounding using
sensors, such as a sonar sensor, a laser range scanner, or a
camera, then the robot moves to the frontier which is the
boundary between explored area and unexplored area. By
iteratively moving toward frontiers, the robot can achieve
exploration of the entire area while building a map. This is
a frontier-based exploration strategy.

Based on the frontier-based exploration strategy, the
Sensor-based Random Tree (SRT) method is proposed and
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developed for a mobile ground robot in [12] and [13].
The proposed method carries out explorations through SRT
which represents a roadmap of the explored area, and SRT
is incrementally built by the randomized generation of paths
towards unexplored areas. In [14], cooperative exploration
strategy for a team of mobile ground robots is proposed
by building Sensor-based Random Graph (SRG) which is
a data structure, and its data structure is constructed from
derivations of the Local Safe Region (LSR); the Local
Reachable Region (LRR), the Local Frontier (LF), and
the Local Informative Region (LIR). Using the SRG, the
proposed action planner leads mobile robots to explore
an unknown environment by randomly generating the next
target nodes. Moreover, in this strategy, an algorithm was
designed to minimize the travel distance by suggesting a
bridge. This bridge can be generated between the current
configuration and a visited configuration when the visited
configuration is located within certain range of the current
configuration, and they are connected through a safe region
without any obstacles between two configurations.

In this paper, we present a strategy developing the SRG
exploration strategy so as to efficiently explore unknown
environments using a team of quadrotors (Fig. 1). To
maximize efficiency of the exploration strategy, it is clear
that using multiple robots is better than using a single
robot [15, 16]. Moreover, the issue to be considered for
the efficiency of the exploration is not only the number of
robots, but also the type of robots. Although exploration
with mobile ground robots has shown satisfying results [17–
22], mobile ground robots have disadvantages compared
to aerial robots. First, mobile ground robots occasionally
generate longer detours or consume more exploration time
by holding its current position in order to avoid collisions
with another robot. Second, using mobile ground robots
has a limitation in some environments due to topographical
factors. For example, mobile ground robots cannot reach the
unexplored areas due to collapsed debris or disconnected
floors in earthquake damaged structures. Hence, aerial
robots need to be considered for playing a key role in an
efficient exploration in unknown environments. Among all
types of aerial robots, a quadrotor is suitable for exploration
missions. Because the quadrotor has advantages over a
fixed-wing aircraft in being able to agilely move in any
direction, and it is also capable of vertical take-off and
landing that requires less space. However, the shortcoming
of the quadrotor that the flight time is low due to the high
energy consumption of the four motors remains a challenge.

In order to increase efficiency of the exploration, we
propose a compact data structure which consists of the
frontier data and the hub node data only. In particular,
the hub node is defined as a node which contains at least
one frontier arc, and the closest hub node is selected
to generate backtracking paths when a quadrotor cannot

Fig. 1 Three quadrotors are hovering to explore in an unknown
environment

continue exploring at the current position where no more
frontier arc exists. Simultaneously, our strategy builds a
graph map using the frontier data to generate the shortest
backtracking paths during the exploration. The nodes (also
called vertices) and edges of the graph represent visited
positions and feasible paths, respectively. Straight edges of
the graph directly reflect to the straight flight path, which
it is beneficial for controlling quadrotors with a simple
maneuver. Furthermore, our strategy generates next target
positions for covering the most frontier areas with given
current information. This strategy is simple and allows
quadrotors to cover frontier areas divergently.

Although many algorithms for explorations of quadrotors
in the three dimensional (3D) space have already been
developed [23–26], the 2D planar map is sufficient to obtain
the map information of the single floor indoor environments
for exploration missions, and there are advantages in
both computational load and practicality. As this paper
is considering explorations in the single floor indoor
environments, the aforementioned advantage is effective to
achieve the goal of this paper.

Hence, we present an exploration strategy on the 2D
planar mainly, but we also utilize the 3D space in certain
cases to optimize exploration paths of quadrotors for
increasing an efficiency of explorations. The topic will be
handled in Section 6.2.

We summarize contributions of this paper briefly in
Section 2, and the rest of the paper is organized as follows.
Section 3 presents the problem setting with assumptions.
In Section 4, the data structure used in this paper is
described with a frontier data and definition of a hub
node, and the pseudocode of the CSSG exploration strategy
is presented in Section 5. Then we propose the method
for generating selective next targets, the multiple flight
levels approach, and the graph-based efficient backtracking
method in Section 6. We show numerical simulation results
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and experimental results of the proposed strategy with a
team of quadrotors in Section 7 and Section 8, respectively.
Finally, concluding remarks are presented in Section 9.

2 Summary of Contributions

Building on this work, we propose the Cooperative Sensor-
based Selective Graph (CSSG) strategy with the following
features:

1. Selective target node: The proposed method computes
the next target node based on the frontier data, not using
a random mechanism. To maximize the coverage of the
frontier area at each movement, the Selective Target
Node (STN) approach defines frontier directions, θF ,
with merged frontier sectors, and then selects the next
target node with the most coverage of frontier area in a
way that each quadrotor moves in a direction away from
each other. The proposed approach also determines how
many θF exist at some nodes. With this frontier data,
the algorithm assigns the next target node (hub node)
to the quadrotor when the quadrotor reaches a dead end
where no frontier exists.

2. Multiple flight levels: The CSSG provides an algorithm
with Multiple Flight Levels (MFL), which enables
multiple quadrotors to fly to one certain node at the
same time while avoiding collision with each other.
With this strategy, a team of quadrotors can continue
to explore without any inefficient position holding,
waiting for another quadrotor to pass. By doing this,
which ground robots cannot implement, the team of
quadrotors can achieve better exploration performance.

3. Graph-based efficient backtracking: A node can be
connected to other nodes in the topology map, and
numerous connections can be generated during an
exploration. It is referred to as a graph. In early
path planning methods like Voronoi diagram [27, 28],
potential field [29, 30] and A∗ algorithm [31], prior
map information is required to generate a path, so
that those methods are not applicable to generate paths
toward unexplored areas. By the graph, however, those
early path planning methods can be integrated into the
backtracking algorithm to generate optimized paths.
Hence, the backtracking algorithm, which is proposed
in [32], is reinforced, so that the algorithm chooses the
best path to backtrack efficiently. In order to employ a
graph-based map, this paper defines node connectivity
and proposes a graph map which is built base on the
frontier data during explorations.

3 Problem Setting

In this section, we introduce assumptions for the CSSG
exploration strategy.

3.1 Assumptions

The CSSG exploration strategy is addressed under the
following assumptions.

1. The workspace W is a subset of an n-dimensional
Euclidean space Rn, where n = 2 or 3. In this paper, we
mainly consider the case n = 2, but we also consider
the case n = 3 in certain cases.

2. Each quadrotor knows configurations of every quadro-
tor, qi (i = 1, 2, · · · , N), where N is the total number
of quadrotors. qi contains positions and angles in the
Cartesian coordinates system. In this paper, we call each
q a node. Specifically, the j -th configuration of qi is
called the j -th node of i, and denoted as qij .

3. The i-th quadrotor is capable of omnidirectional
detection using equipped sensory systems, and it
provides information of the surrounding area within a
sensor range Rs .

4. From the scanning data, the algorithm computes
frontiers and stores it in the Sensor-based Selective
Graph (SSG). Each quadrotor can save the SSG in its
memory and broadcast it within a communication range
Rc at any time. In this paper, we assume that Rc is large
enough to cover all the W .

The assumptions are applied to mitigate the complexity
of the problem. First, quadrotors are utilized with a forward-
looking depth-sensing camera in the form of either a stereo
camera or RGB-D camera to detect obstacles, and the
camera sensor extracts the 2D planar data of W ⊂ R2 in
this paper. However, when the algorithm is activated with
the MFL (see Section 6.2), the camera sensor scans the three
dimensional (3D) space of W ⊂ R3 to avoid collision with
obstacles in the 3D space. Second, even though a quadrotor
can rotate during its hovering at q for scanning all directions
with a camera, Assumption 3 allows the quadrotor to ignore
the rotation procedure. Furthermore, if we use a range
sensor in addition to the camera, such as a laser range
scanner for 2D scanning, the scanning method can be
simplified by omitting the rotation procedure, and relaxing
Assumption 3. Third, the CSSG exploration strategy can
be fully dedicated to the goal of efficient exploration in
unknown environments, not considering the communication
range through Assumption 4. A more specific explanation
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Fig. 2 An example of the SRT-Star. The blue colored star shape depicts
a local safe region, S , with frontier arcs which is thick outer line (red),
and black dots on frontier arcs represent left, mid and right-points of
frontier sectors

and formal definition will be presented in the Sections 5 in
regard to the CSSG exploration.

4 Sensor-based Selective Graph

In order to explain the SSG and its data structure, we first
introduce the SRT-Star method on which the SSG is based.
Then two data structures of the frontier data and hub node
data are proposed for the CSSG exploration in this section.

4.1 Background: SRT-Star Method

The SRT-Star is a sensor-based exploration method which
enables a robot to explore in unknown environments moving
toward a frontier area. The method incrementally generates
a data structure, which is called SRT [12]. The SRT-
Star method divides the LSR, S, into several cone-shaped
sectors, generating an S that looks like a star as depicted in
Fig. 2, as the way to handle the scanning data. Depending
on existence or distance of obstacles nearby, each sector can
have its own radius, r ∈ [0, Rs], through which the frontier
can be determined.

Each sector can be defined by three points, which
indicate that the sector has a frontier. First, the mid-point can
be defined as a point which is placed along the middle axis
of the sector at Rs . Second, right-point and left-point, can
be established when there is a wide gap between adjacent
sectors. In Fig. 2, the thick outer line (red) of S represents
frontier arcs while the remaining portions represent either
free arcs or obstacle arcs, and left, mid, right-points are
defined on the frontier sectors.

Next, Algorithm 1 presents FB-SRT-Star algorithm
based on [ug02] for exploration using the frontier data.
This algorithm requires an initial configuration of robot
qinit , maximum iteration number nmax , step movement
constant α, and minimum step movement dmin. In the first
step, sensory equipment scans the robot’s perimeter. Then
using SCAN LSR and COMPUTE FRONTIER functions,

Algorithm 1 SRT-Star Method [13].

Require: qinit , nmax , α, dmin

1: qcurr = qinit

2: for n = 1 to nmax do
3: S(qcurr ) ← SCAN LSR(qcurr )

4: F(qcurr ) ← COMPUTE FRONTIER(S(qcurr ))

5: T ← ADD(qcurr ,S(qcurr ),F(qcurr ))

6: k = 0
7: repeat
8: θrand ← RANDOM DIR
9: r ← RANGE(S(qcurr ), θrand)

10: qcand ← TARGET CAND(qcurr , θrand, α · r)

11: k = k + 1
12: until VALID(qcand, dmin, T ) or k = Kmax

13: if VALID(qcand, dmin, T ) then
14: MOVE(qcand)

15: qcurr ← qcand

16: else
17: MOVE(qcand,parent )

18: qcurr ← qcand,parent

19: end if
20: return T
21: end for

the algorithm collects S, and frontiers, F , at the current
position, qcurr (Line 3-4). These data are stored in the SRT
structure, T (Line 5). The next step involves using data
from F and generating a set of candidate directions, θcand ,
to find the next target node, qcand . The algorithm selects
a random direction, θrand , using RANDOM DIR function
(Line 8) and computes the radius, r , of S(qcurr ) along θrand

(Line 9). Finally, this algorithm generates qcand by taking α

multiplied by r along θrand (Line 10). After the next target
node is validated by VALID function, the robot moves to
qcand , and qcurr turns into qcand (Line 12-15). However,
if qcand is not validated or generated, the robot moves to
a point qcand,parent , which has a frontier arc (Line 17-19).
The algorithm repeats all these steps until n reaches nmax .
The detailed description is presented in [13].

4.2 Structure of Sensor-based Selective Graph (SSG)

The SSG is an essential data structure for efficient cooper-
ative exploration in unknown environments. Basically, the
SSG provides quadrotors with two data structures which are
directly derived from the LSR; the Frontier Data and the
Hub Node Data. During the exploration with the SSG,
each quadrotor builds its own SSGi (i = 1, 2, · · · , N) and
extends its exploration to frontier directions.

The SSG contributes to generating the next target node
maximizing the coverage of frontier area at each movement.
The STN is the method which is based on the SSG
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and selects the next target node with a defined objective
function. In addition, the additional contribution of the
SSG is the generation of a graph which is used to provide
quadrotors with optimized paths. Especially, in the case
when the quadrotor reaches a dead end, the algorithm
generates an optimized path for the quadrotor to move
to the nearest hub node that has frontiers. The STN and
graph-based backtracking algorithm will be described in
Section 6.

Here, the frontier data and the hub node data are
presented to understand the SSG.

4.2.1 Frontier Data

The frontier data structure, F , is a data structure which
shows how many frontier arcs and free arcs exist at a node q.
Specifically, the frontier data structure of the i-th quadrotor
is denoted by Fi which contains the frontier data of every
qi . Mathematically, F of qij can be written for the SSG as
follows:

Fqij
(k) =

⎧
⎪⎨

⎪⎩

(−1, rk) if obstacle arc,

(0, rk) if f ree arc,

(1, rk) if f rontier arc,

(1)

where i is the quadrotor number, j is the node number, k is
the sector number, and rk is the radius of the k-th sector.

Fig. 3 An example of SRT-Star exploration

Figure 3 illustrates an example of F with two quadrotors.
In this figure, Quadrotor 1 and 2 have S which is lightly
colored (blue area), and the frontier arc is depicted as thick
outer lines (red). F of Quadrotor 1 at q12, Fq12 , can be
expressed by Eq. 3. It can also be seen that Fq11 is changed
from Eq. 4 to 5 as the Quadrotor 1 flies to q12. Note that
Fq21 is also updated as the Quadrotor 1 flies to q12.

F1 = {Fq11 ,Fq12 }, (2)

Fq12 = [
(1, Rs), (1, Rs), (0, Rs), · · · , (−1, r13), · · ·

]
, (3)

Fq11−1 = [
(0, Rs), · · · , (1, Rs), (1, Rs), (1, Rs)

]
, (4)

Fq11−2 = [
(0, Rs), · · · , (0, Rs), (0, Rs), (0, Rs)

]
. (5)

4.2.2 Hub Node Data

The hub node is the node which has at least one frontier, and
it can be defined by satisfying the following conditions:

qhub = {q | max
k

(
Fq(k)(1)

) = 1, q ∈ W}. (6)

The hub node data structure, H, is built to store the hub
nodes information during explorations, and the structure
of H consists of three parts: the node number of its F ,
the number of frontier sectors, and the number of merged
frontier sectors (See Section 6.1.1). Note that the number
of θF is always less than or equal to the number of frontier
sectors.

For example, in Fig. 3, the node q11 can be saved in
H of Quadrotor 1, H1, as the hub node when the
Quadrotor 1 moves to q12. Hence, H1 can be written
as {(1, 5, 3)}. This indicates that the first node of F1 is
a hub node having five frontier sectors and three merged
frontier sectors. Note that the third value is computed by
the merged frontier identification technique introduced in
the next section. As the quadrotor continues exploring, other
hub nodes can be added, and H1 might be updated to
{(1, 5, 3), (3, 3, 2), · · · , (5, 2, 1)} as an example.

When the i-th quadrotor can no longer continue to
explore at the current position where there is no frontier,
the algorithm assigns the closest hub node in Hi as the next
target node. If Hi = ∅, then the closest hub node in Hj

(j �= i) is allotted as the next target node.

5 Cooperative Sensor-based Selective Graph
(CSSG) Exploration

In this section, the CSSG exploration is described with the
pseudocode to understand its process as shown in Algorithm
2. At the beginning, quadrotors build the SSG by scanning
their surroundings and perceiving S (Line 1). Then the
algorithm selects the next target node by using the STN if
F is not empty at qcurr (Line 2-3). However, if there is
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Algorithm 2 CSSG exploration.

1: Perceive S and build SSG
2: if Fi at qcurr is non-empty then
3: Compute qcand using STN
4: else
5: Find the closest qhub

6: if Hi is non-empty then
7: Assign qhub ∈ Hi as a target node
8: else
9: Find qhub in Hj

10: ifHj is non-empty then
11: Assign qhub ∈ Hj as a target node
12: else
13: Homing mode: Assign qinit as a target node
14: end if
15: end if
16: Compute qcand using graph to backtrack to the

target node
17: end if
18: if Assigned qcand the same with qcand of another robot

or crossed paths then
19: Activate MFL
20: end if
21: MOVE(qcand)

22: qcurr ← qcand

23: Update SSG

no more frontier, the algorithm tries to find the closet qhub

from its H and the others’ H (Line 5-11) and computes
the optimized path by using the graph (Line 16). If there is
no more remaining frontier in all H, all quadrotors return
to the initial positions using the graph as well (Line 12-
16). Before moving to the next target node, the algorithm
decides whether to activate the MFL to assign the next
target node to upper or lower flight altitude (Line 18-20).
Finally, quadrotors move to the next nodes and the algorithm
updates the SSG (Line 21-23), and iterate this process until
all F turn to be empty. This is a summarization of the CSSG
exploration.

6 Action Planner

In this section, the basic concepts and policy to operate the
CSSG exploration strategy are introduced. The Selective
Target Node (STN) method is proposed with the merged
frontier identification (SSG-Merged) technique, and the
Multiple Flight Levels (MFL) approach and graph-based
backtracking algorithm are proposed to increase efficiency
of the CSSG exploration strategy.

6.1 Selective Target Node (STN) Method

The work of [14] proposed the randomized selection method
for the next moving points. Since, there is a possibility
that each robot can move to the same direction with the
randomized selection method, it might be not efficient
when there are multiple robots used to explore unknown
environments. Hence, in order to maximize coverage of the
frontier area at each movement, we propose a new method
of generating candidates of θF and selecting the next target
node which covers a larger frontier area. In this section,
we introduce a novel frontier identification technique, the
SSG-Merged, by merging frontier sectors. Then the STN
method is proposed to find a optimal next target node whose
coverage of the frontier area is maximized.

6.1.1 Merged Frontier Identification Technique
(SSG-Merged)

Figure 4 shows an example of the star shape of S, in
which thick outer lines (red) represent frontier arcs, and
numbers on sectors indicate the numbers of each sector. The
SSG-Merged considers the adjacent frontier sectors as one
frontier sector. In Fig. 4, the frontier sectors 4-5 are merged
as one frontier sector with size of two, and the frontier
sectors 7-10 are also considered as one frontier sector with
size four, and so on. Hence, a quadrotor can have four θF
with different conditions, so that the quadrotor can select
the best θF which covers the most frontier area at qcurr .

The radius of the merged frontier sector, rm, is defined
as Fq(k)(2) if the mid-point of the merged frontier sector is
located in k-th sector, which is one of the separated sectors
in the merged frontier sector. However, if the midpoint
of the merged frontier sectors is located between two
separated sectors, k and k + 1, then rm has a value from
min[Fq(k)(2), Fq(k + 1)(2)].

Fig. 4 An example of the SSG-Merged. The number on each sector
indicates the sector number (k). The frontier sectors 4-5, 7-10 and 13-
15 can be merged into each one frontier sector with the SSG-Merged.
Hence, the quadrotor has four θF to move next
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6.1.2 Maximization of Frontier Area Coverage

To compute a candidate of the next target node, the STN
method defines θF as the angle from the positive x-axis
of the inertial frame to the midpoint of the corresponding
merged frontier sectors.

Let qcand(θF(a)) be the candidate of next target node of
a-th merged frontier sector at qi . Then the objective function
based on distances, J , can be formulated as Eq. 7.

J =
N∑

i=1

ci‖xi − xcand‖, (7)

where ci denotes weighting factors, and ‖X‖ denotes the
norm of the vector X, and xi and xcand are the current
position of i-th quadrotor, [xi, yi, zi], and the position
of qcand(θF(a)), [xcand(θF(a)), ycand(θF(a)), zcand(θF(a))],
respectively. Note that candidates for the next target node
can be calculated by taking α multiplied by rm along θF(a).

Once J of each candidate is calculated, the STN method
chooses qcand which has the largest value of J .

6.2 Multiple Flight Levels (MFL) Approach

The MFL approach is an approach to leverage an efficiency
of the CSSG exploration by integrating the 3D space into
the 2D workspace. Unlike an exploration of ground mobile
robots, the advantage of quadrotors is the capability to
utilize the 3D space. During the exploration with mobile
ground robots, one robot has to hold its position before
moving to the next target node when sharing the next target

Fig. 5 (Top) An example of the multiple flight layers. The
Quadrotor 1 is assigned Layer 1 to move to the next node, q12,
while the Quadrotor 2 is assigned Layer 3. (Bottom) Nodes on
the 2D plane map

node with another robot. Quadrotors, however, can fly to the
same node in the 2D plane at the same time activating the
MFL.

Once multiple quadrotors are assigned the same next
target node or generated paths are crossed, one quadrotor
moves to upper level of the next target node and the
other quadrotor flies to the lower level. If there is another
quadrotor with the same next target position, additional
levels are added in the MFL. The height of each layer is a
user parameter, the user can set the parameter value taking
into account the workspace characteristics and quadrotor
size.

As a result, quadrotors can fly to any next target
node without having to wait for other quadrotors to pass.
Furthermore, the STN efficiently assigns all the different
next target nodes after the quadrotors moved to the same
node with the MFL. See Fig. 5 for the illustration of the
MFL.

6.3 Graph-Based Backtracking Algorithm

In this section, the graph is proposed to generate an
optimized backtracking path with an efficient backtracking
algorithm. The graph is a topological map in which nodes
are connected each other. Based on the SSG, the graph can
be built at during explorations, and it is updated at each
movement.

Let Cqb
qa

denote a node connectivity of qa and qb, where
qa, qb ∈ W and d(qa, qb) < 2Rs . Here, d(qa, qb) is the
Euclidean distance between nodes qa and qb. Then Cqb

qa
can

be defined connected if the frontier data of qa and qb satisfy
Eq. 8.

Fqa (kqb
)(1) = Fqb

(kqa )(1) = 0,

Fqa (kqb
)(2) > d(qa, qb),

Fqb
(kqa )(2) > d(qa, qb),

(8)

where kqa and kqb
denote the sector number which faces qa

and qb, respectively. Naturally, the frontier data of qcurr and
the previous node, qprev , satisfy (8), so that Cqprev

qcurr
is always

Algorithm 3 Graph map building.

1: Load SSG
2: Update Cqprev

qcurr
as connected

3: if Fqa (kqb
)(1) = Fqb

(kqa )(1) = 0 then
4: Compute d(qa, qb)

5: if d(qa, qb) < Fqa (kqb
)(2) and d(qa, qb) <

Fqb
(kqa )(2) then

6: Update Cqb
qa

as connected

7: end if
8: end if
9: Build graph Map

Page 7 of 14    24J Intell Robot Syst (2021) 103: 24



Fig. 6 (a) An example of an exploration in which the solid lines (blue)
depict the exploration path, and the dashed lines (red) represent the
connected lines. (b) The graph of this exploration by using the SSG

called connected. Algorithm 3 describes how to build a
graph map.

When the quadrotor cannot find any frontier direction at
qcurr , the quadrotor has to move back to the qhub where
frontiers exist or to the initial position in case that no
more frontier remains in every H. In order to generate the
backtracking path, first, the efficient backtracking algorithm
finds out the closest qhub in its own H. If no qhub is in its
H, then the algorithm chooses the closest qhub in the others’
H as the target node. Once the target node is selected, the
algorithm generates the shortest path on the graph map.

Each connection in the graph map has the distance data
between two nodes, so that the graph provides quadrotors
with the shortest path on the graph to reach to the assigned
qhub. The path generation based on the real time graph is
processed by Dijkstra’s algorithm [33] in this paper, and its
efficiency is presented in [34, 35].

Figure 6 shows an example of exploration and its graph.
In Fig. 6(a), the solid lines (blue) represent the exploration
path, the dashed lines (red) are the connected lines except
connections between nodes and previous nodes. As a result,
the graph of this exploration can be illustrated as shown in
Fig. 6(b).

7 Simulation Results

This section introduces a quadrotor model used in the
simulations, and the result of MATALB simulations in
different two environments is presented to analyze the
performance of the proposed strategy.

7.1 Quadrotor Dynamics and PD Controller

Since this paper mainly focuses on exploration algorithms,
we apply a simple proportional-derivative (PD) controller

Fig. 7 A configuration of a quadrotor. [XI , YI , Zi ] denotes the inertial
coordinate frame, and [xB , yB , zB ] is the body coordinate frame.
[x, y, z] denotes the position of the quadrotor in the inertial frame, and
[φ, θ, ψ] represent roll, pitch, and yaw angles, respectively defined in
the body frame. Ti (i = 1, 2, 3, 4) is the thrust force of the i-th rotor, l

denotes the length between each rotor and the geometric center of the
quadrotor. Also, M is the mass of the quadrotor

for movement to the target positions. Please refer to Fig. 7
and [36] for further understanding the quadrotor dynamics
and PD controller used in this paper. In addition, we tuned
proportional and derivative gains of the PD controller using
gradient methods which are presented in [37]; kp,∗ and
kd,∗ denotes the propositional and derivative gains of ∗,
respectively. In this work, we do not solve time-related
optimization problems, but a simple go-to mission is only
used for the quadrotor control.

7.2 Simulations

The proposed CSSG exploration strategy for a team of
quadrotors is numerically simulated in this section. To
evaluate the performance of the CSSG strategy, three
different strategies were performed to verify the efficiency
of the proposed strategy: 1) CSSG strategy, 2) CSSG
strategy without STN method (the random mechanism)
and 3) SRG strategy with the graph-based backtracking
algorithm. By comparing the first and second approaches,
performance of the STN method can be evaluated. Also, we
can evaluate the performance of MFL approach from the
comparison of last two approaches.

Simulations were carried out to explore two different
environments with various numbers of quadrotors. The
environments used in this simulation are an apartment-
like environment with multiple rooms and a corridor-like
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Fig. 8 Two environments used in the simulation. ((a) Apartment-like
environment, (b) Corridor-like environment)

environment depicted in Fig. 8. The quadrotor model
parameters for this simulation are:

M = 0.3 kg, l = 0.2 m,

kp,φ = 50.7, kd,φ = 20.7,

kp,θ = 42.1, kd,θ = 16.4,

kp,z = 15.0, kd,z = 7.2,

kp,ψ = 18.8, kd,ψ = 9.9.

Also, exploration parameter settings for this simulation
are:

Imax = 18,

Rs = 1.0 m,

α = 0.8,

MFL = [0.50 m, 1.00 m, 1.50 m]
The mission of the team of quadrotors is to explore the

simulation environments from initial positions and return
to the initial positions after exploring the entire area. For
each environment and each number of robots, 20 different
simulations were performed for each strategy. We assume
that each quadrotor is equipped with a 360 degree laser-
range scanner, with Rs of 1.00 m, and a RGB-D camera for
the MFL approach. Note that Rs is set as 1.00 m due to flight
safety.

An example of the CSSG exploration with three
quadrotors in the apartment-like environment and its graph
map are depicted in Fig. 9. To compare three strategies, we
evaluated the average number of iterations and distances
traveled per quadrotor, and the results are shown in
Figs. 10–11. Since we only consider the minimization
of the total distance quadrotors fly as performance
indexes, low performance indexes can guarantee low energy
consumption of the quadrotors as well.

As can be seen from Fig. 10, the result of explorations in
the apartment-like environment using the CSSG exploration
strategy shows the outperformed result with respect to
the performance indexes. The CSSG exploration strategy
efficiently explored frontiers reducing both the number
of iterations and distance traveled per quadrotor by
5.41-11.71% and 4.16-13.65% compared to utilizing the

Fig. 9 Pathes of three quadrotors on 2D plane (above) and its graph
maps (below) with the CSSG exploration strategy. In the plots of
pathes, the black thin lines are walls, the red dotted circles around
nodes represent the sensor range areas. In the plots of graph maps,

the circles with blue lines are nodes and black lines represent the
connected condition between two nodes. (Iteration: (a) 20, (b) 40, (c)
79)
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Fig. 10 Performances of three strategies for the aprtment-like
environment. The plot above shows the result of the average total
number of iterations, and the plot below shows the average distance
traveled per quadrotor

same strategy without STN method, respectively. Also,
performance of the MFL approach is determined by
comparing results of the CSSG strategy without STN
method and the SRG strategy in Fig. 10. The number
of iterations and total distance traveled per quadrotor are
reduced by 1.42-6.36% and 2.55-5.92%, respectively, when
the MFL approach is applied. The result shows that the
efficiency of the MFL approach tends to increase as the
number of quadrotors increases. This result is natural
because the probability of encountering each other increases
as the number of quadrotors increases.

The result of exploration in the corridor-like environment
is shown in Fig. 11, where there is a similar improvement
with the explorations as in the apartment-like environment.
In this case, the number of iterations and distance traveled
per quadrotor with the CSSG strategy are reduced by 8.94-
11.05% and 12.23-14.71% compared to applying the SRG
strategy, respectively. Since there were many diverging

Fig. 11 Performances of three strategies for the corridor-like
environment. The plot above shows the result of the average total
number of iterations, and the plot below shows the average distance
traveled per quadrotor

roads in this environment and each quadrotor was assigned
to different directions in the crossroads via the STN
method and MFL approach, the averaged distance traveled
per quadrotor with the CSSG strategy is more reduced,
compared to the results of the apartment-like environment.

In the simulation, since the random mechanism strategy
generated zigzag movements in many directions which
were randomly selected, we determined that the CSSG
exploration strategy generated shorter exploration distance
than the random mechanism strategy. In addition, the STN
method with the SSG-Merged technique helped quadrotors
decrease the number of total iterations by providing
positions which cover the most frontier areas. Furthermore,
each quadrotor was able to keep moving to the frontier
or backtracking with the MFL approach whereas mobile
robots were required to hold their positions waiting for
the other robots to pass without the MFL approach. As a
result, the CSSG exploration strategy generated optimized
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next target nodes and continued to explore without any
inefficient position holding, so that the proposed strategy for
the team of quadrotors could explore more efficiently than
other strategies.

8 Experimental Results

The experimental setting is described and the proposed
CSSG exploration strategy for the team of quadrotors are
experimentally validated in this section.

8.1 Experimental Setting

In order to carry out the experiment, we decreased the
system complexity to focus on the CSSG strategy and
its algorithms by employing a position capture system.
The position capture system feedbacks current positions
of quadrotors in real time, and the algorithm computes
the frontier data considering obstacle data which are
virtually located within in Rs from the current positions.
By using this localization and sensing methods, we were
able not only to decrease the system complexity, but also
to avoid installation of a sensory system and building and
experimental physical environment, so that the experiment
focused on validating the CSSG exploration strategy.

The experimental setting is illustrated in Fig. 12. In
this experimental setting, four of OptiTrack Prime 13W
cameras [38] were used as the position capture system.
The OptiTrack Prime 13W camera captures 1.3 megapixels
images at 120 frames per second which are sent to
the PC via GigE/PoE. Also, we used two small-sized
quadrotors, the Crazyflie 2.0, developed by Bitcraze [39],
and Crazyswarm ROS package [40] for control of the
Crazyflie 2.0. Our Crazyflie 2.0 has 0.1 m of l and 38 grams

Fig. 12 Experimental setting

Fig. 13 The 2D pathes of quadrotors in the experiment. The black lines
represent walls, and the initial positions are depicted as gray squares.
The solid and dashed lines show 2D pathes of the quadrotor 1 (green)
and 2 (blue), respectively. White circles are created nodes during the
explorations and red dotted circles around nodes delineate scanning
range areas

of the total mass including a battery, four reflective markers
and its frame. The Crazyradio PA [41], a 2.4GHz USB radio,
is used to communicate with Crazyflie 2.0.

The size of the workspace is 2m × 2m and consists of
three rooms and hallways as shown in Fig. 13. We set the
remaining experimental parameters as follows:

Imax = 18,

Rs = 0.5 m,

α = 0.8,

MFL = [0.5 m, 1.0 m, 1.5 m],
q11 = [0.20 m, 0.15 m, 1.00 m, 0 deg],
q21 = [0.50 m, 0.15 m, 1.00 m, 0 deg].

0 0.5 1 1.5 2
0

0.5

1

1.5

2

Fig. 14 The graph map built after completion of exploration

Page 11 of 14    24J Intell Robot Syst (2021) 103: 24



Fig. 15 History of state variable of the quadrotor 1

8.2 Experimental Results

The proposed CSSG exploration strategy is validated by the
experiment. The 2D pathes of quadrotors and the graph are
shown in Figs. 13 and 14, respectively. In addition, history
of state variable of each quadrotor are shown in Figs. 15

Fig. 16 History of state variable of the quadrotor 2
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Fig. 17 History of z of two quadrotors. The solid and dashed lines
indicate z of the quadrotor 1 and 2, respectively

and 16. From Fig. 17, we can see a team of quadrotors has
explored by activating the MFL at about 27-35 seconds and
82-100 seconds. The numerical results of the experiment
are described in Table 1. The first two rows of Table 1
quantify the number of nodes visited and total distance
traveled of each quadrotor, and the last two rows show
the total exploration time and the flight time using MFL.
From this experiment, we confirm that the proposed CSSG
exploration strategy is successfully performed for the team
of quadrotors using the STN method, MFL approach, and
graph.

8.3 Limitation of the Experiment

A dilemma exists to go beyond the validation of the
proposed algorithm and apply the proposed strategy to the
real time testing and real world environment. The proposed
strategy requires scanning a 3D space (2D overall, 3D
for Multiple Flight Levels (MFL)). To do this, a sensor
and onboard computer heavier than the weight of the
Micro UAV quadrotor used in the proposed experiment
must be mounted. Hence, the scale of the quadrotor must
be increased to mount the sensor, which requires a high
altitude to avoid downwash from the upper quadrotor for the
MFL strategy. This is the biggest limitation in the indoor
environment. Therefore, in order to be more applicable in
a real environment, a small sensor and a small computing
chip applicable to the Micro UAV quadrotor used in this
experiment are required. As technology advances, these
limitations are expected to be resolved in a short time.

Table 1 Numerical results of the experiment

Quadrotor 1 Quadrotor 2

The No. of nodes visited 21 21

Distance traveled (m) 10.454 9.936

Exploration time (sec.) 101.66

Flight time using MFL (sec.) 25.10
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9 Conclusion

In this paper, the Cooperative Sensor-based Selective Graph
(CSSG) exploration strategy for a team of quadrotor
Unmanned Aerial Vehicles (UAVs) is proposed. The
strategy combines the Select Target Node (STN) method
with a novel frontier identification technique, which helps
to select the next target node for covering the most frontier
area using the objective function. Also, the Multiple Flight
Levels (MFL) is proposed to utilize the three dimensional
(3D) space. The MFL allows quadrotors to move to the
next target node in the two dimensional plane without
holding thier positions when sharing the next target node
with another quadrotor. Furthermore, this paper applies
a graph to build a topological map base on the frontier
data during explorations, which enables to generate an
optimized backtracking path. The numerical simulations
and experimental results show satisfactory performance
with the proposed exploration strategy for the team of
quadrotors in unknown environments.

In theory, the proposed strategy can be applied to many
different setups beyond the experimental setup presented
and discussed in the paper. The robustness of the strategy
itself was shown to be satisfactory as the team of quadrotors
is able to successfully explore an unknown environment.
Regarding the robustness, the proposed method was
found to be stable to the unknown environments through
simulation and experimentation. It did not fail during our
experimentation. To further study the stability, we will
consider a number of different environments, and run a
comparative study. Also, this work will be extended to
develop a distributed system for multiple quadrotor UAVs
as future work.
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