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Abstract

In this thesis, we address construction of effective action for the dissipative systems whose
configuration space coincides with a Lie group. We start by generalizing the classical
system plus reservoir model to the case of position dependent Ohmic dissipation. This is
achieved by coupling the system to a field living in one extra dimension. Then, employing
the Schwinger-Keldysh technique, we construct the general influence functional for a
system on a Lie group which includes the classical contribution and the first quantum
correction within the linear response approximation. Abandoning the linear response
assumption, we generalize the results by requiring the invariance under the dynamical
Kubo-Martin-Schwinger symmetry. This gives us the most general influence functional
with nonlinearly realized symmetry. We explore its systematic reduction to the case of
strictly Ohmic dissipation. Finally, we revisit the field theoretic model of the bath and
show that it produces both the leading and first subleading parts of the most general
influence functional at high temperature.
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Chapter 1

Introduction

Dissipation is a ubiquitous phenomenon in real-world systems, but addressing it at the
quantum level is challenging due to the non-conservative nature of dissipative systems,
which lack a well-defined action functional. The complexity arises from the involvement
of internal degrees of freedom in the dissipative dynamics, where accounting for the vast
number of these degrees is often neither feasible nor desirable. There are situations
where the internal degrees of freedom, or equivalently the bath, are irrelevant and the
whole effect of the bath is encoded in a few coefficients or functions. For example, in the
Brownian motion, when the system’s timescale significantly exceeds the environment’s
correlation time, the dissipative dynamics can be described by the Langevin equation
[Kalmykov and Coffey |. In the Langevin equation, the environmental effects are en-
capsulated by a handful of dissipative coefficients and a Gaussian white noise. Although
we know how to derive the Langevin equation from a microscopic model in the simpler
cases, such as the case of a damped harmonic oscillator [Schwinger ], there is no
general recipe to obtain the state dependent Langevin equation (when the dissipation
coefficients are position dependent) [Han et al. ; Zhang et al. ; Ulbrich et al.

; Lau and Lubensky | from first principles. One trick to address this issue is
the system-plus-reservoir model [Caldeira and Leggett ; Feynman and Vernon Jr

] which is used to model dissipative quantum tunneling [Caldeira and Leggett ;
Caldeira and Leggett |, thermalization in curved spacetime [Colas et al. ],
thermalization in non-fermi liquid [Hosseinabadi et al. ], the Dicke model [Kirton
et al. |, excitation energy transfer [Kundu and Makri |, modeling the noise
and friction in nanomechanical systems [Bachtold et al. ], and the polaron prob-
lem [Mandal et al. ; Mandal et al. ; Buchholz et al. ; Ruggenthaler et al.

; Foley et al. |. This model assumes that dissipation is featureless, allowing the
substitution of the actual dissipative degrees of freedom with a set harmonic oscillators
with gapless energy spectrum. This simplification is primarily technical, as these bath
modes can be integrated out exactly. Alternatively, the universal features of dissipation
can be addressed from an effective field theory point of view. The Brownian motion, for
instance, can be obtained by integrating out the fast degrees of freedom [Van Kampen
and Oppenheim ]. It is the subject of this thesis to obtain a recipe to obtain an
effective theory for the dissipative dynamics at high temperature limit which results in
a local in time effective action. At the classical level, we restrict ourselves to the case of
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an arbitrary Ohmic dissipation, while in addressing the (thermal and quantum) noise,
we focus on the case of open dynamics on Lie group to classify the quantum correction
based on symmetries.

This thesis is organized as follows. In the next chapter, the basic background in-
cluding the system plus reservoir model and the double-time path integral is reviewed.
Especially, the system plus reservoir is covered from a new perspective which turns out
to be useful for the purposes of this work in the next chapter. Focusing on the case of
Ohmic friction, we propose a model which is essential in the generalization of the system
plus reservoir model. This model, which is termed the bulk model, gives an action func-
tional to describe the classical dissipative viscous dynamics which nonlinearly realizes the
symmetry. In addition, the model can be used to describe the classical non-holonomic
systems with linear constraints. Postponing the attempt to quantize the model to chap-
ter 6, we propose a microscopic model to describe the dissipative dynamics in chapter
4. We first determine the most general interaction between a system and a bath which
nonlinearly realizes symmetry. Then, by implementing the Schwinger-Keldysh (S-K)
technique [Kamenev |, we integrate out the bath degrees of freedom which is as-
sumed to be at finite temperature. This results in an effective action for the system which
is the sum of the action of the free body and the influence functional which encodes the
effects of the bath. In integrating out the bath’s degrees of freedom, we use the linear
response approximation, according to which, only the two-point functions of the bath
are considered to build the influence functional. With the assumption that the response
in the bath dies quickly at high temperature, the theory allows a gradient expansion of
the influence functional which is a series expansion of the powers of the S-K quantum
fields and time derivatives of the S-K classical fields. In defining of the S-K classical
(quantum) field, we do not use the usual definition where the classical (quantum) fields
is the sum (difference) of the forward and backward in time fields. Instead, we use a
definition according which, the classical field transforms covariantly under the underly-
ing nonlinearly realized symmetry and the quantum field is left intact. This makes the
effective action of the theory manifestly covariant under the underlying microscopic sym-
metry and captures the right power counting of the effective theory. The effects of the
bath is encoded in a handful of dissipative coefficients. These coefficients, however, are
not the most general possible dissipative coefficients as they are obtained at the linear
response approximation. The most general dissipative coefficients at high temperature
are allowed by the dynamical Kubo-Martin-Schwinger (DKMS) transformation [Sieberer
et al. ; Liu and Glorioso ; Akyuz et al. |. This is the subject matter of
chapter (5). In the chapter, using the same definition of the S-K classical and quantum
fields of chapter (4), we derive the most general high temperature effective action of the
dissipative dynamics which nonlinearly realizes symmetry. In contrast to the chapter
4, there is no direct reference to the microscopic details of the bath and the dissipa-
tive coefficients are less restricted. However, one can adhere to different limits, such as
the linear response regime or the Ohmic regime, to reduce the freedom in choosing the
universal dissipative coefficients. Having exploited the linear response approximation in
chapter 4, the Ohmic reduction of the dissipative coefficients is introduced at the end
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of the chapter. Then, in chapter 6 we return to the bulk model, but this time at finite
temperature. Mapping the model to a nonlinear sigma model at the lowest order, we
integrate out the bath degrees of freedom, generating the most general state dependent
influence functional at the classical level. In addressing the quantum corrections, we
restrict the bulk model configuration space to a Lie group. We show that it produces
the most general influence functional functional in the strictly Ohmic regime predicted
by the DKMS method at high temperature.
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Chapter 2

Some Introductory Remarks

In this chapter, some introductory remarks are reviewed. In the first section, there is
a short discussion on the Langevin equation. Then, a discussion on the system plus
reservoir from a different perspective, and a review of the double time path integral
formalism of open quantum systems are presented.

2.1 Introduction to Classical Dissipative Systems

Having an idealized closed system is just an approximation which in many applications
needs to be moderated. A subset of open dynamics is dissipative dynamics in which the
system of interest (or simply system) loses energy through interaction with an environ-
ment. In the case that the environment is not influenced by the dynamics of the system,
we refer to it as a bath. In this work, we are interested in the long-time behavior of a
dissipative system, where the system plus the bath have reached to the thermal equilib-
rium. Note that, the reduced dynamics of the system, which is obtained by integrating
out the bath degrees of freedom is nonequilibrium in nature. Traditionally, this reduced

dynamics is described by the Langevin equation [Langevin et al. ; Van Kampen
; Mazo | which for a particle of mass m reads:
d?x(t) dx(t)
=F(t) — t 2.1
m— (t) ==~ +n(), (2.1)
where:

x(t) is the position of the particle at time ¢.

F(t) represents any external deterministic force acting on the particle

v is the damping constant coefficient.

n(t) is a random force representing the thermal fluctuations from the surrounding
environment, often modeled as Gaussian white noise with zero mean and correla-
tion given by (n(t)n(t')) = 2D4(t — t'), where D is the noise intensity.
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According to the fluctuation-dissipation theorem, the damping coefficient v and the
noise intensity D are related to each other through D = ~kpT at the temperature
T. The Langevin equation describes Ohmic dissipation, where the dissipative force is
proportional to the velocity of the particle.

The Langevin equation can be written in terms of a path integral formalism using the
Martin-Siggia-Rose (MSR) technique [Martin et al. |. According to this technique,
the Langevin equation is written in terms of a path integral over an auxiliary field Z.
For instance, at the Smoluchowski limit, when vd—f >> m%, we can write the Langevin
equation in the following functional form

/Dq: 0 <7d~2$) i 8%(95) _ 77(75)> = /Dme eifdt:@(t)(vdﬁif“r%—n(t)) (2.2)
xT

where §(F (z)) is the delta Dirac functional. This gives us a phenomenological generating
functional to calculate the correlation and response functions,

Z = /DmDﬁc e~ 53]
Sle, ) = [ d [ﬁ:(t) (d”;it) + agf)) - D:T:Q(t)] |

The MRS approach is one of the successful techniques to incorporate the fluctuations
and the dynamics into each other. Yet, this approach is not systematic as it has not been
derived from a microscopic theory and it cannot address the noise at a full nonlinear
level [Liu and Glorioso .

(2.3)

2.2 The Harmonic Bath Model

One of the successful techniques to incorporate the quantum effects into the dissipative
dynamics is the so-called "system plus reservoir' or harmonic bath model [Schwinger
, Caldeira and Leggett ]. The basic idea of this model is to use the fact that,

¢ Dissipation is emergent and it must originate from a full unitary theory,
« (some) dissipative processes are not sensitive to the microscopic details,
o and dissipative degrees of freedom are gapless.

Based on these assumptions, the environment can be modeled by a bunch of harmonic
oscillators with continuous gapless spectrum of frequency as the proxy degrees of freedom
for the environment. Being quadratic, the model is exactly solvable leaving us with an
effective action which in general is nonlocal time.

Let’s review the harmonic bath formalism from a relatively different perspective which
is in close connection with the formalism in chapters 3 and 6. In this model, the envi-
ronment is modeled by a gapless string [Unruh and Zurek |. Let’s go through this
method by an explicit example, one dimensional damped harmonic oscillator. Consider
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a one dimensional harmonic oscillator with coordinate ¢ which is coupled to a gapless
field in an extra dimension z at the boundary at z = 0 (see figure 3.2). Showing the
gapless field with £(z,t), the action functional of the coupled field and the oscillator
reads

1 1 1
S /dt S = 9% + a/dt qel_,+ /DO dtdz(2(8t§)2 - Q(azg)2> L (24

where () shows the frequency of the harmonic oscillator in the absence of friction and «
is the constant of dissipation. The equation of motion for the gapless string which we
refer to as bulk degrees of freedom reads

97E(z,t) — D26(2,t) = 0. (2.5)
Using the Fourier expansion of £(z,t),

® dw

&(z,t) = . on &u(z) exp(—iwt)

the bulk equation of motion becomes
(w? +02)€u(2) =0 (2.6)

with the solution
&u(z) = Ay expliwz) + B, exp(—iwz). (2.7)

where A, and B, are two (w dependent) constants. The variation of £(z,t) at z = 0
results in

—0:£(0,t) = aq(t)
where in the Fourier space and using equation (2.7), it reads
aq, = A, — By, (2.8)
At the boundary, the equation of motion of the damped harmonic oscillator is
i+ Q%= —ag(0,1) ,
where in the Fourier space becomes
(—w? + 0% q = iwa(A, + By). (2.9)
Combining equations (2.8) and (2.9) results in

1 /02 —w?
Quantization of the damped harmonic oscillator at the boundary is equivalent to writing
the operator ¢ and & in terms of the creation and annihilation operators and using the
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complete basis of space,

> g
o= | S <aw exp(—iwt) + af, exp(iwt)>- (2.11)
0 us

&(z,t) = /OOO (21—: Cu <(Aw exp(iwz) — A% exp(—iwz))a,, exp(—iwt) + H.C) (2.12)

where A, = %, H.C stands for the Hermitian conjugate, and the commutation relations

[aw,al,] =2m(w— '), [aw aw]=[al,a,]=0 (2.13)

are assumed. C,, is a constant to be determined by imposing the canonical commutation
relation

[g(z,t),f(z',t)] = 15(2 - z/) :

=9 and using the commutation relations for a,, and af,, then

wa?

Introducing tan(¢,) =
we have

® dw

[€(2,1),€(2, )] = 2i/0 27 w‘Aw‘QCwF(exp (iw(z — 2")) + exp (iw (2 — z)))
—24 /OOO 62%) w‘z‘iw\2|Cw|2<exp (iw(z + 2 +26,)) + exp (iw(2 + 2 + 2(%)))' (2.14)

Taking

1

Co=—"
2wl/2| A,

(2.15)

the first integral in (2.14) gives us a delta Dirac function id(z — 2’), and the second
integral becomes zero which is desired. In addition, we need to prove that with this
choice of C,, the canonical commutation relation [p,q] = i does hold, where p is the
canonical momentum corresponding to q. The canonical momentum p at the boundary
reads

p=q¢+a&(z=0,t) = /Ooo ;iw(( —iw 4+ a(A, — A%))a, exp(—iwt) + H.C) (2.16)

™

i /0  dw <92) (aw exp(—iwt) — al exp(iwt)) (2.17)

o \w

Using this and the expansion formula for ¢ in terms of the creation and annihilation
operators, then the canonical commutation relation at the boundary can be written as

o0 /
[q,p] = 2i/ ;l—: %chw/w( - awal, + aL,aw) exp (i(—w + w')t) (2.18)
0
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Inserting the obtained value for C,, = in this and using the assumed commu-

1
2wl/2|A, |
tators for the creation and annihilation operators one can show that [¢,p] = ¢ which is

expected and proves the consistency.

Now, we can calculate different observable quantities of the damped harmonic oscil-
lator. The energy spectrum is not informative due to mixing with the gapless field; the
spectrum is a continuum from zero to infinity. Instead, we calculate the density of states
which is defined via the Laplace transformation of the partition function,

1 c+ioco
o) =5 [ dB ZalB) explpe] (219)
Tl Jce—ico
where Z,[3] the partition function of the system at temperature 7' = %, ¢ is the energy
level and c is a positive number which is greater than the smallest real part of the
poles of the partition function. Using the path integral formalism, we can obtain the
partition function of the damped harmonic oscillator. Going into the imaginary time
representation ¢ — —i7, then the Euclidean action of the oscillator plus the bulk takes
the following form

g 1, dq dq 1 1
_ d SN2 Q22—'— / d<‘r2 22):|' 2.9
sp= [ ar |GG et —iaflel o+ [ as(5067 + 5007 220
Using the path integral definition of the partition function
Zal8) = [ ID(DE expl-S]
the partition function can be calculated exactly as it is Gaussian in terms of the func-

tions ¢ and £. Solving the quadratic path integrals using the Matsubara technique, the
partition function reads

Za[B]
_ B By BA B (5 BAL 5 < (2.21)
=2 r - 2 - e [QW <)\+ log(~ ) + (A - )\_))],
where
- 2 4
A = —% +iy/Q2 - O‘Z

and I'[z] is the gamma function. This gives the spectral density of the damped harmonic
oscillator as

o

ple) = Z(Residues of the integrand (2.19) at the poles of the gamma functions)
n=1

(2.22)
The poles of the gamma functions are located at 8 =0, 3} = 2/\’T—+”, and B, = 2)%” The
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Spectral Density
12+
10+

8

1 1 1 1 1 Fnergy

2 4 6 8 10

FIGURE 2.1: The spectral density of p(e) of the damped oscillator for
a?=10.05 and Q = 1. At e = 0, we have p(e) = ().

corresponding residues of the integrand are

Res(f=0) = %
Res(B = B;)
_1\yn—1
- Q(L)F(iﬁ(rl()n) exp(2me/\. ) exp (n(log(~m) = 1)+ ni\ur(log(ni\ur) - 1))
Res(8 = ;) = Res*(8 = 7).

(2.23)

The spectral density for values of a? = 0.05 and Q = 1 in the underdamped regime
is depicted in figure (2.1). At the limit of @ = 0, the spectral density becomes a set
of discrete delta Dirac functions. Therefore, dissipation gradually broadens the energy
levels, and at the overdamped regime, it completely closes the gap between the energy
levels [Hanke and Zwerger |. Due to dissipation, the particle has a finite lifetime
in the excited energy states and decays into the ground state. We will come back to
the observables of the damped harmonic oscillator in the next chapter and argue that
the calculation of the observables from the bulk model of 3 coincides with that of this
chapter.

2.3 The Feynman-Vernon Model of Open Quantum Sys-
tems

In this section, we present a short summary of the double-time path integral method in

describing dissipative quantum systems. As it was pointed out in the previous chapter,

dissipation is emergent in the sense that it originates from a unitary theory. If we
integrated out part of the universe, the remaining dynamics can be dissipative. This

9
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can be formulated in the language of the density matrix. The density matrix of the
dynamical degrees of freedom is defined over the Hilbert space of the bath and the
system. To obtain the effective time evolution of the system, we partial trace over
the bath degrees of freedom. This picture is used to describe the decoherence and

thermalization [Hornberger ; Kaplanek and Burgess ; Kaplanek and Burgess

; Kanno et al. ; Parikh et al. ; Kanno et al. ; Bose et al. ; Cho
and Hu ; Colas et al. ; Tobar et al. ; Kanno et al. ; Cho and Hu ;
Hsiang et al. ; Matsumura ; Bak et al. ; Colas et al. ]. To describe the
time evolution of the density matrix, we can use the double-time path integral formalism
[Calzetta and Hu ; Kamenev ; Sieberer et al. |. In this chapter, we review
the Feynman-Vernon method [Feynman and Vernon Jr | to describe the double-time

path integral formalism. The total density operator p(t) evolves in time in two opposite
directions according to

p(t) = U)p(0)U"(t) (2.24)

where p(0) refers to the initial density matrix. The density matrix is defined over the
Hilbert space of the system, represented by ¢, and the Hilbert space of the environment
which is represented by x. The representation of the density matrix in the ¢ — x basis is

p(ar, dps X Xpst) = (aps xplp()ldy: Xp) (2.25)

Using the unity operators in the ¢ — x basis, 1 = [ |g, xi)(%, xi|, the density matrix

4irXi
in the ¢ — x representation takes the following form:

plag, dy; xr X t) =/ Sar xrlU )i, xa) (ais xil (0) i, x5 (i XU~ ()|, Xp)-

Xi>9i5X}54,
(2.26)
The reduced density matrix of the system of our interest can be obtained by tracing out
the environment degrees of freedom

pr(qs, qf;t) =/ p(ars ds; X5 X 53 t)- (2.27)
Xf

If the environment is in thermal equilibrium and is large enough to be considered as a
bath, one expect that the initial preparation information is lost after the passage of long
enough time. In such a situation we can can start from initial product state p(0) = p,®@py
which simplifies the calculation. Although it looks artificial, but it is plausible in the
situations where we are interested in the long-time behavior of the system where the
intial information is totally scrambled. With the initial product state, then we have

Pr(CIfa(J}St):/ ,pq(qi,QD// , ox (i XD) G ais X3 g x5 )G (60 X5 s X )
4.4 Xf XX
:/ /pq(qi,qé)JFV(qz',q;;qfaq}5t)
q

iyq;
(2.28)

10
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where the Green’s function is given by G(qi,xi;q}xf;t) = (qf, xf|U(t)|gi, xi) and its
Hermitian conjugate is denoted by GT. The Feynman-Vernon functional (FV functional)
is defined by

JFv(qi,qé;qf,q};t)://  ox(xis X0 Glar xis g x g OGT (5, X5 a, X ). (2:29)
Xr JxixX,

If we use the path integral definition of the Green’s functions, then we can write the FV
functional in the following form

!

q+(tf)=qy q-(t5)=d} . -
Jrv (G, 415 a7, 45 t) :/ Dq+(t)/ Dq_(t)e (Sqla+]—Sqla-1)
q

q+(ti)=q; —(ti)=q]
x+(ty)=x x—(tr)=x/ A
Lty [ Dty [ i)
X5 7 XX, X+ (ti)=xi x—(t:)=x;
(2.30)

where the part of action which solely depends on the system degrees of freedom has
been shown by S, and the rest which includes the environment degrees of freedom and
its interaction with the system is shown by S, ,. If we solve the path integrals over the
environment degrees of freedom, then we can write the F'V functional as

q+(tg)=qy a-(tr)=q}
Da:(t) |
q

Dy (t)ei (Sala+1=Sala-1+Tla+.a-1)
—(t)=q;

Jrv(gi 5 45, dp;t) = /
q+(ti)=qi

(2.31)

where the influence functional Z[gy, ¢_] is given by

o Zla+-9-] :/ / Px(XiaXé) /X+(tf)zx‘f /X(tf)zxf ei(SO[X+]+SI[qu’XJr}—SO[Xf}—SI[qf:X*])7
X5 7 XX} x+t)=xi Jx—(ti)=x]
(2.32)

where the action S, 4 is split into a free part Sy and an interacting part S;. Through
integrating out the bath degrees of freedom, the forward ¢4 and backward g_ degrees of
freedom are mixed with each other, so that the influence functional cannot be split in
the form Z[qy,q-] = Z+[q+] + Z-[g—]. With an interacting potential of the form gV;(t),
the interacting action reads

S;=—g / dtvi(t). (2.33)
According to the definition of the path integral one can write
/X+(tf)Xf ei(SO[X+]+SI[q+’X+]) _ <Xf|7-(efig fot dt/V+I(t/))‘Xi> (2.34&)
x+(t)=xi
/x+(tf)Xf e,i(so[x_prs,[q_,x_]) _ <Xf|;r(€ig fot dth,,(t/))|Xi> (2.34b)
X+ (ti)=xi
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where 7 (7)) is the time-ordered (anti time-ordered) operator. With this, then the
influence functional can be written in the following condensed form [Boyanovsky ]

elawa-l — pr[T(e™" Jo dtlvl(t/))ﬁx(oﬁ'(@ig Jo dt,VI(tl))] (2.35)
= (T(eJo WV Oy (i Jy ), |

Px

Equation (2.35) is the main result of this section which will be used in chapter 4 in
building the influence functional at the linear response level, which means that we ignore
terms of order O(g?) and higher in building the influence functional.
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Chapter 3

Bulk Model: Classical Theory

In this chapter, we propose the bulk model to obtain an action for the Ohmic classical
dissipative systems with arbitrary dependence of dissipative coefficients on the coordi-
nates. It is the generalization of the system plus reservoir model of chapter (2). Finally,
we relate the dissipative dynamics to a certain class of non-holonomic systems with lin-
ear constraints, and in an appropriate limit, the bulk model provides an action for such
non-holonomic systems. The results of this chapter were published in Phys. Rev. E 109,
L052103.

3.1 Ohmic Dissipative Motion In Classical Mechanics

The standard way to account for dissipation in the classical theory of dynamical systems
is by adding non-conservative forces F; to the Euler-Lagrange equations of motion,

4oL 9L
dtogi o "

(3.1)

where L(q,q) is the system Lagrangian, and ¢’, ¢’ are the generalized coordinates and
velocities, respectively. An important type of dissipation is ohmic dissipation when the
extra forces are linear in velocities,

¥ OF
The dissipative coefficients I';;(¢) form a positive-definite symmetric matrix and are in
general coordinate dependent. In the last equality we have conventionally written the
force as the derivative of the Rayleigh function F(q,¢) = (1/2)I';;(q) 44’

Fundamentally, the existence of dissipation is due to the interaction of the system
(referred to as central system below) with its environment, also called reservoir or bath.
In many applications the microscopic nature of the reservoir is not important and it
can be modeled as a collection of infinitely many harmonic oscillators [Weiss ]. The
action of the harmonic bath coupled to the central system then provides an effective
action, from which Eq. (3.1) can be derived by means of the variational principle. Yet
more importantly, the effective action is key for the application of the path integral
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methods used to study intrinsically quantum phenomena, such as tunneling [Caldeira
and Leggett |, and other aspects of open systems in and out of thermal equilibrium
[Sieberer et al. ; De Vega and Alonso : Kamenev ].

However, as we discuss below, the harmonic bath model fails in the case when dissipa-
tion coeflicients I';;(¢) have general dependence on the system coordinates. The purpose
of this chapter is to provide a reservoir model for this case. As a byproduct we also
obtain the description of arbitrary gyroscopic forces. Before describing the model, let us
discuss two broad classes of situations where the dependence of I';; on ¢ is essential.

3.2 Dynamics on cosets

Consider a class of systems whose configuration space represents a group manifold or,
more generally, a coset space, and whose dynamics enjoy non-linearly realized symme-
tries. Many physically relevant systems can be cast in this form, from dynamics of

a rigid body, to hydrodynamics [Arnold and Khesin ; Marsden and Ratiu .
They appear in particle physics and condensed matter as a consequence of spontaneous
symmetry breaking [Burgess ; Brauner ]. Development of an effective action

for such systems in dissipative environment, besides conceptual interest, is motivated
by numerous potential applications, for example to Brownian motion of stiff polymers

[Li and Tang ], as well as micro and nanoparticles of various shapes [Duggal and
Pasquali ; Han et al. ; Kraft et al. ; Zhang et al. ].

Following the standard coset construction [Callan Jr et al. ; Burgess ;
Brauner |, we consider a Lie group G and its subgroup H. The generators of G

are chosen in such a way that the first A of them span the algebra of H, we denote them
by H,, 1 < a < A. The rest of the G-generators are called broken and will be denoted
by Gi, 1 <i < I. The coset G /H representing the configuration space of the system
can be identified with the group elements of the form'

9(g) = 7% . (3.3)

The action of a group element g on the coordinates g — § is given by the left multipli-

cation,
9-9(a)=9@)-h, g€G hel. (3.4)

Next, one constructs the Cartan form,
§7'dg = Qi(q)de’ Gi + Q4 (q)dg’ H, (3.5)
and extracts from it the covariant velocities

thi = Q;(Q) qj . (3.6)

1 . s
We assume summation over repeated indices.

14


http://www.mcmaster.ca/
http://www.biology.mcmaster.ca/
http://www.biology.mcmaster.ca/

Doctor of Philosophy— Afshin BESHARAT; McMaster University— Department of
Physics & Astronomy

Unlike the ordinary velocities ¢¢, the covariant velocities transform linearly under (3.4).
They form a linear representation of the subgroup H.

If the dynamics of the system are to respect the symmetry (3.4), its Lagrangian and
Rayleigh function must be invariants constructed from the covariant velocities.”? Thus
we have,

F = 57;Di4'Deq’ = 575,009 (¢) ¢ (3.7)
where 7;; is a constant invariant tensor in the relevant representation of H. In the sim-

plest case when H is empty (G is fully broken) «;; is arbitrary, provided it is symmetric
and positive. For a general non-Abelian coset the coefficients of the Cartan form satisfy

o0k o0k

d¢y  Og

£0, (3.8)

so their dependence on coordinates cannot be avoided by any choice of variables, implying
the coordinate dependence of the dissipative coefficients T'y; = 7452 (¢) (¢).

3.3 The Bulk Model

Our starting point is the model used in [Unruh and Zurek | to study environment-
induced decoherence. It represents the reservoir as a free massless scalar field £(t, z) in
one-dimensional space (bulk) coupled to the central system at a single point z = 0 (bound-
ary), and is equivalent to the more common independent-oscillator model [Caldeira and
Leggett ]. Its straightforward generalization for a central system with several de-
grees of freedom requires equal number of fields and leads to the following action,

s= [ a(ii) - pld&) + [ dazSo.60% (3.9)
z=0

z>0

where ﬁg are constant couplings; in the last term we sum over indices yu = ¢,z with
the Lorentzian metric n*¥ = diag(1l, —1). Importantly, the coordinate z here is not a
physical dimension, but is introduced merely to parameterize the internal dissipative
degrees of freedom. By taking variation, one derives the dissipative forces, as well as the
equations for the fields,

Fi=-f§|, 00'=0, 0.6]=-pd, (3.10)

where the vertical bar means fields evaluated at z = 0. The dissipative dynamics is
obtained by imposing outgoing boundary conditions on the bulk fields which singles out
the solutions of the form &;(t, z) = &(t — z). This implies 0.&; = —0;&; and combining the
first and third equations in (3.10) we obtain the forces (3.2) with I';; = ﬂfﬁ;‘?. Note that
coupling ¢* to &, rather than the fields themselves, is essential for getting the response
local in time.

2Up to possible Wess—Zumino-Witten terms Wess and Zumino ; Witten ; Goon et al.
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The above construction fails for general coordinate dependent dissipation. As long
as we want to preserve the harmonic nature of the bath, the only option is to gener-
alize its coupling to the central system, B] qlfj — [ (q )fj with some arbitrary func-
tions 3%(¢q). Repeating the above derivation we then obtain the dissipative coefficients
Lij = (08%/0q")(88%/0¢’) which, however, do not have the form needed for coset or
nonholonomic systems due to the non-integrability properties (3.8), (3.23).

This failure can be also understood from the symmetry perspective. The system-
reservoir coupling in (3.9) changes by a total time-derivative under the shifts of the
coordinates ¢*(t) — q'(t)+a’. This property ensures that the dissipative force is invariant
under the coordinate shifts, as it should be for the case of constant I';;. In the case of
a general non-Abelian coset, however, we do not have at our disposal any functions
B%(q) invariant or changing by a constant under the group transformations and hence
we cannot construct any system-reservoir coupling that would preserve the symmetry of
the problem.?

To resolve the issue, we apply a duality transformation to the action (3.9). Performing
a change of variables & = B7¢; and integrating in a set of vectors Y%, it can be rewritten
as

S= /dt (¢,4) — q 51 +/dtdz( we 8u5 — X X,L> (3.11)
z>0
Variation with respect to fl gives two equations,
o' =0, x'=q" (3.12)
The first one implies that x*? are expressed through gradients of scalar functions,
X' ==X (3.13)

where € is the two-dimensional Levi-Civita symbol, €/* = 1. The second equation then
reduces to x'| = ¢". Using that the fields x* are defined up to a constant, we can remove
any offset between them and ¢* on the boundary, and obtain

X' =4q . (3.14)
Substituting (3.13) back into (3.11) we arrive at the action
1 o
S— / At L(q,q) + [ dtd D500 0 (3.15)
z>0

with the boundary conditions (3.14). For a single degree of freedom ¢ this action first
appeared in [Lamb ] and was used in [Ford et al. | for the derivation of the

3Integrating by parts the interaction term in (3.9) and replacing ¢* with the covariant derivative Dyq’
does not help. We then have &;, instead of &; in the coupling, which leads to forces F; with non-local
memory of the past motion of the system.
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quantum Langevin equation. More recently, it was extended to describe linear response
in dissipative media [Figotin and Schenker ].

So far, we have assumed the dissipative coefficients I';; to be constant. However, the
action (3.15) admits a natural generalization. Relation (3.14) suggests to think of the
fields x* as extensions of the original system coordinates into the bulk. Then, to describe
coordinate dependent dissipation, we simply need to promote the coefficients in (3.15)
to the functions of ¥,

Lyj = Tij(x) - (3.16)

Note that this makes the effective reservoir fields self-interacting. It is necessary price
to pay for modeling coordinate dependent friction.

This is not yet the whole story. We can add to the reservoir action a time-reversal
breaking term
dtdz %Tij(x)e“"aﬂxi X (3.17)
z>0
with antisymmetric coefficients Y;;(x). If T;; are constant, this term is a total deriva-
tive and reduces to the boundary term [ dt Tijqiqj of the Wess—Zumino—Witten type
[Wess and Zumino ; Witten ; Goon et al. ]. However, for the general field
dependent coefficients such reduction is impossible.

Combining all above ingredients, we write down the action of our reservoir model:

s= [ariga+ [ didz5(rs00000m

2>0
+ Tij(x)e’waﬂxi l,xj) ) (3.18)

Let us verify that it reproduces the desired equations. Taking its variation and account-
ing for the relation (3.14) we obtain in the bulk and on the boundary:

8# (Fijaﬂxj + Tije‘“’ayxj)

181jk Jauk 1anku j k
St L S L =0, 1
2 Oy Oux’otx 3 9x’€ Oux?0ux" =0 (3.19)
Fl' = (Fij(yzxj + T”Xj)| . (320)

Though the bulk equation (3.19) looks complicated, it still admits purely outgoing so-
lutions x*(t,z) = X*(t — z) with arbitrary functions ¥*. The conditions (3.14) then fix
X (t) = ¢*(t) and Eq. (3.20) reduces to

Fy=—Tij(q9) ¢ + Yij(q) ¢’ - (3.21)

The first term gives the sought-after dissipative forces (3.2), whereas the second term
describes arbitrary gyroscopic forces that arise if the environment breaks time-reversal
symmetry, e.g. by magnetization or rotation. The effective reservoir action (3.18) rep-
resents the main result of this chapter. It covers a much broader class of systems than
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the original harmonic bath (3.9).

3.4 A Note On Nonholonomic Systems

The bulk model can result in constraint dynamics if we take the limit of dissipation
in certain directions to infinity. consider a system with constraints on coordinates and
velocities,*

q)g"=0, a=1,...n<1T, (3.22)

such that they cannot be integrated into constraints only on coordinates. In other words,
Eq. (3.22) is not equivalent to a set of constraints of the form ¢®(g) = 0. Clearly, this
requires

oc% oc%
—t . . 2
50~ ge 0 (3.23)

These systems are called nonholonomic and typical examples include rolling of a disk or
a ball on a hard surface. Their classical dynamics is well developed and is summarized in
excellent textbooks, e.g. [Neimark and Fufaev ; Arnold et al. ]. Quantization,
however, remains an open problem. It was addressed in [Bloch and Rojo ; Fernan-
dez and Radhakrishnan ; Fernandez | and presents a growing interest due to
development of molecular machines [Shirai et al. ; Grill et al. ; Erbas-Cakmak
et al. .

Typically, the equations of motion for nonholonomic systems are derived from a mod-
ified variational principle restricted to admissible variations d¢’ satisfying the constraints
¢ 6q° = 0. This leads to the appearance of reaction forces on the r.h.s. of the Euler—
Lagrange equations (3.1),

F; = )\aC?(Q) ) (3'24)

where A\, (t) are Lagrange multipliers.” Due to the constraints (3.22), the reaction forces
do not produce any work, F;j* = 0, so nonholonomic systems are not truly dissipative.
However, they are closely related through the following construction [Neimark and Fu-
faev ; Arnold et al. |. Consider a dissipative system with the Rayleigh function

F = g3yci(a)e(a)d'd (3.25)

and take the limit v — 4o00. The friction associated with the linear combinations of
velocities c?‘qj becomes very strong and the corresponding combinations quickly die out
rendering the constraints (3.22). On the other hand, the products fyc?qi remain finite
and become independent variables — the Lagrange multipliers of Eq. (3.24). Thus, the
nonholonomic dynamics can be viewed as the limit of infinitely strong viscous friction
along the constrained directions.

4We only consider constraints linear in velocities.

®Note that adding the constraints (3.22) with Lagrange multipliers into the Lagrangian, instead of
the equations of motion, would not reproduce the correct nonholonomic dynamics. Instead, one would
obtain a so-called vakonomic system [Arnold et al. ].
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To describe a nonholonomic system, we replace I';; — I';; + v¢j'c] and send 7 to

infinity in (3.18). The resulting action can be obtained in a closed form by integrating
in a set of auxiliary vectors M(¢,z). Omitting for simplicity the time-reversal breaking
term, we write:

1 . .
Suh :/dtL(q, )+ [ didz <2Fij(X)8MX18MX]

2>0

. 1
— M ()T %Agw) | (3.26)

In the limit v — oo the last term disappears and the fields A% become Lagrange multipli-
ers enforcing the constraints c?(x)@uxi = 0. Since Y’ coincide with ¢° on the boundary,
this implies the nonholonomic constraints (3.22). The remaining equations also come
out right. Varying (3.26) with respect to x’ and substituting the outgoing solution into
the boundary equation, we obtain the force,

Fy=-Ty(q) @ +c(q) N2 - (3.27)

The last term gives precisely the reaction forces along the constrained directions (3.24),
with )\g] playing the role of the Lagrange multipliers from the standard approach. The
first term describes friction along the unconstrained directions. Note that in our ap-
proach it cannot be set to zero without making the bulk action degenerate. The model
takes particularly simple form for motion on cosets:

Scoset = /dtL(DtQ)

1 A .

+ dtdz — (ww“" + Uije“”> Dux'Dyx’, (3.28)
2>0 2

where Duxi = Q;(X)ﬁuxj are covariant derivatives of the fields x?, and Vij, Vij are

constants. One recognizes in the bulk term the action of a two-dimensional nonlinear

sigma-model [Zinn-Justin ]. It is the most general local action that can be written

using the first derivatives of the fields x* and invariant under the group G.

Let us illustrate this construction in the case of an oblong particle moving on a two-
dimensional plane in a viscous medium [Li and Tang ; Duggal and Pasquali ;
Han et al. ]. Tts position is described by the center-of-mass coordinates X, Y and the
orientation angle ¢, see Fig. 3.1. The friction coefficients are different in the directions
along and perpendicular to the particle’s main axis. The configuration space coincides
with the group of isometries of the Euclidean plane 1.SO(2) which has two generators of
translations Px, Py and a rotation generator J. The commutation relations are:

[Px,Py] =0, [Px,J]=-Py, |[Py,J]=Px. (3.29)
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FIGURE 3.1: An oblong particle on a plane.

All generators are broken. We parameterize the group elements as’
(XY, §) = XPx Y Pr el (3.30)
From the Cartan form we get the covariant derivatives:

DX = Xcos¢p+Ysing, (3.31)
DY = —Xsing+Ycosgp, Dip=6. (3.32)

Lagrangian coincides with the kinetic energy of the particle and is 1SO(2) invariant,

m

m Z 2
2 )

L="1(X2 7%+ %éﬂ: [(DeX)? + (DyY )] + 5 (D19)

5 (3.33)

where m, 7 are the particle mass and moment of inertia.

If the viscous medium is homogeneous and isotropic, the effective reservoir action
must also enjoy 1SO(2) symmetry. To implement it, we introduce the fields £(¢, z),
U(t, z), ®(t, z), such that at z = 0 they coincide with X (¢), Y (t) and ¢(t), respectively.
We recall that the coordinate z is not a physical dimension. Rather, it parameterizes
the internal degrees of freedom of the particle and medium responsible for dissipation.
The effective bath action then reads,

1
St = / dtdz 5 (3 Dy DM€ + 71 D, W D"
2>0

+ 49D, D D) | (3.34)

where
D,§ =cos® 0,6 +sin® 0,V (3.35)
D)W =—sin®9d,§ +cos®0,¥, D,P=09,9. (3.36)

We observe that even in this relatively simple case the bath action is nonlinear if v, # .
In the limit v, — +o00 we obtain a particle that is constrained to move along its major
axis. This is the simplest nonholonomic system known as Chaplygin sleigh.

5This parameterization slightly differs from Eq. (3.3) and makes the calculations simpler.
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X (ZJ t)
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FIGURE 3.2: a one dimensional harmonic oscillator at z=0, connected to
a gapless field at z>0. The field at the boundary z=0 oscillates with the
harmonic oscillator because of the boundary condition x,=o: = q(?)

3.4.1 Quantization of The Bulk Model?

There are challenges in the quantization of the theory which need to be addressed. For
instance, all Green’s functions must be considered and the purely outgoing solution for
the bulk field (or considering only the retarded Green’s function) is no more plausible. In
addition, the bulk model is no more free and due to the self-interaction, the dissipative
coupling v does run with changing of the energy scale. This may bring about new effects
and it is interesting to see how the running of the coupling is interpreted. Postponing
the question about the Green’s function to the final chapter and leaving the discussion
about the running of the couplings for the future work, let’s see that the bulk model
produces meaningful results in the case of position independent coupling. Let’s apply
the construction to the case of damped harmonic oscillator as an example (see figure
3.2). One can show that the observable quantities of the damped harmonic oscillator,
such as the spectral density, can alternatively been obtained from the bulk model. We
do not cover the related calculation of the spectral density using the bulk model in this
section as it is pretty similar to the one which was presented in the previous chapter.
Instead, as an example, we show that the two-point functions (0|¢(t)q(t’')|0) of the
damped harmonic oscillator can be calculated alternatively using the bulk model.

Using the system plus reservoir model of the previous chapter, the two-point function
the damped harmonic oscillator reads

© dw duw’
/ _ uw , S Ial 1
(0] q(t)q(t")|0) = 5 5 Cyy,Cy exp (i(w't" — wt)) (0] ayal, |0)
[ dw o [ dw a’w L
=/ o CZ exp (iw(t' —t)) —/0 2r (2~ W22 1 al? exp (iw(t' —t)). (3.37)
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To calculate the same quantity using the bulk model, we need to write the action func-
tional (3.18) for the case of one dimensional damped harmonic oscillator with I';; = vd;;

and 1;; =0,

S = ;/dt ((8tq(t))2 — QQqQ(t)> + % altdz((@t)((z,t))2 — (82)((2,75))2) . (3.38)

z>0

Then the (classical) equation of motion for this Lagrangian becomes

(6(2) + MW (2,1) + QF 8(2)x(2,1) — v 92x(2,) = 0. (3.39)
Going to the Fourier space x(z,t) = [5° g—‘; Xw(z) exp(—iwt), the equation of motion
becomes 2 | 2
(0% + ?)x(2) = 8(2) (_“’j)m(z). (3.40)
The solution in the bulk (z > 0) is
Xw(2) = A, exp(iwz) + B, exp(—iwz) (3.41)

with A/ and B/, to be determined through the boundary condition. Using the equation
of motion (3.40), the boundary condition reads

o+ —w?+ 02
[ i (@) =~ 0) (3.42)
2 2
S Buxwl(0) — 0 = “mew(o» (3.43)

This, alongside the other boundary condition x,,(0) = A/, + B., results in

1 <iw’y + (—w? + 0?)

P - )XW(O), B, = (A . (3.44)

w:2,y

Quantization for the alternative action means to write the field operator x(z,t) in terms
of the creation and annihilation operators

x(z,t) = /OOO dw C! ((fl{u exp(iwz) + (AL)* exp(—iwz))ay, exp(—iwt) + H.C). (3.45)

ﬁ w

where A/ = xf%o) and B/, = Xfé“o). The conjugate momentum to the field x(z,t) is

II(z,t) = vx(z,t). Imposing the canonical quantization
[x(z,t),II(2',t)] = i6(z — 2) ,
one we obtain

;o 1 B 1 B
“ T W PAy T 20 P A

w .
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Regarding the boundary condition x(z = 0,1)

= q(t), the two point correlation function
(0] ¢(t)q(t') |0) using the bulk model is

(0] x(0, t)x(0, ) 0)
* dw dw’

= gg CLCL (AL + (AL)) (AL + (AL)*) exp (i(w't' — wt)) (0| awal, |0)
= / =P AL 4+ (A exp (iw(t —t)) = OOO ;L:: 2= wz)('; e P (iw(t' — 1))
(3.46)

which is the same as the correlation function (3.37) with v = 2. This and other similar

calculations, however, are valid only for an example of damped harmonic oscillator. We
will address the applicability of the bulk model at the quantum level to the more general
case of position dependent dissipative couplings in chapter (6).
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Chapter 4

Open Quantum Dynamics On Lie
Group: The Linear Response
Regime

In this chapter, we first determine the most general interaction between a system which
nonlinearly realizes a symmetry and thermal bath. Then, we build the most general
influence functional of the dissipative dynamics which at the linear response level. We
define the S-K classical and quantum fields in a nonlinear way and we show that at
the high temperature, the influence functional allows for an expansion in terms of the
quantum field and time derivatives of the classical field.

4.1 Geometrical setup

We follow the conventions of the previous chapter which we briefly summarize here. We
consider a mechanical system moving on a group G with generators G;, i = 1,...,n
obeying commutation relations’

[Gi,Gj] = C%,G . (4.1)
The element of the group and the Cartan form are given by
glg)=e"%,  Q=g"'dg=Qi(q)ddG; . (4.2)
The coefficients of the latter obey the structure relations,

ook 0%,
L = Q7 4.
aqj 3(]@ Clm 845 ( 3)

where C¥,, are the structure constants. More properties of the Cartan coefficients are
given in Appendix Al. We want the dynamics of the system to be left-invariant under

'We assume that the group is fully broken, so we are not going to distinguish broken/unbroken
generators.

24



Doctor of Philosophy— Afshin BESHARAT; McMaster University— Department of
Physics & Astronomy

the action of the group:

9(q) = 9(q) = 9L 9(q) , (4.4)
so the Lagrangian must be built using the covariant velocities defined as
Dig" = Q(q)¢” - (4.5)

we refer to the mechanical system as “body”.

The body interacts with a thermal bath described by some coordinates x, the total
Hamiltonian of body+bath reads

Hiot = Hsys + Hpatn +V ) (46)

where Hgys depends only on g, Hyaen only on x, and the interaction V' on both. Fol-
lowing [Caldeira and Leggett | we will assume that the effect of the system on the
bath degrees of freedom is weak and can be accounted for within the linear response
approximation. In practice, this means that we will keep only terms of order V2 in the
perturbative expansion. The thermal bath is also assumed to possess the symmetry G,
which is realized linearly. As an example, one may imagine the motion of a rigid body
which nonlinearly realizes the group SO(3) of rotations and is rotating in a rotationally
symmetric viscous medium like a fluid or gas. The symmetry of the bath is implemented
by a unitary representation of G on the Hilbert space of the bath:

T) = U)Wy . UN9)HbatnU(9) = Hpath - (4.7)

Thus, without V', the system has two copies of the symmetry G x G. The interaction
breaks this symmetry to the diagonal subgroup, G X G — Ggiag- This requirement fixes
the form of the interaction:

V =U(g) ,U'(q) (4.8)

where we have introduced a shorthand notation U(g) = U(g(g)) and V, depends only
on the bath coordinates degrees of freedom x. It is easy to check explicitly that this
form is invariant under the action of Ggjag:

Vs Ut gp)U (@) Vi UN@U (91) = UT (1)U (91 9(q)) Vi U (91 9(0))U (91

= UM (gL)U(92)U(q) Vi U (U (gL)U(g1) = V.
(4.9)

4.2 Linear response and time reversibility

We assume that the interaction depends only on the body coordinates, but not its
momenta, which appears to be satisfied in all realistic situations. Then the interaction
V(q, x) at fixed bath variables y, is a function on the group manifold. By Peter—Weyl
theorem any such function can be decomposed into matrix elements belonging to various
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representations of the group, which gives the desired result,

V(g x) =Y Ul (@O0 (x) . (4.10)

raa’

r

»(q) belongs to the irreducible representations of the group G, r labeling the
representation, and index a labels states inside the representation. For the interaction to
be Hermitian, the operators in the conjugate representations r and 7 must be Hermitian
conjugate to each other,

where

ol =ohf=or,. (4.11)

For instance, consider a particle which is restricted to move on a circle. The phase space
of the particle is parameterized with its angular position on the circle, ¢. The most
general interaction between the particle and the environment can be Fourier transformed

as
00

V== > &m0, (x(t) (4.12)

m=—00

where Oy, () is an operator defined on the phase space of the circle y. In this example,
because the system realizes the U(1) symmetry, the interaction is parameterized by the
elements of the unitary representation of the U(1) group,

V($,x) =Y U™(¢)0™(x). (4.13)

where U™(¢) = €™? and matches with the Peter-Weyl’s theorem (4.10). In this ex-
ample, the friction and noise is induced through the exchange of angular momentum
between the particle and the environment. Let’s generalize (4.13) to the more compli-
cated case of SO(3), and then, guess the most general interaction between a body which
is parameterized by an arbitrary group and a bath which is invariant under the same
symmetry group. Rewriting (4.13) in terms of the Wigner rotation, then we have

Vilgo) = 3 (m/[e% m) (m|O(x)|m") (4.14)

m,m/ m’

where qi¢Jz is the Wigner rotation around the z axis and we have used the fact that
(m'|e’*’=|m) o 6prm for U(1). For the case of SO(3), the Wigner’s rotation can be
parameterized by the Euler angles. Therefore, we need the following replacements to
adjust (4.14) to the case of SO(3),

(/€% m) = (jm | vei s | jm) = UT,,,, (o, B,), (4.152)

(mOC)Im") = (jm|O(x)|jm') = O, (), (4.15b)

where (a, 8,7) are the Euler angles parameterizing the phase space of the body (collec-
tively, we will show it by ¢). Therefore, the general interaction between the body which
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realizes SO(3) symmetry and a bath which is invariant under the group SO(3) reads
= Ut (@) O (X) (4.16)

where ngm/@) are the Wigner’s matrices. This interaction shows that dissipation hap-
pens because of the exchange of the total angular momentum between the body and
the bath. Strictly, the Peter—-Weyl theorem applies to compact groups. In the case of
noncompact groups, we still use the spectral decomposition which formally looks like
(4.11). For instance, in the case of a point particle moving in a plane, the interaction
between the particle and the bath is parameterized through the Fourier decomposition

dk .
Vg, x) = / a0y (x) (4.17)

where x refers to a typical point on the plane.

To get a handle on the real-time dynamics we should consider the Schwinger—Keldysh
(SK) path integral. We now work with two copies of fields defined on the upper and lower
parts of the closed time-contour and denoted with subscripts “4” and “—", respectively.
We want to integrate out the bath to obtain the dynamics purely in terms of the body
variables. This modifies the free body’s action functional, which is quantified by the
influence functional Z[g, ¢_]. At the linear response level, the effect of the bath will be
fully parameterized by the two-point functions of these operators, the type of the Green’s
function being determined by the precise question we are interested in.? Introducing the
shorthands ¢+ 1,2 = g+ (t1,2), then the influence functional at the linear response reads

Zlg+.q /dtldt2{ o0+ Uy (442)Gogrn (t1, t2)
+ UL (a-1)Usy (q-2) Gy (t1, t2) — UL (a-1) Usy (a:12) K i (1, 1)
~ Ul Ui (a-2) R 1,2} (4.18)

where sum over all indices is implied. Here, G and G are the time ordered and anti-time
ordered Green’s functions

Gr2 iy (tr, t2) = (T (Ohy (8)OF, (12))) s
Grs i (ti,t2) = (T (Ol (1) O (£2))) s (4.19)

2This will hold even beyond the linear response, if the connected higher point function of 0, are
suppressed with respect to the disconnected ones, which is expected whenever the body interacts with
large number of bath degrees of freedom.
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and K, K are the unordered ones

Kl (t,t2) = (Ohar (1) OF (£2)) s (4.20a)
[(gg'b/b(t ) <Ob’b( 2)O£a’( 1)>px : (4-20b)

The invariance of the interaction (4.10) under the group action implies that O ,
transforms in the linear representation r acting on the index a. Thus all the Green’s
functions must be diagonal®. Using this, and the time translation invariance we have,

GZZ/b/b(tl, tQ) = 5T35ab gg/b/ (tl - tQ) y GZZ/b/b(tl, tQ) = 57’86@17 QNZ;/b/ (tl - tQ) (421&)

K;Z/b/b(t]_, t2) == 67"86ab ICZ/b’ (tl - tQ) B Kgg,/b’b(t]-? t2) - 67‘85ab ’Cglbl (t]_ - t2) (421b)

with G, I and their tilded counterparts being the reduced forms of the correlators. This
leads to a significant simplification of the influence functional,

7 ~
Z[Q+’ qi] = 5 / dtldtQ{Ug/b/(q+2 @ q+1)g2/b/(t1 - t2) + Ug/b/(q72 @ q71)gglb/ (tl - t2)

— Uy (a2 © 4-1)Kipy (t1 = t2) = Upy (-2 © 41) Ky (1 = t2) }

(4.22)
where the “covariant difference” g9 © ¢p is defined as follows:
g@ea)=g "(a)gle), (4.23)
and we have used the identity
Uiy (22 © 1) Z Ulr (a1)Uly (a2) - (4.24)

The next step is to introduce the spectral density, which we define it using the correla-
tors IC,

/b/ /dwe iwt QZ ( ) (425)

In a thermal bath with temperature 7' = 1/ the spectral density of the correlator K
with the opposite ordering of operators is related to that of C,

Gy () = P gy () (4.26)

While this formula is standard, we include its derivation in Appendix A2 for complete-
ness. In addition, the densities are Hermitian and positive definite and are related with
the densities for complex conjugate representations through

Oy (W) = (T (—w)) " (4.27)

3Here we are using the invariance of the bath density matrix under the action of G' and time trans-
lations.
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We will additionally impose that the bath satisfies time reversal symmetry. The re-
quirement that the interaction Hamiltonian (4.10) is T-invariant leads to the following
conditions

TO! T-1 = OFf TO,, T '=07, . (4.28)

a'a ? aa’

Further assuming that the bath density matrix is also T-invariant, we obtain for the
correlation functions,

(Oh (11)OF,(12)) py = (T O (1) O3, (42)T™H)% = (Oh (1) O (—t2))s , (4.29)

where in the first equality we have used the fact that T is anti-unitary. This provides
an extra relation:

Gary (@) = (Goriy ()" = Gy (~w) , (4.30)

This concludes the implications of the symmetries. One more thing we need for an EFT
is a separation of scales. We can find it if we go to high temperatures.

4.3 High temperature limit

At high temperatures things simplify. In this regime one expects the correlation func-
tions to decay exponentially over some relaxation time scale set by the interplay of the
temperature and the interactions in the bath, which we call 7 ~ A~ In general, A
will be lower than the temperature, coinciding with it in strongly interacting baths.
The scale A can, in principle, depend on the representation r. This does not seem to
change anything in the case of a compact group G whose unitary representations are
finite-dimensional and discrete — in this case we can simply choose A to be the minimal
scale among all representations (it is natural to expect A to grow with the rank of the
representation). The situation is, however, less clear for non-compact groups, such as
e.g. the group of translations. Their unitary representations are labeled by continuous
parameters which may bring additional scales to the problem (e.g. momentum of a par-
ticle moving in a medium). If A depends on this scale, it may become arbitrarily low
for some representations. Finite relaxation time implies that the spectral densities are
infinitely differentiable in the neighborhood of w = 0 [Endlich et al. |. Let us recall
the argument. It is sufficient to require the exponential decay of the retarded Green’s
functions, which describe the classical response of the system,

(Gret)aarms(t) = 10(t)([Oga (1), Olfb(0>]>px = 16" 0ap(Gret) gy (1) - (4.31)

Consider its Fourier transform,

gret(w) = /dt et gret(t) ) (432)
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where we have suppressed the group indices to avoid cluttered notations. It is related
to the spectral density introduced above as

+o00o —dw()
_ 1 — e Bwo 4.33
Gurlw) = | o (1 e ) gl (433)
and is analytic in the upper half-plane of w. If the retarded Green’s function decays
exponentially, |Gyet ()| < e M, the domain of analyticity of Gret(w) extends downwards
and includes a strip in the lower half-plane, Imw > —A, implying that its imaginary part
is infinitely differentiable on the real axis. On the other hand, it follows from (4.33) that

Im Grep (W) = 7(1 — e ) o(w) , (4.34)

and thus go(w) must be infinitely differentiable. This completes the argument. Due to
Egs. (4.26), (4.30), (4.34) the Imaginary part of its Fourier transform is odd in frequency.
Thus, it is expanded as

w2

(1 Gre i) = 7. + 36500 + O((/N)1)) (4.35

Here A determines the domain of analyticity of the function (1 — e #“)p(w) and hence
A~ sets the response time of the bath. From this expression we infer the basic correlator
spectral density,

1 w w? (BA)? w3
ng(w) = 5967(15 — EQg,ab + W (ngab + 12@67,11)) — ngﬂb +..., (4.36)
_ 1 w w? (BA)? w3
6) = 3o+ 3G+ 57 (v + g thar) + pghan+eeo - (43D

We see that the quadratic and cubic terms are controlled by a single set of coefficients
05 45 On general grounds, we expect the latter to be of order ‘Qg,ab'4

In what follows, we first consider the effect of the first two terms in the expansion
(4.3). After setting the Gaussian power-counting, we consider the correction to the
influence functional due to the higher order terms in (4.3).

4Though there may be special cases when 03 op» vanish, like e.g. in the ohmic harmonic bath.
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4.3.1 Leading order in local expansion

The expressions (4.3) restricted to the first two terms lead to ultralocal correlators,

- 2 .

ab(t) = Fgo,ab 6(t) + 00, ab 6/(t) ) (438&)
o 2 . ,

ab(t) = ?QO,ab 6(t) — T00,ab o (t) ) (438b)

27 - oy

0(8) = 0 00) + 5081 — 2, 0(=1)3 (1) (4.38¢)
~ 2 oy .

(0) = 0 (0) + 08 (1) = 2migh 1, 0(1)5(). (4.384)

Substituting this into the influence functional (4.22) we obtain

7 =%, [ dt[200(0) - o0(g+ © 4-) = onla- S.1)]

T . . . .
5 /dt [0i00(q- © 44) uj(q+ © q-) Degs — 9i00(a+ © ¢-) uj(q- © q4) Deg’ | .

(4.39)
where u},(g) matrix is the inverse of the Cartan’s matrix Q’(g) defined by
uj(@)2(q) = 5 (4.40)
and oy(q) a real even function on the group manifold
oo(q) = Z Uav(2)00,ab - (4.41)

rab

Note that the effect of the bath is totally encoded in the function oy(q) which no more
carries the group indices. Look at the appendix (A3) for the details of the calculation.

To understand the physical content of the expression (4.39), let us expand it under
the assumption that the difference between ¢y and ¢_ is small. The applicability of
this assumption will be discussed later. We introduce the split of the SK fields in the
“classical” (denoted with bar) and “quantum” (denoted with hat) parts as follows,

eIl = I0eHIC (4.42)

Note that § is invariant under the left action of the symmetry group, while ¢ transforms
in the standard way. (4.39).

Gaussian order There are no contributions of order O(§) or O(D;). Thus, the leading
contributions are of quadratic order O(¢?), O(gD;). Observing that ¢, © q_ = 24, a
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straightforward calculation yields,

Zg, q)

4 o
= /dt<%’jqij - 2%quth]> ; (4.43)
Gauss ,B
where the couplings 7;; are defined through
Yij = —m 8;000(0) - (4.44)

Using the Hubbard-Stratonovich, we can integrate out the quantum field ¢, leaving
us with an effective action which gives the state dependent Langevin equation for the
classical field ¢ with multiplicative Gaussian noise. The obtained Langevin equation is
a group covariant equation and the constants v;; are the couplings of a state dependent
Ohmic dissipative force. A quick argument shows that these couplings are positive
definite, as a consequence of the positivity of the spectral densities. Indeed, within each
representation we can write,’

. 1. . )

Usp(a) = 0ap + ¢ (Gi)p + 500 (Gi)2e(G))ip + O(a”) (4.45)
where (G;)7, are anti-Hermitian matrices of the generators in the induced representation
of the algebra. Then we obtain,

2
i j O"0R

gag| = 247 (CeelGiadu = =2 (W5 <0, (4.46)

q=0

where in the second equality we introduced the vectors (¢%), = ¢/(G;)", and used that
their complex conjugate are (Y7)% = ¢/(G;)i" = —¢’(G;)".. The expression (4.43) has
the expected form covariantizing the high-temperature limit of the influence functional
of a harmonic bath [Feynman and Vernon Jr ]

The Gaussian part (4.43) sets the power-counting rules by the requirement that for
typical fluctuations of the fields it is of order 1. The first term determines the amplitude

of the quantum fields:
Trd e Z (4.47)
n2 W e AT '

where we have restored the Planck constant and used 8 = h/T. From here we see that
expansion in ¢ is justified provided we work at the frequencies smaller than temperature
and/or the dissipation is strong enough, The second term then gives the amplitude of ¢
fluctuations in the overdampted regime,
SUUNNETREN U (4.48)
h Yw

®Note that the quadratic term is fixed by the identity U7, (—q)U}.(¢q) = Sac following from our defini-
tion of the group element in (4.2).
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It corresponds to the classical brownian motion with the distance from the initial point
growing as the square-root of time, ¢ ~ /(T/7)t. In general, the classical fluctuations
will be reduced compared to this value at short time scales when the inertial term in the
SK action is non-negligible.

First quantum correction The cubic contribution vanishes as a result of the time-
reversal invariance, so we go directly to quartic contributions. A somewhat lengthy but
straightforward calculation yields,

7,4l 4 1 o o
I[q NNLO_/ |: 3IBMZ]qu q q q +(_3/1’Z]kl+3'71m07?nc )q q g th —im T;qu’qjq
(4.49)
with new couplings
Wijil = —m 0;05010,00(0) (4.50)

forming a symmetric 4-index tensor in the configuration space of the body. Despite
this freedom, the structure of the correction (4.49) is quite constrained. The noise and
dissipative terms are linked to the same couplings with fixed coefficients, there is non-
trivial dependence on ~;, and the structure constants, etc. The frequency scaling of
different terms here is

2 2 3/2
~3 po hfw 25 h w
/dt o Nf/dwq D~ /dm S (49)

where we have restored h. Thus, the last term can be neglected at w < T'/v if p ~ 7.
Note that the noise generated by the quantum correction (4.49) is no more Gaussian.

4.3.2 Higher-derivative corrections

The influence functional receives further corrections from higher powers of w in the
expansion of the spectral densities. These corrections are suppressed by the frequency
cutoff A which may be present even at the classical level. Thus, typically they are more
important than the non-Gaussian terms studied above. The purpose of this section is
to derive the leading higher-derivative corrections to the noise and friction terms. The
correlators receive additional contributions from the expansion of the spectral density
including the O(w?) terms:

2 T

AK(0) = = 5 5o (0) = 1383, 8"(). (1.52)
AR(6) = = 5 B8 (0) + 1383, 8"(). (152D)
DG (1) = =533 B0 "(6) = 3830 5180(0" (1) (15%)
AGi(0) = = 53385 0"(8) + Y5 0hasien(03" (1) (4.524)
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where we have introduced

o (BA)?
02.ab = QQ ,ab + 12 Qg,ab : (453)

This generates additional terms in the influence functional. We separately consider
corrections to the noise and friction parts. For the noise part we obtain,

ALnoise = ,3/\2 /dtdtlz 02( +QQ+)+02(Q @(] )_02( +@q )_02( @(H—)) Vet

= W / dt{ |0;0152(0) = 9: 0k (—2d)u(24)uf (24) + Bicra(—20) D (24)uf (20) | Doty Didly
+ [0501652(0) ~ 0i0h 3220 ul(~20)uf (—20) + 0162 (2) Dyl (~2)uf (—20)| De” D

+ 052 (—24)u’ (20) O Ded’. + 0;52(2q)ul(—24) 0 Dig’ }

(4.54)
where we have a new real even function on the group:
- /8A 2 r AT
2(q) = 02(q) + ( 12) o0(q) » 02(0) = Y Usy(a) Oh.ap - (4.55)

rab

In deriving the expression (4.54) we have used Eqgs. (A.3). This expression appears quite
lengthy, but its structure is transparent. It is symmetric under the exchange § — —¢,
so it contains only even powers of the quantum fields, as appropriate for a noise term.

Next, we expand (4.54) to quadratic order in §. A lengthy but straightforward cal-
culation yields,

.4 . 1. 2.
AT pise = lw/dt{[_ulijkl"f_372,imcrzncrg‘l+372,kmc cn l+ ’72 mnC kC jl] q q]th th

+ [32,imC" — F2,5mCh — F24mC"514'4 Ded® + ’?Q,ijéilfj},

(4.56)
where
. A)?
Yoi5 = V2,45 + (512) Yij 5 Y2,ij = —m0i0j02(0) , (4.57a)
y B BA)? _
Fajijht = M2k + =5 Hijht » [kl = —m0;050,0,02(0) . (4.57b)
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In the overdamped regime the estimate of various terms here reads (restoring h):

/ig wT p2 wT n RPw
5 3/271/2 Ww3/2T1/2 2.,3/2
dt5,G4Dyg ~ 2 2~ 5 2.Y , AR (4.58Db)
h6A2 v y1/2A2 v 4122 ~1/2T3/2
5 2 2 p2.,2
Aty ~ 2220 5 22 . 4,
hﬁA? / P VA VA (4.58¢)

Comparing to Egs. (4.51) we see that the new corrections are as important as the non-
Gaussian contributions whenever SA >> 1, and typically larger whenever SA << 1. We
again observe the characteristic frequency w ~ T/ which divides the frequency regions
where different terms in (4.56) dominate.

We now turn to the friction part of the influence functional. A direct substitution of
the correlators (4.52) into the general expression (4.22) gives,
T . .
AZgic =312 /dtldtz [02(q42 © q41) sign(ty — t2) — o2(g—2 © q—1) sign(t1 — t2)
— 02(q42 © q-1) + 02(q—2 © q41)]0" (t1 — t2)
T
A2 /dt1dt2 O(ty — t1)[02(q12 © q41) — 02(q—2 © q41)

+ 02(q12 © q-1) — 02(q—2© q-1)]8"(t1 — t2) ,
(4.59)

where in deriving the last expression we used the symmetry of the function oy(g). Inte-
grating by parts we obtain schematically,
021 }
t'=t o3 ly=t]’

of(t,t")
ot

(4.60)

where by f(t2,t1) we denoted the combination in the square brackets in (4.59). The first

two terms vanish because f(t,t) = 0 and §'(0) = 0°. The third divergent term, however,
survives. Let us show that it can be absorbed by renormalization of the inertial term in

O*f(t,t)

Aie = 75 [ dt|~8"(0)f(.6)+35/0) O

5This can be demonstrated more rigorously by introducing the regularization

e—+0 271 | x — 1€ T+ i€

5(x)zlim1_[ L 1,}. (4.61)
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the body action. We have

v 3m d?
AT = —pﬂo)/dtﬁ [o2(q+ ©¢,) —02(q- ©.dy) + o2(qr ©¢°) — 02(q- © ¢1)]

t'=t

3r A A i (oA . i (oA . j
= —Pé(o)/dt{[alﬁjag(O)—8k8i02(—2q)uf(2q)uj(2q)+8i02(—2q)8kuj(2q)uf(2q)]thithi

+ 00> (~20)u}(20)0Dedy — (a1 > a-) |

(4.62)
Expansion to linear order in ¢ yields,
AT = —%5(0) / dt §' (12,10 De@ + Y2,uC 1. D@ D7) (4.63)
On the other hand, the proper action of the body reads
Shody = / dt%Jithqithj : (4.64)

with J;; being its inertia tensor. This leads to the following contribution into the SK
functional:

1 . . . . v » » _
/dt §Jij(DtQZ-th3,- — thz_thJ,) ~ —Q/dt qZ (Jijﬁtthj + leClithq]th"’) s (4.65)

where we have used Eqgs. (A.13) and integration by parts. Comparing this expression to
(4.63) we see that the divergence is absorbed by redefinition of the inertia tensor,

renorm 6
Jig " = Jij + 550025 - (4.66)

The last term in (4.60) produces a finite correction,

, (4.67)

t'=t

e s d3
ATy = W/dt@[02(Q+@q/+)—02(Q—@q/+)+02(Q+@qi)—02(Q—@qi)]

where we have used 0(0) = 1/2. Evaluating the third derivative and expanding to linear
order in § we obtain

1 N _
ATy = p/dt{ 202,35k — Y2,imC 1 C™ 4" Dy Dyq" Dy

+ [3924mC"; + 372, jmCi + Y2,imC ] 4" De@ 0, DiG" + 272,ij(jia)52thj}'
(4.68)

Note that unlike the noise part, this contribution is suppressed by only A. Note that
this contribution is linear in § and hence leads to modification of the classical equations
of motion. It gives rise to terms of cubic order in velocities and terms with velocity
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derivatives in the friction force. Such terms are indeed known to arise in explicit models
of Brownian particle interacting with heat bath [Van Kampen and Oppenheim ;
Plyukhin and Schofield ] and can lead to interesting signatures [Plyukhin and Froese

|. Note also that they cannot be reproduced by the bulk model of chapter (6), since
the latter has been devised to describe an exactly Ohmic friction force at the classical
level.
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Chapter 5

General Influence Functional At
High Temperature From DKMS
Condition

In the previous chapter, we saw that the fluctuation dissipation theorem related different
Green’s function to each other and as a result, reduced the freedom in the dissipative
coefficients. In addition, we integrated out the bath degrees of freedom in obtaining the
influence functional at the linear response level. While the formalism developed in the
previous chapter enlightens the mechanism of emergence of a universal description of
the dissipative dynamics, it is desired to use the symmetries of the microscopic degrees
of freedom, without directly referring to them. This chapter is devoted to this purpose.
The microscopic symmetries imply the Dynamical KMS (DKMS) condition. We use the
DKMS condition to obtain the most general influence functional of dissipative dynamics
defined on Lie group in the high temperature regime. While we derive the influence
functional at high temperature limit, we do not use the linear response approximation.
As a result, the influence functional of the dissipative dynamics from DKMS condition
has more freedom with respect to the one from the previous chapter.

5.1 Influence functional from DKMS symmetry

In this section we derive the most general high-temperature expansion of the influence

functional compatible with DKMS condition [Liu and Glorioso ; Akyuz et al. ;
Sieberer et al. ]. When the bath preserves time reversal, the latter is invariant under
the transformation of the fields on the two parts of the SK contour:

i) =g, (~t+iB/2),  ¢’(t)=q (~t—iB/2). (5.1)

In general this transformation is nonlocal, defining the new body coordinates in terms
of an analytic continuation of the original coordinates into the complex time plane. The
situation simplifies in the high-temperature limit corresponding to small 8. In this case,
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the DKMS transformations can be written as infinite series in powers of 5,

H0 =)+ Lo - Sao s Lty + | 5.2
+ + 2 + S + 48 T+ '”t’:_t. .
Note that in these expressions we first take the derivatives of the coordinates with respect
to time, and only afterwards flip its sign. For example, we have ¢4 (¢)| ey = —0¢q+(—t).
This should be kept in mind when taking further derivatives of the transformed fields.
Note also that the DKMS transformation introduces imaginary contributions and thus
requires complexification of the coordinates.

We need to rewrite the DKMS transformations (5.2) in terms of the “classical” and
“quantum” fields and apply them order-by-order in the high-temperature expansion of
the influence functional. We first discuss this procedure for the case of Abelian group G
realized as simple shifts of the coordinates. Then we will turn to the technically more
complicated, but conceptually equivalent, case of general non-Abelian G.

5.2 DKMS in the Abelian case

Since in this case the classical and quantum variables are linearly related to gi, we
readily find their DKMS transformations,

—/j =g ! Z/BA / /62:' / Zﬂ3 P /

q](t)—qj(t)—i—?q](t)—gq](t)—@qj(t)-k ey (5.3a)
- . ) . 2... i 33 oo

P =iy + Dow) - Tae) - iy | (e

The symmetry G acts as constant shifts on the classical variables ¢, while leaving ¢
intact. Our task is to write down the most general influence functional compatible with
this symmetry and impose further invariance under (5.3). Since we work in the high-
temperature limit, the influence functional represents an expansion in powers of ¢, ¢ and
their derivatives. We observe that application of (5.3) does not change the overall power
of ¢, ¢ in an expression, so the sectors with different powers of these variables can be
analyzed separately.

5.2.1 Quadratic sector

We write the most general local quadratic expression containing the invariant fields ¢
and ¢, retaining term with up to two additional time derivatives acting on these fields.
Taking into account that the influence functional must vanish if § = 0 and inserting
appropriate powers of 8 to keep the coefficients dimensionless we obtain,

7@ = /dt(ﬁ_laijqiqj+bijqidj+cijqiéj +Bdiq @ + Beii@' @ + B2 fid G .. ) L (5.4)

The influence functional must change sign under the reflection § — —§ accompanied by
complex conjugation [Liu and Glorioso ; Akyuz et al. ]. Hence the coefficients
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a;j, Cij, €;; are purely imaginary, whereas b;;, d;j, f;; are real. Note that a;; and e;;
are symmetric by definition, whereas there are no a priori symmetry constraints on the
rest of the coefficients. Now, we substitute here the transformations (5.3) and require
that the influence functional remain the same at each order in 5. We don’t get any
constraints at the order 5!, whereas at other orders we have:

B /dt((iaij —b))q'¢ — ci;@'§) = /dt(bz‘j@iﬁj +ciq'¢) (5.5a)
g4 Zbl L i AT /) AG 227 A 24 AL AT
g /dtK - ;)(q ¢ —q') + e = ey)d'q +did'd + ey q”}
= /dt(dij@iijj +eiid'd) (5.5b)
ja;;  bii b e G idi\ e i
B /dtK— /L Bk —iejj _fij)q q’ + (C]-i'”)q q]} :/dtfijq q’,
6 4 4 2
(5.5¢)
3 _ Gy by e wa>+3_
P /dt< 8 12 a4 g )qT=0 (5.5d)

In deriving these equations we used integration by parts and in Egs. (5.5¢), (5.5d)
neglected terms with three or more derivatives of ¢, ¢. It is worth noting that in this
derivation we needed the expansion of g only through order O(3?), whereas the full
expansion of ¢ through order O(3%) was used.

Equation (5.5a) implies

bij = aij . (56)

This is nothing but the classical fluctuation dissipation theorem, which in particular
implies that b;; is symmetric. It is of course satisfied by the influence functional (4.43)
obtained within the linear response theory, with the identification

aij =45, bij = =275 (5.7)

For ¢;; we get that the integral [ dt cz-j(ji(jj must be zero. This is possible if ¢;; is sym-
metric, so that the integrand is a total derivative. However, this is the same integral as
n (5.4), implying that this term can be safely dropped. Thus, without loss of generality,
we set ¢;; = 0. This, together with the relation (5.6) implies that Eq. (5.5b) is identically
satisfied for any choice of d;; and e;;.
Equation (5.5¢) gives further non-trivial relations. We read from it
i i
fij = —5eij + 50 (5.8)

where we have used the relation (5.6). We see that f;; is symmetric. Lastly, d;; must also
be symmetric, in order for the last term on the Lh.s. of (5.5¢) to integrate to zero. Then
this term has the same structure as the one coming from the proper kinetic Lagrangian
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of the body (cf. Eq. (4.64)) and can be absorbed into renormalization of its parameters.
Thus, we can set d;; = 0. Finally, the last Eq. (5.5d) is identically satisfied, provided
the relations (5.6) and (5.8) hold.

Identifying
2
= . 5.9
f] (ﬁA)Q’YZ J ( )
according to Eq. (4.68) and using (5.7) we find
i (5A)?
ii = o \ V245 ij | 1

which matches with the last term in Eq. (4.56). We conclude that at the quadratic level
the linear response theory provides the most general SK functional, up to the next to
the leading order noise terms.

5.2.2 Quartic sector

We now turn to the quartic terms, postponing the discussion of cubic order for later.
Here we are interested in terms containing just ¢ and ¢, without any additional time
derivatives. The most general influence functional of this form reads:

= /ahf(ﬁf1 Aijn@'dd°¢ + Bijud @48 ¢ + BDijud @ ¢ ¢ + B2 Eijud'@ ¢ ¢") , (5.11)

where the coefficients A;j1;, D;ji are imaginary, and Bjjk, Fjji are real. They have the
obvious symmetry properties with respect to permutation of indices

Aijrt = Ak s Biget = Bijiy . Diget = Diajyy > Eigit = Eigry ,  (5.12)

where round brackets mean symmetrization. Application of the DKMS transformations

o (5.11) is simplified by the observation that with our restriction on the number of
derivatives it is sufficient to keep only the leading term in (5.3a) and the first two terms
n (5.3b). Working again order by order in /5 we get the conditions

5 [ didgn - By @i = [ dtByud'¥dd (5.13a)
3 37
Bt /dt( - iAijkl 5 — Bijr + ngkl)q ¥iq = /dt Dijud'@d" ¢ (5.13b)

i 3 . =g ~k -] P R S
B /dt( - §Aijkl + ZBZ-W +iDjjn — Eijkl)Q ¢3¢ = /dt Eund'@dq , (5.13c)

1 7 1 7 EP N
B3 /dt(mAijkl + ng‘jkl - ZDz‘jkl - 2Eijkl>qzq 7°¢ =0. (5.13d)

'We do not use Ciji for the coeflicients to avoid confusion with the structure constants.
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The first equation implies,
Bijk = 1Aijkl (5.14)

so that Bjjy; is totally symmetric. This replicates the structure of the next to the leading
order noise contributions (4.49) in the linear response case with the identification,?

43 4
Ajjrl = 5 Mgkt » Bijri = —gHijht - (5.15)

Next Eq. (5.13b) does not bring new conditions, whereas Eq. (5.13c¢) implies
1 1
Eiji = 5 Digry + gAigt - (5.16)

Note symmetrization over last three indices on the r.h.s. The last Eq. (5.13d) is then
satisfied identically.

It is straightforward to verify that the coeflicients of the quartic terms in the linear-
response functional (4.56), (4.68) obey the condition (5.16), but do not present the
most general solution to it. Indeed, the tensors ps;jki, fi2ijr are totally symmetric,
whereas (5.16) contains an arbitrary tensor Djji; possessing smaller symmetry (5.12).
We conclude that the linear response case provides a restricted solution to the general
DKMS conditions.

5.2.3 Cubic sector

Let us come back to the cubic terms. We don’t have any such terms in the linear response
theory for Abelian G, so one may wonder if they are allowed by the DKMS symmetry
at all. We are going to see that the answer is affirmative.

Proceeding as before, we start by writing the most general local functional of cubic
order in § and q. We restrict to terms having at most one more additional derivative.
We have:

7® = /dt(ﬁ_lgijk@i@j(ik + hijud @0 + Lipd @0

+ Bmikd @ ¢ + Brid' @ §° + Boird' @ 7).

(5.17)

Any other cubic term can be reduced to one of this set using integration by parts. The
coefficients h;;, and n;j; are imaginary and the rest are real. The first four tensors
possess permutation symmetries,

Gijk = 9Gjk) > higk = hape s ligk = lape s Mgk = MiGr) » (5.18)
whereas all components of n;j;x, 0;x are a priori independent.

The restriction to one-derivative level allows us to keep only the first term in the
DKMS transformation (5.3a) and two first terms in (5.3b). We obtain the following

2Recall that we are working here with Abelian symmetry, so the structure constants vanish.
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conditions:
[/ 36 s o e o
B /dt (29ijk — hijk) Qéq - lijkq’qjq"’} = /dt(hijkqlq]qk + kg @by
(5.19a)
[ 3 . PO . . AL AT
ChE /dt ( = 4 Jiik — higi, + mijk)‘]lq]qk + (—iligj + ilijr + nijk)qijqk]
= /dt (mind' @7 +nipd' @'7") | (5.19b)
2. d i lhl. Lo Naigigh ll,. iy L DR vy
B . t 891jk+4 Z]k+2m2]k q¢q+ 2( ijk jkl)+2<nlk_] Njik nk2j> Oijk 14 94
= /dt oikd' 74" , (5.19¢)
B3 | dt ik = Tn — Lo i =0 (5.194)
. 81]k 4zk] 2’ij‘ qqq =VU. .
The first equation implies
34
hijk = Zgijk N lz’jk =0. (520)

Then Eq. (5.19b) is automatically satisfied. Next, Eq. (5.19¢) leads to conditions:

)
Gijk = —8M(ijk) Oijk = Z(nikj — Njik — Mij) - (5.21)
Substituting the last relation into Eq. (5.19d) we obtain a further restriction

We see that the cubic terms are parameterized by two three-index tensors: an arbitrary
tensor m;;r and a tensor n;j; whose symmetrized part vanishes. Both these tensors
contribute into the classical response of the system: m;j;, directly, whereas n;;;, through
the tensor o;j; which multiplies a term linear in §.

Due to the condition (5.22), the n-part of the influence functional also vanishes for
a general (non necessarily ohmic) system with less than 3 degrees of freedom. On the
other hand, the m-part can be present already for a system with a single coordinate x
and corresponds to a contribution in the friction force quadratic in velocity v = #,

AF = (B/2)mv* . (5.23)

This contribution has the same sign for forward and backward motion and thus violates
parity x <> —x. Alternatively, it can be viewed as a velocity-dependent friction coeffi-
cient, v — v — (8/2)mv. As already noted, such force contribution does not arise within
the linear response approximation. In the language of chapter (4) it should come from
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the three- and higher-point correlators of the bath operators O(x). An example of a
system that can give rise to such force is shown in Fig. 5.1. It represents an asymmetric
particle moving along a wall in a viscous fluid or gas. The particle is confined to the wall
by an external potential. Assuming that the fluid obeys the sticky boundary conditions,
the friction is stronger when the particle is closer to the wall. When the particle moves
left (Fig. 5.1, left panel) the fluid exerts, along with the friction force in the x direction,
also a force F, in the upward direction. This pushes the particle’s away from the wall
thereby reducing the friction. Conversely, when the particle moves right (Fig. 5.1, right
panel), fluid pushes it closer to the wall and the friction coefficient increases.

VAANAAN

yl yﬂ o

FIGURE 5.1: Asymmetric particle moving close to a wall in a viscous
fluid. Left: When particle moves to the left, it is pushed by the fluid away
from the wall, reducing friction. Right: When the particle moves to the
right, it is pushed towards the wall, increasing friction.

5.3 DKMS for non-Abelian groups

In the non-Abelian case the DKMS transformations of g+ are still given by Eqgs. (5.2).
However, the non-linear relations between ¢+ and ¢, ¢ lead to technical complications.
In general, these relations cannot be found in closed form. The best one can do is to
write them in the form of expansions in the quantum variable §. These are derived in
Appendix (A4). Here it is convenient to write the result in terms of the symmetric and
anti-symmetric combinations,

¢, + ¢~ =2¢" +ul, 0l "¢ +0(q") (5.24a)
¢ —q =2u5¢ + g(ug“u; OmOuls + ul'Opmul, Out)3°¢" ¢ + O(4°) (5.24b)
where all inverse Cartan coeflicients uz and their derivatives are evaluated at the classical
field g. We have to substitute these equations into (5.2) and re-expand the resulting

expressions. In this process we treat S8D;q as being of the same order as §¢; an extra time
derivative adds one more order.
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The leading-order DKMS transformations represent a simple covariantization of the
Abelian case:

') =q(-)+0&) & Dig'(t)=-Dig'(t') + O@d)|, . (5.25a)
iy sy B 53
¢"(t) =4+ 5D +0(@")],__ - (5.25D)
Next, we combine (5.2) with (5.24a) and using the identity
ufnalué - uéﬁlufn = quC’"mj . (5.26)
obtain through order O(4?):
. . 2
L . 7 Y . s N
70 =7+ Duii - Duict, @ pam - Tuand vo@h)|,_ . (G20

The first two and the last terms here are analogous to the Abelian transformation (5.3a),
whereas the third term represents a non-Abelian correction. For later use we also give
the transformation of the covariant derivative:

_ & B 3
Dt/k()—_Dtk_?ﬁqk"‘Tﬁ

LB

i y g
Chid' D + ZﬁC’Zj §'ODvq’ + ZBC nC" @' D Dy
2 52
87& Dt + gc th 8tthJ + O

|t’——t

(5.28)

In the last iteration we combine (5.2) with (5.24b) and use (5.27) to obtain the trans-
formation of § through cubic order. The computation is rather tedious and is described
in Appendix A4. Here we present the result:

, : , 2
q 2 7 .. .
—5 + Zﬁckzj 7'¢ — ﬁck- ZC '@ Diq' — 57 "+ Z Ck q' D¢’

5 oD *k—@ck Did 0Dy +0(q5)’

+3 Ck 2C" ¢ D Diq — o

(5.29)

We now have all required ingredients for imposing the DKMS symmetry on the influence
functional. Unlike the Abelian case, the DKMS transformations now mix terms of
different orders in the number of fields. However, they still preserve the separation into
even and odd terms (even or odd powers of § = [30;q), so it is convenient to split the
analysis accordingly.
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Even orders

We write the general expression:

+ lzgkq q q + 5nzﬂcq qJth + /B Ozgkq thjatth (530)

+ B Aij@'@ 45" + Bijud' @’ 4" Did + BDijid' ¢ Diq" Dy’

+ B2Eijud' Did’ D" Did),
where we have already used the leading-order fluctuation-dissipation theorem in express-
ing the first two coeflicients through the dissipative tensor. In going to the next order,
we need to use the full DKMS transformations (5.28), (5.29) only in the first two terms:
the rest of the terms are already subleading, and thus it is sufficient to transform them

using the leading-order version (5.25). As in the Abelian case, we derive the constraints
order by order in 5. Omitting the details of the calculation we obtain:

Order :
1
lije = =¥emC > Bigkt = iAijht + 3YamC 3 Clhyr - (5.31)

We observe that these relations coincide with the linear-response result (4.49) once we
identify Aijk:l = (4i/3)ﬂijkl-

Order 3! does not lead to any constraints.

Order 32:
i 1
fij = 5%~ i (5.32a)
1T 1 1
Oijk = _E’)’inc jk — Z’anc 'YlmC + 4<nikj — Njik — nkij) , (5.32b)
i i 1
Eijkl = §Di(jkl) + gAijkl — E’yn(j n l)z (5.32C)

Order 3% produces the condition (5.22).

One can verify that the coefficients in the linear-response expressions (4.56), (4.68)
satisfy all above constraints. They do not, however, provide the general solution. The
latter is parameterized by the symmetric tensors ~;; and A;jz;, the tensor D, with
the symmetry Djjr = D(;jy(r1), and the tensor n;j; without any symmetry, but which
vanishes upon complete symmetrization. Yet more free parameters appear in the odd
sector.
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Odd orders

Here the general expression has the form,

Todd = /dt(Cz‘jﬁiéj + Bdij§ 0D + B gijrd' @ GF + hijd' @ Ded" + Bmijrd' D1’ Did®) .
(5.33)

Since we neglect terms O(¢%), it is sufficient to consider only the leading-order DKMS

transformations (5.25). Then at different orders in 5 we obtain the conditions:

Order (:
3i
cij =0, hiyr= 4 Jiik (5.34)
Order 3! yields no conditions.
Order 3?:
dij = dgjy ,  Gijk = —8mijk) - (5.35)

We observe that these are the same relations as in the Abelian case, see the first equations
in (5.20), (5.21). As in that case, d;; can be absorbed into redefinition of the kinetic
Lagrangian of the body. Since the euations of motion contain a contribution quadratic
in the covariant velocities (cf. Eq. (4.65)), we need to simultaneously redefine the tensor
Myjk:

Mijk > Myjp = Myjk + d

n(GCMhi - (5.36)

Note that such redefinition is compatible with the DKMS conditions and does no affect
Gijk OF hijk.

5.4 Reduction for ohmic friction

The freedom present in the general influence functional is significantly reduced when
the classical response of the heat bath is strictly ohmic. This corresponds to setting all
subleading terms linear in ¢ to zero:

fij = oijk = Eijr = dij = mijr = 0. (5.37)

Due to Egs. (5.34), (5.35) the odd part of the SK functional then vanishes identically.
Whereas in the even sector all coefficients get expressed in terms of v;; and a four-tensor
Vijkl With the symmetries

Vijki = V(i) (kl) = V(kl)(ij) - (5.38)
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Let us work out these expressions. First, Eq. (5.32a) implies for vanishing f;; the
relation

i
€ij = g%’j : (5.39)

Second, Eq. (5.32b) for zero 0,5, can be written as

nikj + g’}/mcrzk = (njik — ryan"ik) + (nkij — w;mC’Zj) . (540)
The r.h.s. is symmetric in (j <> k), so the same holds for the tensor

N 1
Substituting this into the previous equation we have
2i n 2i

Rijh = ik + kg — ¥ Clik = 5 nC"y (5.42)

On the other hand, due to Eq. (5.22), n45; obeys the cyclic property, so
Nijk = —MNjki — Nkij - (5.43)

Combining these relations we obtain

- ] )
Mijk = —gwnc% - g’wmcwij ; (5.44)
and finally ‘
2
nijk = 3 (VinClk = YinClik = mnC"5) - (5.45)

This is precisely the form derived in the linear response theory, cf. Eq. (4.56). This term
is a firm prediction of the theory determined only by «;; and the structure constants.

For quartic terms, Eq. (5.32¢) with vanishing Lh.s. implies,

1

i n m
Dy + g'Yn(j emC 1) = _ZAijkl . (5.46)

Let us introduce

, 1
vigit = 3iDijtt = 7 (Vi Clem O™ + 1iClem Oy + 90i Clin s + 10iClnC75) - (5:47)

Clearly, this satisfies the first symmetry property in (5.38). At the same time we have

31
Vi(jkl) = _ZAijkl : (5.48)

Then using the derivation from the end of Sec. 5.2.2 we find that it also possesses the
second symmetry in (5.38). Clearly, Djjxi, Aijr and hence Bjj are expressed through
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it, so it completely determines the quartic sector of the SK functional.

In the next chapter, we show that the generalization of the bulk model of chapter 3
provides the influence functional with a general v;j; with the properties (5.38). This
proves that there are no further restrictions imposed by Ohmic friction.
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Chapter 6

The Bulk Model: The
Shwinger-Keldysh Approach

In this chapter, we come back to bulk model. This time, we relax the assumption of the
purely outgoing solution to address the corrections and noise and quantum correction via
the bulk model. Using the Schwinger-Keldtsh technique, we integrate out the bath and
show that the obtained influence functional matches with the prediction of the dynamical
KMS symmetry of the previous chapter for the strictly Ohmic dissipation.

Let’s recall the classical bulk model which is restricted to the motion on coset with
time-reversal symmetry; it is the action functional of a nonlinear sigma model without
the gyroscopic term term.

Stz 01 = 5 [ (D 0D,

2".‘ . )
Pl Dy (1D (2 DD (2, DA (2. 1) ).

(6.1)

+

where a higher order term has been added as based on the symmetry argument, we
can have it in the Lagrangian. The energy scale M has been introduced to make the
coupling constant #;;;; dimensionless. Adding this term at the classical level does not
change the form of the Ohmic dissipative force as it vanishes onsell. The higher order
term, however, can be important in addressing the noise and quantum corrections.

We consider the bulk at temperature T = + with fixed values of the fields at the
boundary x.i|.—0 = ¢+. With this, the influence functional of the system at z = 0 reads

Torad = [ gy [ st (6
X (2=0)=qx X (2,t:)=x ()

Note the boundary conditions on x’s at z = 0: this is where the dependence on the
system’s coordinates ¢ comes in. Since the density matrix for non-linear sigma model
can also be recast in the form of the (Euclidean) path integral, the computation of Z
reduces to evaluating two path integrals. Having obtained experience with dynamical
KMS symmetry we will organize the computation as a perturbation series in derivatives
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and (suitably defined) quantum variables. We will not be able to integrate anything
exactly, but we can make progress with saddle point approximation.

6.1 geometric formulation

Let’s start with the leading order operators and ignore the 7;;,; at the leading order.
We will come back to this higher order term at the final section. In this case, we can get
help from the geometrical structure of the nonlinear sigma model to obtain the influence
functional. Let’s start start with a few definitions. Firstly, we introduce the metric in
the target space

9i5(0¢) = 2 (0 5 (x) - (6.3)

Secondly, we define a new field x'(z,t;s) = st) that interpolates between y_ and x4+
along the geodesic

d’xi(z,t; s ; ‘
6582) jk[X] XJ(Z,t; S)Xk(Z,t;S) =0 ,
X' (2t £1) = X'y (2, 1) (6.4)

with I" being Christoffel symbols compatible with the metric g. The classical and quan-
tum fields are defined via

®'(z,t) = X'(2,t;5 = 0) = classical field , (6.5a)
: dx'(z,t;
&(z,t) = X(s”s) = quantum field . (6.5b)
s
s=0

For convenience we denote the classical and quantum fields at the boundary by

E(z=0,t) =C(t), D(z=0,1t) = '(t). (6.6)

Note that the definition of the classical and quantum fields in (6.6) is different from the
one in (4.42). The two definitions can be related perturbatively as it is shown in the
appendix A6,

. . uZ:, q i . R
(0 =70+ Vs Lt a0 + 0 () (6.7a)
i ) LG j 1 i ‘ Gl1gl2 g i
p(e)C" =4q'+ <_125(11jsljzls) + 60(11]'51]213)) qlququ3 * O(q4) ’ (6.7b)

In this equation the tensor S defined through
Slillg = /71 " (CYSZ’ll’ySlQ + C’rslllgrySll) : (68)

Note that, to the leading order in quantum field, the two definitions of classical field coin-
cide while the two definitions of quantum field are related to each other by ¢* = Q% ()¢ ¥,
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Finally the condition on x+ to coincide at ¢ = t; translates into the requirement

=0. 6.9

— (6.9)

Fields alone are not enough, we also need their derivatives. Geometrically, one should

think of ®%’s as new coordinates on the target space manifold, and £%’s as (components
of) vector fields. Then the usual definition for covariant derivative gives:

.0

Vie! = 55 &+ T (@)¢" (6.10)

In this equation, the Christoffel symbol F;k(é) defined through

il
i g"(®
@) = 0 (0,00 (@) + D10, (@) + D191y (0) (6.11)
where 0, stands for 8%2)&. Finally, we will need the Riemann tensor, and we define it in
the usual way:

Ry (®) = 05 (®) + T ()T5,(®) — (k — 1) (6.12)

In the limit £ < ®°, the action functionals S [x+] can be written as the functionals of
®%(z,t) and £%(z,t) perturbatively. Taylor expanding the S[x4+] around the background
functional S[x(z,t;s = 0)], we have

STx+] = S[x(z,t;s = 0)]
1 d? 1 &3

LSzt 900+ s (ST 3 )] et 2 - (ST 8)]) o + e

:l: -
ds 2! ds? 31 ds3
(6.13)

This results in series expansion of the Schwinger-Keldysh action functional of the form

S[X—i—] _S[X—] :S(l)[@’§]+5(3)[@7£]+-.. ) (6'14)
with
SU[0,6) = 25 STz t5) om0 = [ 25(@)V,8' (2,040 (6.150)
3
SO, 6] = 25 (St oco

= ;/t Vi Rijrt(®) €(2,1) €8(2,4)€™(2,1)0,8(2,1)0"® (2,1)  (6.15b)

+ g/tzRijkl((I)) gj(z,t) fk(Z,t)au@i(z,t)vf‘ﬁl(z,t)) ’
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where we have used the definition (6.5), the geodesic equation in the target space (6.4),
and the definition of the Riemann tensor (6.12). To perform the computation of the path
integral (6.39), we first need to calculate the thermal density matrix p. This is done in
the next section where we calculate the high temperature thermal density matrix. The
thermal density matrix mixes the forward in time and backward in time waves through
imposing boundary conditions at t = t;. The contribution from the thermal density
matrix would add another perturbative series (6.14), resulting in an effective action
Seyf. Let’s obtain this effective action.

6.2 The Density Matrix At High Temperature

The thermal density matrix of the bulk model bath at temperature T = = can be

obtained through the following Euclidean path integral

==

X(=r=B/D=x2(2) Subxen)
paba(2)xa()] = [ [Dx] ¢S, (6.16)
x(z,7==B/2)=x1(2)

where Sg[x(z,7)] is the Euclidean action of the bath and 7 is the imaginary time. The
Euclidean action of the bulk model reads

1 rB/2 00 . A
Sg = 2/5/2 dT/O dz gij(X(z’T))O;SE)XZ(%T)aéLE)X](ZaT) (6.17)

where g;;(x(2,7)) is a metric defined over the field manifold and 8,SE) is the Euclidean
partial derivative

Using the covariant field method, one can expand the field x*(z, 7) around a background
Xi(z,7). We choose the background to be xi(z,7) = ®%(2,t;) where t; stands for the
initial time, and ®°(z,t) the same classical field which is defined in (6.5a). Thus the
chosen background is independent of 7. To avoid clutter, we show ®(z,t;) simply by
®%(2) in this section. We note the path integral (6.16) has a single variable and we
use the freedom in choosing it to be the deviation from the classical field ®(z). To
implement the covariant background method, the field x?(z,7) is promoted into a new
field x*(z,7;s) with x%(2,7;5 = 0) = ®(2) and x*(z,7;8 = 1) = x*(2,7). In addition,
the promoted field x(z,7;s) is demanded to satisfy the geodesic equation along the
parameter s,

d2Xi(Z,T;S) LT de(Z,T;S) dxk(zn'; s)
ds? ik ds ds

=0 (6.18)

53


http://www.mcmaster.ca/
http://www.biology.mcmaster.ca/
http://www.biology.mcmaster.ca/

Doctor of Philosophy— Afshin BESHARAT; McMaster University— Department of
Physics & Astronomy

with the Christoffel symbol is defined with respect to the metric g;;(x(z, 75 5)). Expand-

ing the field x7(z,7;s) around the background field ®¢(z) gives the Euclidean action

functional in terms of series of functionals of the background field ®(z) and the tan-

%S’T;S) = ¢(2,7). The series can be written formally
s=0

gential to the geodesics
as

Sel(z7)) = S5 bxel2)] + (5Se0d 2. 7:5))) +1(jSQSE[xJ<z,T;s>]> o

ds s=0 2! 5=0
6.19)
S SRAC) S T (6.20)

The first functional in the series reads
+8/2 )
SO — / dT/ dz gij( O(E)@( YOl B (2)
E 872 j (E)

_5 / dz i (®(2)) 0.8 (2)0. 97 (2) (6.21)

which is independent of ¢i(z,7). Using the definition of the covariant derivatives and
the geodesic equation along the s direction, the next to the leading order functional in
the series expansion reads

/ drdzgij (®(2)) 0,9 (2)V.& (2, 7). (6.22)

Similarly the functional Sg) can be calculated as follows
S(E?) /deZ gl Z T) ELE)g'L(Zy 7—) + lekléj('%T)fk(z,T)azq)l(z,q')az(bl(z’ 7_)]
(6.23)

where R;jj is the Riemann curvature tensor defined with respect to the metric g;; (®(2)).
If we change the integration variable in the path integral definition of the thermal density
matrix (6.17) from x*(z,7) to £(z,7), then the thermal density matrix of the nonlinear
sigma model up to quadratic order in £(z, 7) reads

ps (a2 =exp (=5 [ degy(@@)0.d@a00)) (020
z,8/2)=¢&2(z

[T s (6.25)
&(2,—B/2)=61(2)
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We need to write x1(z) and ya(2) in terms of & (2), £2(z) and ®%(2). To do so, we need
to write the covariant expansion of xi(z) and x2(z) around the background field ®(z) :

Xi(2) = @(2) + £(2) — G TR(@E ()N () + (6.26)
Xh(2) = (2) + () — S T(@E () +- - (6:27)

One can use the saddle point approximation to calculate the thermal density matrix
of the nonlinear sigma model. Variation of the (6.24) with respect to {(z,7) (see the
appendix A5 for the details) results in

83@(7:, 7) = =V.0.9(2) — Vggj(z, T)+ i (@(z))Ribkl(<I>(z))§k(z, T)@Zq)i(z)@@l(z)

B | (6.284)
(2,1 =—p/2) = &(2) (6.28b)
&' (z,m = +8/2) = &(2) (6.28¢)

We can solve this nonlinear differential equation perturbatively. The perturbative factor
is the gradient expansion along the z direction. With this criteria, the leading order
solution satisfies a linear differential equation

92¢l,(2,7) =0 (6.29)
€y (2,7 = —B/2) = €}(2) (6.30)
oy (27 = +8/2) = &(2) (6.31)
with the following solution
Gl (=) = (64) — 1) 5 + (”"f“) (6.32)
We are interested in the case where & (2) = —&4(2) = —&(z,t;) (in this section, we use

&(z,t;) and &(z) interchangeably) which results in

_ 277-

57(/0) (27 T) = /8

The correction to this solution, 5%1)(2, T), satisfies the following differential equation

£'(2) (6.33)

3%{1)(2,7) = —Vzaz@j(z) - Vgggo)(zﬂ') + gjb(Cb)Ribkl (@(2))5?0)(@T)azq)i(z)azél(z)
(6.34)

&y (2, £6/2) = 0. (6.35)
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The solution to the correction reads

Qe == (= 5 ) voaie s g (# - ) v

2 36 4
1 2 . .
38 <T3 a Tf) 9" Ripi€"(2)0. 9" (2)0. 9! (2) (6.36)

Inserting this into the equation for the path integral definition of the density matrix
(6.24), we obtain the following expression for the high temperature thermal density
matrix,

p = epl®ti)&(zt)] (6.37)
where the exponent reads
) 2 3 .
—— [Tz (v )+ @7 - (V.00 )
HEVEE) + LR (S 0.86))  (639)

Note that p and correspondingly S, are local in time and are evaluated at ¢t = ¢;. With
this, the influence functional (6.2) reads,

exp (iZ [, (]) = / (4" (2, t3)| A7 (2,13)] [d®(2,1)] [d€’(2,1)] exp (iSers),  (6.39)
where the effective action is
Sepp = Sp[®(2, 1), € (2, 1)) + SD[®(2, 1), (2, 1)) + SO[®(2,),E(2, 1) + ... . (6.40)

Note that the perturbation series in terms of £ mixes the expansion in terms of 5D:q ~ §.
Therefore, we need to be cautious in including the right order of expansion in terms of £ to
be consistent with the power counting fixed by (4.43). For instance, in the next section,
we will see that the functional (6.21) and the first term in (6.23) generate corrections to
the influence functional which are of the same order. In the expansion (6.40), we have
ignored those terms which produce corrections of order (3D;q)° ~ ¢°.

In the next section, we calculate the leading order (or Gaussian) influence functional
by including (6.21), the first term in (6.23), and (6.15a) in the expansion of the effective
action (6.40).

6.3 The Leading Order Influence Functional

The leading order influence functional Z in (6.39) corresponds with the following leading
order effective action

Sélfe}zdmg) SE)leading) + S)(Cleadmg) (6.41)
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where

Sileading) — 4 / ioo 9i; (® (2,)) (gachi (2,t;) 0,97 (2,t;) + Zgi (z,t;) & (z,ti)> ,

S)((leading) =42 [ V,bi(z, )" (2,1) .
t,z

(6.42)

In calculating Zjy, we will use the saddle point approximation. At the saddle point
approximation we have,

Tolp(t), C(8)] = S [B(2, 1), (2, 1)), (6.43)

where ®(z,t) and £(z,t) are the saddle point solutions of the path integral (6.39), with
the leading order approximation Scf; ~ Sélfe}ldmg). It is not trivial that the left hand
side of equation (6.43) is localized in time as the right hand side of the equation has
functionality of both ¢t and 2. We will see that it is indeed the case because of the high
temperature approximation which is used to obtain the influence functional.

The saddle point of the path integral can be obtained by variation with respect to the
classical field ® and the quantum field £&. This leads to two coupled differential equations,
and two initial conditions at ¢ = ¢; which will be solved alongside the boundary conditions
(6.6) at z = 0. Variation of Sélfe}ldmg ) with respect to the quantum field &; results in the
following constraint of the saddle point solution at the initial time ¢ = ¢;

2
B

and the following saddle point equation of motion for the classical field

& (2, t) — i0 D (2,4) = 0 = i;g’ (2,t) = 0,0 (2,1:) | (6.44)

V0t (2,1) = —97®!(2,1)d(2) = 8,®'(2,)d(2) . (6.45)

Variation of Sélfe}l 4ng) with respect to the classical field ®' and using (6.44),(6.45) results
in another boundary condition of the saddle point solution at t = ¢,

2i

B

and the saddle point equation of motion for the quantum field £¢(z,t) of the form

Vil (z,t) = gu (Ffj[“)z@i (2,t) 0,97 (2,1;) + 920 (z,ti)) =V.0.0 (2,t;) , (6.46)

~V, V G + Rji ()67 9,801 % = —5(2) V.4 . (6.47)

As an illustrative example, we obtain the leading order influence functional of the har-
monic bath perturbatively. Although the case of the harmonic bath is exactly solvable
[Kamenev ], we develop a perurbative method which is applicable to the case of
nonlinear bath. Then, we will obtain the saddle point solution for the nonlinear bath
using the developed techniques.
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6.3.1 Harmonic bath

For g;; = 0;; the equations of motion are just wave equations

9%¢ =0, 9°d'=0, (6.48)

with initial conditions i
1% .= _Eatcpi L (6.49a)
@gt:_gfwt, (6.49b)

where we have dropped the delta functions since the boundary values of the fields at
z = 0 are already fixed by (6.6). Note that the initial conditions (6.49) are asymmetrical
in classical and quantum fields. Most naturally they are interpreted as Cauchy data for
¢ in terms of @, which is left unspecified. Due to this freedom the solution will contain
an arbitrary outgoing ® wave - classical response of the system.

The situation calls for light-cone coordinates
u=z—t wv=z+t, (6.50)
in terms of which the equations (6.48) are simply
0y0y€ = 3,0,P =0 (6.51)
The general solution is a superposition of incoming and outgoing waves

¢ = (I)zn(v) + (I)Zout<u) ’ 5 = ffn(v) + gtl)ut(u) . (652)

The boundary condition (6.9) implies that £ (u) = 0. In other words, quantum field
satisfies the equation

D, =0, (6.53)
which means that the quantum field a is purely outgoing field. With this, (6.49b) reads

0,& = —%83@" (6.54)

t;

Integrating both sides of this equation along the z directions, and using the fact that
the fields at z — oo vanishes, we have,

. i 4
=509 . 6.55
¢ ti 2 t; ( )
Combining this with (6.49a), results in
, 2%
0, Py, = Egzlti , (6.56a)
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0,0, = 0. (6.56b)
Equation (6.56a) implies that the classical field satisfies the following equation
i 2t
0y ®'(v) = Ef (v). (6.57)
. . . s (leading) .
Let us plug these solutions back into the action. It’s easy to see that S, gives
zero on-shell. For the Sy (leading) , integrating by parts and using equations of motion, we
get,
2 / 000 =2y [ 940,00 = —2iy [ 89|+ 2iy / 0,di¢!
z>0,t t,2>0 z>0 = t z=0
(6.58)
Using (6.49a), for the first term we have
. 4 o
oy [ g =2 / gigi (6.59)
2>0 t=ti B S0 7 =t
.= ¢ and then on-shell
z=
§(z,ti) :€<Z+ti) = C(Z—l—ti). (6.60)
Going back to (6.59) we get
4 L 4 4 . .
Tl =T [ codw== T T cmem (o
g —t; B Ji=
For the second term we need the expression for the 0,9 on the boundary
4 4
0, = (20, — 0y)® =— —Op=—(—¢ 6.62
B = 00-0) = —ap=20-¢, (6.62)

where in the second step we have used (6.57). Plugging everything in we obtain the
influence functional

iTolp, C] =—f7 Jeweiw -2y [¢oc (6.63)

Since at leading order in quantum variables ( = ¢ and ¢ = ¢, the equation (6.63) is
precisely the influence functional predicted by linear response theory and the DKMS for
Abelian groups. In the next subsection, we will see that the Gaussian influence functional
of a general non-Abelian group is the covarintized version of (6.63) for a general metric.
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6.3.2 Non-harmonic bath

In u — v coordinates the equations of motion for a general metric are'

Vu0p®(2,t) = V,0,8"(2,t) = 0, (6.64a)
(VoViu + VuVe)&(2, 1) + Rijri (0,9 (2,1)0, 0% (2, 1) + 0,0 (2, )0, 8" (2,)) & (2,t) = 0,
(6.64b)
with initial conditions ]
£z, t;) = —gﬁt@(z,ti) , (6.65a)
Vil = _B9.0.0 (6.65b)
t 4 — 2 zUz t .

Note that the first condition is the same as in the harmonic bath. To find the solution, we
rewrite (6.64b) in an equivalent form. Using the commutator of the covariant derivatives

(VuVy — VoVi)& = Rimap £€m0,9°0,®° (6.66)
and the symmetries of the Riemann tensor, equation (6.64b) is rephrased as
VoVl = Righm&™0,9°0,9" = 0. (6.67)

The suggested ansatz is the covariantized version of the flat metric solutions,

V£ =0, (6.68a)

92
D, = ¢t 6.68b
55 ( )

It’s pretty straightforward to show that the suggested ansatz indeed solves the equations
of motion (6.64), if we use the (6.67) instead of (6.64b), and the antisymmetricity of the
Riemann tensor with respect to its last two indices. Using (6.68a), the equation (6.65b)
is rewritten as

V.E = —@vzazcbi , (6.69)
t; 2 t;
which results in the fact that the following is a constant with respect to z
& + %@@i )2 = const(z), (6.70)
t; ti

where the constant turns out to be zero because of the fields vanish at 2 — oo. This
implies that following identity which we had in the case of the harmonic bath with flat

metric 5
1 .
0,P°

( s
5 2 ti

_|_
t;

—0. (6.71)

'We are using the (anti)symmetries of the Riemann tensor in some of the upcoming equations.

60


http://www.mcmaster.ca/
http://www.biology.mcmaster.ca/
http://www.biology.mcmaster.ca/

Doctor of Philosophy— Afshin BESHARAT; McMaster University— Department of
Physics & Astronomy

Combining this with (6.65a) results in the following condition at ¢ = ¢;

0,0y, =0, (6.72)

8U(bz‘ti - E ! t~,

which shows the compatiblity of the suggested ansatz (6.68) with the boundary condi-
tions (6.65).

Having obtained the solutions let us compute the influence functional. As for the flat
case the density matrix part does not contribute and we still have

T (6.73)

= -2 /(gijatq)igj) |t:t¢ +2i /t(gijﬁz(l)ifj)

on-shell 2=0

The second term here is dealt with the same way as in flat case. The first term here is
a bit trickier. Using (6.65a) we get

4 o
2 / g (D)€ (6.74)
B2

According to (6.68a) the field & is parallel transported along w. This implies

gz’j(q’)§i§j’ it o o = gz’j(q))fifj‘ e (6.75)
== L
We apply this formula for v = z — t;, v = z + t; and v/ = —v. Then we have
9ij (®(2,1:))€ (2, )€ (2, 1) = gij (®(0, 2 + £:))€°(0, 2 + )€/ (0, 2 + ;)

= gij(p(z +1:))¢" (2 + )¢ (= + 1) (6.76)

where we used the boundary conditions at z = 0 in the second line. Plugging this into
(6.73) we finally obtain

Tl ¢ = =5 [ a0 OF (0 -2 [gye)en . ©17)

The result is the covariantized version of the harmonic bath influence functional (6.63)
for a general metric g;;(¢). The equation (6.77) is the most general influence functional
at the classical limit. Note that this result is valid even in the case that the dynamics is
not parameterized by a group manifold. In addressing the quantum corrections, however,
the group structure is important to classify the quantum corrections which we compute
in the next section.

6.4 The Quantum Correction To The Influence Functional

The quantum correction to the influence functional can be obtained by inserting the
leading order saddle point solution to the effective action Sc; which includes the next
to the leading order terms. Note that there is no need to obtain the saddle point solution
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from the full action Scsy as the error is of the higher order. With this, let’s calculate
the additional contribution in Ses[®(2,t),&(2,t)] in terms of the classical and quantum
fields, () and ((t). The correction is due to two kinds of terms, one from the expansion
of the density matrix and the other one from the expansion of the bulk action (6.15b).

Term I: The first correction comes from the next to the leading order terms in (6.38),

5Sp:i/oodz [—Bg(v 0Pz, ))2+§(Vz€j(z,ti))2
0 0 (6.78)
+ gR@'jklgj (Z, ti)€k<2, ti)azq)i(z, ti)(‘)z@l(z, ti) .

Using the leading order saddle point solution (6.68), we see that the last term in (6.78)
vanishes. The other terms combine to

5sp:z'§ /Ooodz (V.69 (2, 1)) Ez’g /Ooodz (Vo (z,1))2 . (6.79)

where we have used (6.68a) in the last step. Combined with the other term, (6.79) maps
to a term on the boundary.

Term II: The next correction to the influence functional comes from S®) in (6.15b).
Writing it in the u-v coordinate, using the equations (6.68), and then implementing the
symmetries of the Riemann curvature tensor, it results in the following expression

4

55, =3 | Run(® (2,21 <8u<1>i(z,t)vv§l(z,t)). (6.80)

To simplify this equation, we need to use an identity which is obtained by combining
(6.64b), the commutator (6.66), and (6.68b). This identity reads

VuViél = = Rjin& 0,9°¢" (6.81)

2i
B

and using it, the equation (6.80) is rewritten as

226// (VuVolr) Vol = ZB// (V&) (6.82)

where in the last step we have used the fact that the covariant derivative of a scalar is
the normal derivative. The integral over u can be done easily as follows

8025 2 S

= +§ /v:ti (V&) o = (Vul)],, ] - (6.83)
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Combining this with (6.79), and using (6.68a) and the boundary condition at z = 0, we
obtain the next to leading order correction to the influence functional of the nonlinear
bath model,

] B =ty . .

Txrolelt) Ct) =~ [ dt (@) ViC' (Vi (). (6:34)
This expression, alongside (6.77) must be compared with the form (5.30) predicted by
the DKMS method. We see the difference arising from the different definitions of the
classical and quantum fields in this chapter and in chapter 5. In the next section, we
prove that upon the field redefinition the influence functional of the bulk model takes

the form which is predicted by the DKMS symmetry in the strictly Ohmic regime.

6.5 Matching With DKMS Method

As we showed, the influence functional of the bulk model up to the next to the leading
correction reads

]

o(t),¢(t)]
N _2 /tgij () ()¢ (t) — Qi/tgij(sﬁ(t))ﬂt)C(t) Ny

3 Ji=t,

dtgij(p) Vil (£) Vil ().
(6.85)

To map this form of the influence functional to the one in (5.30), we need to relate
the two definitions of classical and quantum using the equations in (6.7). The technical
details are derived in the appendix A6. In what follows, we use a notation

("= Q)¢ (6.86)
for convenience.

Using the relations (6.7b), the first term in (6.85) reads

4 [tr .y
3 gij(0)C'¢?
4 [tr L 2 [l ; tr
=5 | wd 0P ~ 55 [ v Cishd dtdtdt - [ To@), 687
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where the tensor S;k is defined in (6.8). Using (6.7b) and (A.53a), the next term in the
influence functional (6.85) is rearranged as follows

21 [ gt 00

7 / Yii D@ @ — i / Yitta Clyyr, 014" 420" (6.88)

z z

& Al A
3 / |: 71 I8 lzlg)Ck] + f)/zk:c (Z1Si72l3) + ’}’z( Cl2]C I3)k th l1 12 l3 + O ( )
(6.89)

Finally, using (A.53Db), the last term in the influence functional (6.85) can be rewritten
as

B [t ; .
3/ (9i5 (L) ViC' () V(I (1) (6.90)
B[t AP Aj i i i \ampy =k Aj
=3/ [%jatq %G + (YijCham + ¥imCir, + ik Ci) 4" D" 04’ (6.91)
+ % (Cli112 + Slillz) (Cl’ A + S A ) i thll il thl/ (6'92)

Comparing with the DKMS method, we read the couplings in (5.30) for the bulk model
as follows

2.
Allyisly = 3 Yi(la Clzksl3l4) (6.93a)
lotsty = =V023C0 0, (6.93b)
1
Bl1l2[3k = g |:'7i(l1512l3)c ik + 'szC (l1Sl2l3) + 71( Cl2]0]) :| (693C)
1
€ij = 37 (6.93d)
Mgk = 7 (YijCm + %imCjy, +7ikCim) (6.93¢)

3
Dy, = 24%3 |:(Clillz + Siu,) (01]'11/2 + Sj'lz;) + (Clill’z + Slill’Q) (Czjflb + 51]/112)] (6.93f)

fij = oijk = Eijrl = dij = myjp, = 0. (6.93g)
It is straightforward to show that (6.93) satisfies the DKMS constraints (5.31), (5.37),
(5.39), (5.45). As a result, the bulk model is categorized in the strictly Ohmic regime.
However, the Ohmic couplings are not the most general ones allowed by DKMS, since
all couplings are expressed in terms of the structure constant and dissipative coeflicients
7i;- To go beyond this limitation, we need to include the higher order terms in the bulk
model.
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6.6 The Higher Order Operators

Let’s restore the higher order operator in the action functional of the (6.1) and find its
correction to the influence functional. Adding it to the S-K action functional modifies it
by

yzgkl ; ;
SM [y, x| = / DX D' DyxE D¥L — Dy’ DY D, xE D¥XL . (6.94)

7

Note that the coupling has the following symmetry by construction
Vijkl = V(ij)(kl) = Vklij (6.95)

Using the covariant background method, the leading order contribution of this term to
the effective action (6.40) takes the following form:

(M) _ M M
3Se7 =680 + 5SM) (6.96)
where we have
M
5SM[® (2, 1), (2, 7)]
_ gkt / D.®' D*®I D,k D*!

Vzgk:Z 1 V2 FJd knzgl
/ 4D 'D*®' D, D" D*d (6.97a)

+ Vz\ff / (2D.¢'D*®/ D, o* D¢ + 2D DYl ¢ D. @ D*B')
T,Z

+l;:2l~32€/ ( fZD“ §]D ‘kazsfl—FD é-zD,u ng(E)kaV {)

47}1 m % i’ % i’ j v
SSUD[B(z, 1), (2, 1)] = —2dkt /t (€70,2(2)0,0" + 2%(@)9,€") D"6 D, D@

M2

(6.97b)
Inserting the saddle point solution in (6.97a), we can show that it vanishes up to O(¢°).
Therefore, only (6.97b) corrects the influence functional. For the general non-Abelian
group, it is rather involved to show that (6.97b) can correct the influence functional with
a local in time functional. We present the calculation for the case of Abelian group here,
referring interested readers to the case of general non-Abelian group to the appendix A7.
For the abelian case, the functional (6.97b) combined using the saddle point solution
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(6.53) and (6.57) in the u — v coordinate reads

=

_ Wijke igl j k
= S /u 0,(£'€)0,870,8

_ iWije igl j E
—ﬁM%L@@£m¢m®) (6.98)

5SMN(B(2,1),6(2,0)] = T [ 0,610,00 (,8%¢' +0,8'¢")

where in the second line, we have used the symmetries of the coupling, and then in
the last line, the equation of motion (6.48) is implemented in integration by parts.
Performing the integration along the v axis, we are left with

5%”@@@@@@L—i%“/W@ém@%@w (6-99)

- 6M2 t (2=0,t)

Using 9, = 0, — 0, and the boundary conditions at z = 0, and (6.57), then this equation
can be written in terms of the classical () and quantum (¢) fields at the boundary. Using
the fact that in the abelian case, the two definitions of the classical and quantum fields
coincide with each other to all orders,

C(t) = q(t), q(t) = (1),

then equation (6.99) corrects the influence functional as follows

Tulat.a0] =72 [ (IO OF 00 + 5T OF OO0 610

- SO 00T (00 0)). (6.101)

This implies that the higher order operator in the bulk model modifies the couplings
(6.93). Comparing (6.100) with (5.11), this modification reads

. i
10 Ak = Wy(ijkl) (6.102)
. 4 4
6B = yagaViiin = 3z gz k) (6.103)
. T
10 Dyjry = ~ g sk (6.104)

where in the second equation we have used the symmetries of the ;;1; as was determined
in (6.95). Obviously the mentioned DKMS constraints in the previous section still holds
(the structure constants are zero for the Abelian case). Note that the sequence of the
indices in (6.104) are different in the sides of the equation. With this, one can read the
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tensor ;1 from (5.47) as follows

31

Vijkl = Vel Vlijk - (6.105)

Without the detailed calculation, as it is presented in the A7, one can guess the
correction to the influence functional by covariantizing (6.100) by substituting 9;q° —
D;q". This completes our argument that the bulk model can generate the most general
high temperature influence functional in the Ohmic regime.
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Chapter 7

Summary and Outlook

In this thesis, we derived the effective action for dissipative dynamics in specific cases
and limits. After introducing some foundational concepts, we focused on the effective
action of classical Ohmic dissipative dynamics using a model termed as the bulk model.
This model generalizes the system-plus-reservoir models [Caldeira and Leggett ;
Unruh and Zurek ; Lamb |, where the environment is represented by a string
or a set of harmonic oscillators. The bulk model extends these ideas to cases of state-
dependent dissipation, where the dissipative coefficients depend on position. Beyond
the classical limit, we considered dissipative dynamics on a Lie group, assuming that
the dissipation is induced by a bath invariant under the same Lie group. Initially, we
derived the effective action for dissipative dynamics within the linear response regime.
Here, using the high-temperature expansion of the bath two-point functions, we con-
structed the local influence functional for dissipative dynamics with nonlinearly realized
symmetries. We then employed the dynamical KMS symmetry to obtain the most gen-
eral high-temperature local influence functional for dissipative dynamics on a Lie group.
The influence functional within the DKMS method generalizes the one obtained in the
linear response, containing a larger set of couplings which parameterize nonlinear dissi-
pation and non-Gaussian noise. Finally, we revisited the bulk model by going beyond
its classical limit. By applying the Schwinger-Keldysh formalism, we integrated out the
bath of the bulk model, resulting in a local influence functional at high temperatures.
We demonstrated that the result produces the most general high temperature influence
functional allowed by the DKMS symmetry for Ohmic dissipation.

One possible application of the developed formalism is the study of Brownian motion
with position dependent couplings of dissipation. In the case that the Brownian particle
has size [Ulbrich et al. ; Lau and Lubensky ; Han et al. ; Zhang et al.

|, the Langevin equation needs to be modified to accommodate for state dependent
diffusion. In such situations, the noise and higher order dissipation can be quantified
through measuring different correlators [Han et al. ].

In many interesting physical application, in contrast to this work, the symmetry is
not completely broken. In such cases, we need to enhance the theory to include the coset
construction [Akyuz et al. |. The immediate realization of such a construction is
the stochastic dynamics on a sphere or De Sitter space.
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One technical challenge in studying the low temperature dissipative processes is that
their influence functional is nonlocal in time, making it notoriously difficult to work with.
On the other hand, in obtaining the correlators from the bulk model, there is no need
to integrate out the bath, which means that its effective action remains local in time.
It would be interesting to see the advantages of using the bulk model in studying some
concrete examples at low temperature limit.

Another interesting direction can be generalization of the formalism to field theory
and (nonrelativistic) hydrodynamics and working out the connection with similar works

[Liu and Glorioso ; Michailidis et al. ; Akyuz et al. ; Cohen and Green ;
Cohen et al. ; Salcedo et al. ; Burgess et al. ; Lang et al. ; Zelle et al.

; Sieberer et al. ; Dalla Torre et al. ; Dalla Torre et al. ; Dalla Torre
et al. ].
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Appendix A

Supplements

A1l Elements of the group geometry

Here we summarize some auxiliary formulas following from the definition of the Cartan
form. First, we have the relations between linear variations of the group elements:

101G = ola+3d)C 6q'" = ué-(q)éqj +0(6¢%) , (A.1a)
991G el — olat6d")C 5q" = ué-(—q)éqj +0(5¢%) , (A.1b)

i.

% is the inverse of the Cartan coefficients,

where u

()Y, (q) = 6, . (A.2)

From these relations we derive the identities:

o o Y} : )
(qaq/kq) = —uj(q' © ) Y (d) (A.3a)
odeq' .

(&Jm) =u;(¢' © ) Y(d) - (A.3D)

Second, at the origin the Cartan form and its inverse reduce to unity,
Q5(0) = u(0) =6} . (A.4)

Besides, for our parameterization of the group element (4.2), their derivatives at the
origin are antisymmetric in the lower indices:

i
6uj

~O¢*

gk

1 i

q=0 q=0

To prove this last statement, we consider a one-parameter family of the group elements
g(s) = e%9C. Taking a small increment of the parameter and using e(s+@$)46 = ¢59G gds oG
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in combination with (A.1), we obtain
¢ = uj(sq)q’ . (A.6)
Differentiating this identity once again with respect to s yields,

8u§- o
aqu(sqm ¢ =0, (A.7)

which is true for any s. In particular, setting s = 0, we obtain that the contraction of
the matrix of derivatives of u; at the origin with any vector vanishes, implying that it
is antisymmetric. Then, the structure relation (4.3) implies the form (A.5).

To find higher derivatives of the Cartan form at the origin, we expand the group
element and its differential:

. 1 . . 1 ..
g=1+¢G; + 5(quGiGj + ngqjquiGij +.., (A.8a)
. 1 . . 1 ..
g l=1-4¢G;+ 5q@qﬂ(;i(;j - éqzq]quiGij +..., (A.8b)
; | 1 ..
dg = dq'G; + §dq’q3 (GIG] + G]Gz) + gdqijqk(GiGij + G]GZGk + G]GkGZ) + ...
(A.8¢)

Multiplying these Taylor series and commuting the generators we obtain for the invariant
differential:

. 1 . . 1 . .
g 'dg = dg'G; + §dq3quljkGi + édqﬂqkq@kn G+ (A.9)
whence we read out the expansion of the Cartan coefficients,
; T O S g Yy P

The first two terms give the value of the coefficients and their first derivatives at the
origin which we already found above, Eqgs. (A.4), (A.5), while the last term gives the
second derivatives,
9%
J
dqkoq!

1 ) n 7 m
= E(C inC'l; + C'nC;j) - (A.11)

q=0
To obtain the second derivatives of the inverse matrix, we twice differentiate the identity
(A.2) and use (A.4), (A.5), (A.11). This yields,

32u§
9qkdq

1

= E(Cikn T (o i) - (A.12)
q=0

71


http://www.mcmaster.ca/
http://www.biology.mcmaster.ca/
http://www.biology.mcmaster.ca/

Doctor of Philosophy— Afshin BESHARAT; McMaster University— Department of
Physics & Astronomy

Next, we derive the expansions of the covariant derivatives,

, . I T N

Diq'y = Diq" — Cljkq]thk +q" + icljncnkl q]qutql - icljkqjqk + O(Q3Dt) )
(A.13a)

D i 7D—1 Cz AjD—k_ii 101 cn AjAkD—l_lci ~j Ak OA3D

tq— = Dtq + O 5q" Deq Q+2 G CT T =5 k@ 4" +0(q°Dy) .
(A.13b)

To this end we write,

A d ) od o s N ) N S
(thi)Gi — o 1H+G L ga+G — e_qu—qu(ququ) = e—qG(th)JGjqu + Q}(g)dﬂ G; .

dt dt

(A.14)
Further, we use the results
g " N 1 k.
e 19G;e1% = G5 + §"[Gy, Gy] + §qkql[[Gj, Gil, Gl + ...
~ i 1 ~k Al A %

Qs N P

2j(q) = 65 + 5C wd (A.15b)

Collecting them together we obtain the first Eq. (A.13). The second one is obtained by
changing the sign of §.

In Sec. 5.3 we need the representation of g+ as Taylor series in §. To derive it, we
introduce a one-parameter curve ¢g; on the group manifold defined as

G = e1Gells | (A.16)
Clearly qs‘S: 41 = g+ By definition of the Cartan form, we have

d ; dq’
—4:G Z 00G — () E
¢ dse 1 (¢s) ds

On the other hand, Eq. (A.16) implies

G, (A.17)

d .
—qsG sG _ &
e g geq = ]G] (A18)

Comparison of these two expressions yields a differential equation

dg} i ~j
s = uj(qs)q’ (A.19)

which must be solved with the initial condition q3|5:0 = ¢. The solution can be written
in the integral form,

=7 +/ ds’ vl (qs)d - (A.20)
0
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One Taylor expands the integrand on the r.h.s. in (¢ — ¢) and evaluates it to a desired
order in s. Through order s® one obtains,

2
. . . .8 . .
¢ =q+s u;(j]—i—? u%@lu’(jkq —|— (8lu Al u +618ku3~ ubul )@ gm+O(st) , (A.21)

where the coefficient functions u; and their derivatives are taken at ¢g. Substituting
s = +1 yields gt. Clearly, the sum (difference) of g+ contains only even (odd) powers
of ¢. In this way we arrive at Eqs. (5.24) from the main text.

A2 Relation between thermal spectral densities

Suppressing the group indices to simplify notations, we have,

—BE —BEn

(O()01(t2)) = Y- = (0l O(t)O (1) In) = 3° “—— (] O(t2) [m) (] O (¢:) In)
o 5En
=305 ) (1] 0(0) m) m] O1(0) ) = [ dve™ g
(A.22)
with
ow)=2"1 Zé(w — En + Ey) e PEn | (n] O(0) |m) \2 , (A.23)

nm

where Z is the partition function. On the other hand,

—BEn

e , ,
(O1(12)0(0)) = 3 T e B0 ] O (0) ) (m] O(0) [n) = [ oo™~ ()
" (A.24)
with
o(w) =271 6(w— By + Ep)e B [ (m|O(0) |n) |7 . (A.25)
We now interchange the labels n and m in the last expression and obtain
ow)=2"" Z §(w = En + Ey) e 7P [ (n] O(0) [m) |?
(A.26)

=z 126 W = Ep + En) e P (n] O(0) [m) [P = P p(w) -

nm

A3 Leading Order Expansion
Substituting (4.38) into the influence functional (4.22) we obtain a sum of three terms,

7=7W +73 4 76 (A.27)
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The first two are computed in a straightforward manner,
i
70 = Zﬁ/dhdtz [00(g4+26¢+1) + 00(q-20q-1) — 00(q+20¢-1) — 00(q—29q41)] 0 (t1 —t2)
K
= i5 [ dtf200(0) = a0(a+ © ) — ovla- S.0.)] (A.28)

Y
I® = *g/dtld@ [00(g4+26¢+1) + 00(q—20q-1) — 00(q+20¢-1) — 00(q—29q41)] 8’ (t1 —12)

0 d
= §/dt@[00(q_|_ ©qy)+oo(qg-©q-r) —o0(qg+ ©q—1) —op(q— © q+,)] s

T do X , Oo . .
= 2/‘”[(&; (q@q+)u;-(Q+@q)>thi + (aqg(%@(J) U;'(q@fIJr))th]]

(A.29)

T d
+ E/dt @[00(% © qy) + oo(g- ©q—)]

t=t’

where we have defined
oo(q) = > Uip(@)0p.ap (A.30)

rab

and in obtaining the last expression we used Eq. (A.3a). We see that the interaction
with the bath has been encapsulated by a function function o((g) on the group manifold.
Using the time reversal invariance together with hermiticity of the spectral densities, one
can show that the function og(q) is real and even with respect to the reflection ¢ — —q.
The third term in (A.27) requires a bit more work. We write

0 = / dtydta [0(ta — t1)(00(g42 © q41) — 00(q—2 © q41))
+0(t1 — t2)(00(g-2 © q-1) — 00(g—2 © q41))]0'(t1 — t2)
= /dt1dt29(752*751)[UO(Q+2@Q+1)*UO(Q—2@C]H)*Uo(qfl@q72)+00(q71@Q+2)]5/(t1*752)

= —f/dt o7 [00(q+6¢47) — 00(q-©q4+) — 00(q—©q-) + 00(q— Eq+)] ey’

(A.31)

where in the first equality we interchanged the variables ¢ <> t2 in one of the terms, and
in the second equality used that for function f(x) vanishing at x = 0 the integral

[ dzo@)£@)3' @) = 51(0) (A.32)

is well defined. Evaluating the time derivatives with the help of Egs. (A.3) we finally
obtain,

TG = / dt[
)

- —/dt pr 00 q+@qu ) - UO(Q—'@qf)]

0o . i Oog
2(q-0q4) u uj(q+©q-) Diq + 61((1 Oq4) ui(q-©q4) Diq’

(A.33)

t=t
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As a result, we have
=120 4+ 1™ 1 16 :ig/dt[an(O) —00(q+ ©¢-) — 00(q- © ¢+)]

- */dt dio0(q- © q+) wj(q+ © q-) Digy — dioo(qy © q-) uj(q- © q4) Dig’ |

— _10q_ : A.34
+2 [t s loola-0a) + oufa0a )], (A34)
Using the following identity,
/dt@ 00(q-6q-1) + 0o(q—©q-)] o
dtf — _Oq_ = A.
/ 27 100(4-9¢-1) —00(g-©q-1)]| =0, (A.35)

the influence functional reads
K
T=ig / dt[200(0) — oo(gs © ¢_) — oold- © a4)]

m . . . .
- 5/‘“[82‘00@— © q4) u5(q+ © q-) Deqy — 0ioo(q+ © q-) uj(g— © q+) Deq’ |
(A.36)

A4 KMS transformation of ¢

In this Appendix we outline the derivation of Eq. (5.29). We work keeping terms up to
cubic power in § ~ SD:q. Each extra time derivative multiplied by § is considered as
adding one more order in this power counting. It is convenient to introduce a shorthand
notation,

Yins 8lamu ubu™ + 8lu§- Omul u™ (A.37)
From Egs. (5.2), (5.24) we have

2u() 7 + 3V, (4)4d"4"3"|,

3Yins = 2 (@) & + 3V @) 70

g7 Jns
B ﬂ

+ ?aﬂ (24" + uﬁnalu;. q"q’) — at, (2ul¢’) — at,( ') + 0(3°)

=t
(A.38)

where on the r.h.s. all the coefficient functions are evaluated at g. On the Lh.s. we can
set the argument of Y}, to coincide with ¢ since the corresponding term is already of

cubic order. On the other hand, the coefficient u; (¢') must be Taylor expanded using
Eq. (5.27). Substituting

N Y 7 .
7 =¥ + 2Dy
t 2

o (A.39)
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into (A.38) and simplifying the result with the identity (5.26), we arrive at

Ak ﬁck A]Am /BZ AjAnD —3 182116 2Cl~c RjD —-m 52 k AjD D i
p + 4 nsq q tqd — gq + Z ]mq t'dq - § ]nsq t'qd t'qd
Z/B Z/B k i
8 - ﬂcijﬂq]at'Dt/qu/:it )
(A.40)
where .
]ns = Qk (3 jns gYn - gYZJn + lesu;namu%> . (A41)

It remains to find the tensor Z]knS7 or rather its two symmetrized combinations Z(m)s,
ins) entering into (A.40). Their direct calculation is possible, but lengthy. It is conve-
nient to take a shortcut by observing that they must be constant on the group manifold
since they enter as coefficients of invariant quantities in the expansion of the invariant
variable p*. Thus, we can evaluate them at ¢ = 0. Using Eqs. (A.5), (A.12) we readily
obtain,
1 2
k _ ik m k _ 2k m
Z(jn)s - _3C (]mC n)s o Zj(ns) - 30 (nmC 8)j - (A42)

Substitution into (A.40) yields Eq. (5.29).

A5 variation of the density matrix
Saddle point solution of the path integral (6.25) is obtained by variation of
1 2
Sp 16z 7). 2(2)] + 53 [6(=. 7). 2(2)]

with respect to &(z, 7). Variation of S with respect to £(z,7) results in

55V (2),¢(2, 7)) = / 5 ((2)) 09 (2) V=08 (2. 7) (A.43)
_ /T V(g0 (387 (2, 7)) — g3y Va (0.1(2))8 (2,7) (A.43b)
- /T 90V (0:2"())0¢ (2, 7) (A.43c)

where in (A.43b) we have used metric compatibility of the covariant derivative. In the
first term of (A.43b), V. can be swapped with 0,. Therefore, the first term of (A.43b)
can be written as a boundary term (in the z direction) and vanishes. Variation of S(2)
with respect to £ field results in
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65®) = %/ 2V F6¢! (2, 1)V E iz, 7) + (Rijia + Ringn) 087 (2, 7)68 (2, 7) 0.9 (2,7)0, @' (2, 7).

)

(A.44)
The first term in (A.44) can be rearranged as follows

; [ 2viPsg )V PGz, m) (A45a)

_ / 082, T)0r () + V06 (2,7 V64(2,7) (A.45Db)

__ / 062, 026z ) + 0, ) V26 ) (A.45¢)

)

where in (A.45b) we have used the fact that the background is 7 independent and as
result V,; = 9;. In transition to (A.45¢) we have used integration by part and the fact
that the variation of ¢ vanishes at the boundaries (along both 7 and z axis). The second
term in (A.44) can be rewritten as follows

1 : )
5 (Rijkl + Rigji + Rijr + R + Riklj)5§J (z, T)ﬁk (2,7)0,D"(z, T)az@l(z, 7) (A.46a)
1 : .
=3 (2Ryji + Ritj) 08 (2, 7)€% (2, 7)0, 9% (2, 7)0,®' (2, 7) (A.46Db)
:/ Riji0& (2, 7)€" (2, 7)0,9% (2, 7)0,®' (2, 7) (A.46¢)

where in (A.46a) we have simply added a zero using the cyclic property of the Riemann
tensor. In (A.46b) we have used the antisymmetric properties of the Riemann tensor
and in (A.46¢), we have used the fact that contraction of an anti symmetric tensor with
a symmetric tensor gives zero,

Rﬂjkazqﬂ(z, T)8Z<I>l(z, 7)=0.

Adding up all the contributions, the saddle point differential equation for the path
integral (6.25) reads

8357(2, T) = =V,0,9(2) — Vzgj(z, T)+ g? (CIJ(z))Ribkl(fI)(z))g_k(z, T)aszi(z)aszl(z)

B A (A.47a)
(2,7 =—B/2) = &1(2) (A.47b)
& (2,7 =+B/2) = &(2) (A.47c)
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A6 The relation between the two definitions of the classical
and quantum fields

The influence functional is obtained in terms of geometrical quantities. We need to
rewrite the influence functional in terms of objects which are covariant with respect to
the symmetry group of the theory to match the results of DKMS. To do so, we need
to remember that ¢4 (¢) are the fundamental fields and one can define the classical and
quantum fields in different ways. As a result, the classical and quantum fields in one
definition can be obtained in terms of the classical and quantum fields in another defini-
tion perturbatively. The S-K classical and quantum fields in the covariant background
expansion method are defined through the following equations

g () +q(t) i (1)

LT _ i) - ST, (9 (060 +0 () (A.48a)

BT — ()4 5 (5,00 (0) - 305T(0) ) ¢ P06 (0 +0 (¢°)
(A.48b)

On the other hand, the S-K classical and quantum fields in the group covariant approach

in the previous chapter is defined through (look at the appendix)

COTEO _ g+ fut @0 @ 0F0 +0 () (Adow)
O < w@d ) + 5 (v @0, @0 0

P (@0 (@00,0,0 (D) )8 (OF (OF (0) + 0.
(A.49D)

These two sets of equations gives ' and ¢’ in terms of ¢ and ¢ perturbatively. The
zeroth order solution can be obtained by equating (A.48a) and (A.49a),

Ft) =) +0(¢). (A.50)

By equating (A.48b) with (A.49b) and inserting the zeroth order, we have the first order
solution as

¢'(t) = ub ()@ (¢). (A.51)

By equating (A.48a) with (A.49a) and using the zeroth and first order solutions we have
the second order solution as

Q) = 70) + 5 [Tl @ @uf2 (@) + i @D, (@)] 8 (072(1) +0 (2°)  (A52)
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The expression in the bracket can be rewritten in terms of the structure constants and
the v matrices which results in (6.7a). In the next order of this expansion, we can obtain
(6.7b). Other useful identities which we need to use to match the covariant background
influence functional with the DKMS method are

. . 1 . NN 1 . RN . R
QL ()™ = Dyq' + fﬁzﬁtqlf > + Zc;ksl]ilqulquthj +0(¢") (A.53a)

. 8 1, - X
(@) Vil = 0" + 5 (Ciyyy + S} 1,)C2 D!t + O(6?) (A.53b)

which can be proved with a similar procedure.

A7 higher order calculation
In what follows, we use the following notations for abbreviation:
& =" (d)¢"

and ~ ~ . ~
D" = 0,8" + C" €™ D, @'

With this, the higher order term (??) is rewritten rewrite as follows

Ak

5S(M)

¢t j k l
== /t DD /D, ek D e (A.54)

The leading order correction due to this term can be obtained by inserting the saddle
point solution in the previous approximation into this action functional. To do so, we
need to go to the u — v coordinates. Showing the Jacobian of transformation by J = %,
then in the u — v coordinates the action functional reads

AT A g P j
5PN = Ly / du / dv (DuE' D@ + D,E D7) -2 D,O* D,

The saddle point solution 9,®" = %fi can be rewritten in terms of the new quantum
field:

which results in
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55 8””“ J/ ( u51<2“')+Dv51D @J) Ducp’f.@)-él

_M 2i 5 Fi . 7 kgl
= <ﬁ) /wDus &.D,8" ¢

8Vijkl 5 (2 i f D . Dok
&L ( B> / 0,Ei - & Dy® - Dy (A.55)

in which we have used the definition of D,&? and the equation of motion:

Dvgi = avéz + Cjnan@mén = avgz + B C:nngmén = avgz

The term C! ™™ is zero because C  is anti-symmetric with respect to (m,n). Let’s

rearrange the second term in (A.55) as a boundary term and a bulk term. It turns out
that only the boundary term contributes in the influence functional:

G [ 0,6-€ D@D,
u,v
_ Ykl / 0, (€€") D,&/ D, @"
u,v

_ Vg o, (ginguq)jDu(I)k) _ ﬁzjkl/ ¢ D, ®9,D, dF

2 u,v

17 Ui o ) o~ .
=— /t du%’“é(glglpuqﬂpuqﬂf)|(Z:07t) — Dijke /u yglgﬁDuqﬂavDuqﬂf

ty Ui e X B o~ .
= dt%’d (£€'D,® D, ®F)| (—o.t) — ikt / ¢ D, 9,D,d" (A.56)
u,v

ti
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Now, we need to use the equation of motion to rewrite the second term in (A.56):
9y Dy ®F = 0, (kaaucbm)
= 0y®" 0,0 1,0, @™ + O 1,0,0,2™

= (25) pEP0,0F,,0,0™ + (?) QF 0y (umnﬁn) (A.57)

:(25") S0 ™ D,y B
21 ~ 21 -
+ (;) OF ™ 0, 6™ + (5) OF O™, 0, BPET
21 ~ ~ -
= (6) 0" 0n O " €7 Dy + D,EF + 8, 0,0 P D, BIE" |
2 n m ¢ & méen m ,n &
= (5) Wy 0™ (G Dy D+ Dy — O Du®™E" + OF 0™ " D, DI
2 & men n m n m c
= (ﬁ) DyEF = CF D™ E" + QF, (—u"0u™y + u” D™ ) Dy UEP |
20\ 1~ = - ~
= (6) | Duék = €, D, @™ + CF oD, 08P | (A.58)
where we have used the identity quaanm = —kaaanq and the definition of the
structure constant. Therefore, we have
ssM) — = Bty (2N gD & Dk &
x T T T2 E udvDy&" - & - 3
Wz -J - <3> /du§§ w®' D,
Stijht 5. <2Z> / dudvE €D, D, ¥
M? IS
8U;jke 2 i j Ak mgn
+ J<ﬁ> /dudvggD<1>cmnD<1>g
8Pij1 2 D, ®ICk agp
e J- (5) /dudvf{D@C pDu PIE (A.59)
20k (21 ty 2 21 . )
— ]\/;2 (5) ‘/tz dt (£'¢'D,®' D, ® )\(z:()’t). (A.60)
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using the identity D, = D; + D, and the equation of motion D,®(z,t) = %é(z, t), this
expression reads

& 1 t e .
sSM) = _ Wikt (22> / Tt (£€' D, @’ D, @%)| (=01

e \5)
_ 2w (20 Y i 1 2 ko 20k

- M2 (5) /tz at <€5 (D@’ + Béj)(Dt(I) * ﬁ§ )) (2=0,t)

2y (20 (Y

N M2 ( ﬂ > t; dt

[mf«o)ci’ O ()¢ (1) (ww + zgm'jwso)cf’ <t>) (Dtso%) + ?Qkk/mck’(t))]

(A.61)

where in the last line the boundary conditions at z = 0 are used. Therefore, this term
corrects the influence functional with

T = 28 [ e [ = L0 (@) (09 (@) (D (D)

+ 25 (2 (D 02 (D) (D1 (1) (1)
R ORI DD OV () ()
41
3

Inserting the leading order term from (6.7), we obtain the covariantized version of
(6.100).

+ nz-f<so>ci’<t>sz%f<w><”<t>ﬂjj,<w><ﬂ"<t>n’“k1<w><k’.<t>} (A.62)
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