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Lay Abstract 

Pain studies often use scales that are difficult to interpret. To make results more 

meaningful, researchers sometimes estimate the percentage of patients achieving 

important pain relief. This study tested four methods for estimating these percentages 

when combining results from multiple pain studies. 

Using computer simulations, we created thousands of hypothetical pain studies and 

meta-analyses. We then applied the four estimation methods and compared their results 

to the “true” simulated values, assessing accuracy, precision, and reliability across 

various scenarios. 

Overall, differences between methods were small. A method estimating results for each 

study individually before combining them performed slightly better in some ways. All 

methods were less accurate with non-normally distributed data and worked best for 

small treatment differences. 

While these methods can provide useful estimates in many cases, they should be used 

cautiously, especially for large treatment effects or non-normal data. More pain studies 

would directly report meaningful patient outcomes. 
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Abstract 

Background: In pain relief research, meta-analyses often combine continuous 

outcomes from various studies using mean differences. However, this approach can be 

difficult to interpret clinically. An alternative method involves aggregating the risk 

difference for patients who achieve a minimally important difference (MID) in pain 

reduction. The challenge is that many trials do not report responder analyses, 

necessitating continuous data conversion. 

Objective: To conduct a simulation study assessing the performance of four proposed 

methods for estimating the pooled risk difference (RD) of achieving the MID in meta-

analyses of pain measured on a 10cm visual analogue scale (VAS). 

Methods: Individual patient data for VAS pain scores were simulated across 4,752 

scenarios varying the treatment effect as change score in the intervention (-1.0 to 4.0) 

and control (-1.0 to 3.0) groups, study sample size (10-1000), number of studies per 

meta-analysis (3 to 30), shape of distribution (normal or skewed), and MID (1.0 or 1.5). 

The true pooled RD and 95% confidence interval (CI) were calculated from the 

simulated individual data. Four methods were evaluated: calculating RD based on 

pooled 1) median mean differences, 2) unweighted average differences, 3) weighted 

average differences, and 4) calculating RD for each individual study and then meta-

analysing RDs. Bias, mean squared error, confidence interval (CI) coverage of true 

value, and empirical standard error (SE), and model-based SE were evaluated. 

Results: The median method showed the lowest bias (2.048; 95% CI: 1.759-2.338), 

while the individual method demonstrated the lowest RMSE (4.852; 95% CI: 4.661-

5.044), empirical SE (0.148; 95% CI: 0.141-0.154), and model-based SE (2.198; 95% 

CI: 2.108-2.288), and highest CI coverage (55.717%; 95% CI: 53.185-58.250%). 
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Differences between methods were minimal and not statistically significant. 

Performance was optimal when treatment effects were similar between groups and 

declined with increasing effect size differences. All methods performed poorly with 

skewed distributions. 

Conclusion: While the evaluated methods can provide useful estimates in many 

scenarios, they should be used cautiously, especially for large treatment effects or non-

normal data. Researchers should prioritize conducting and reporting responder analyses 

in primary studies to reduce reliance on these estimation methods in meta-analyses. 
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Introduction 

Systematic reviews are undertaken to summarize the effect of interventions and often 

pool data from randomized controlled trials. The most common approach, which allows 

for pooling of all instruments that measure a common domain, is the standardized mean 

difference (SMD) (J. P. Higgins et al., 2019). SMD, endorsed by Cochrane, is calculated 

by dividing weighted average differences (WMDs) between intervention and control in 

each study by the study’s standard deviation (SD) (J. P. Higgins et al., 2019). Therefore, 

the magnitude of the pooled estimate is presented in SD units. However, this is the least 

understood effect estimate (Johnston et al., 2016) and is vulnerable to baseline 

heterogeneity of trial participants (Johnston et al., 2010). 

A better approach is to convert all instruments that measure a common domain 

to a common tool and then pool them in natural units as the WMD. However, this effect 

estimate is also poorly understood because it needs contextual information on the topic 

under investigation (e.g., the relation between different tools of measuring an outcome). 

The challenges with WMD and SMD are particularly apparent when considering 

patient-reported outcome measures (PROMs). PROMs offer valuable insights into a 

patient’s health condition by directly capturing information from the patient without any 

interpretation from a clinician or other individuals (Carrasco-Labra et al., 2021). 

However, for example, patients and practitioners may have difficulty understanding the 

implication of a 1-point reduction in pain from baseline on a 0–10 visual analogue scale 

(VAS) as a result of an intervention (Busse et al., 2015). To address these issues, 

Johnston et al. proposed two approaches for enhancing the interpretability of pooled 

effect estimates (Johnston et al., 2013). 
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The first approach uses minimally important difference (MID) units, which 

consider the smallest difference in the outcome that patients or clinicians would find 

meaningful. By dividing the mean difference of each study by the MID associated with 

the outcome, one can calculate the difference between two groups in MID units. This 

approach provides a more meaningful interpretation of pooled effect estimate (Jaeschke 

et al., 1989; Schünemann & Guyatt, 2005) but relies on obtaining accurate MID values 

for an outcome, which may not always be readily available. However, MID has been 

defined for some outcomes such as pain which is 1.5 (Wang et al., 2023). 

Co-presenting the WMD with the associated MID may improve interpretability, 

but risks having readers conclude that average effects below the MID mean the 

intervention is ineffective, whereas in reality there is a distribution of effects around the 

mean, with some patients doing better than the average and some doing worse. The 

second approach aims to cover this limitation. 

The second approach involves applying a threshold, usually the MID, to 

determine the proportion of patients experiencing a benefit or harm beyond that 

threshold (Dworkin et al., 2008; Froud et al., 2011). Reporting proportion of patients 

who respond to an intervention provides valuable insights into treatment effectiveness. 

While this method has limitations, such as loss of power due to dichotomization and 

uncertainty in the definition of a MID (Cappelleri & Chambers, 2021; Collister et al., 

2021; Snapinn & Jiang, 2007), it is rarely employed in randomized controlled trials 

(RCTs), with fewer than one-fifth of low back pain trials incorporating responder 

analysis (Henschke et al., 2014). Compounding the issue, systematic reviewers often 

lack access to individual patient data (IPD) (Esmail et al., 2023; Gabelica et al., 2022; 
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Gabelica et al., 2019; Polanin, 2018; Scutt et al., 2020), making it difficult to calculate 

the true proportions of responders. 

As such, there is a need to convert continuous data to estimate the results of a 

responder analysis. Thorlund et al. proposed a statistical approach to estimate the 

proportion of responders that uses normal distribution assumptions to convert 

individual trial continuous data to probabilities (or risks) using WMD and the 

corresponding SD and an established MID for that instrument (Thorlund et al., 2011). 

As Thorlund et al. have indicated in Formula 8 of their paper, to find the probability of 

achieving a threshold or larger, we can use the cumulative distribution function of the 

normal distribution (usually symbolized as Φ), as follows: 𝑃(	Responders	) 	= 	1	 −

	Φ(!"#	–	&'()
*#

) (Formula 5 below). After obtaining the probabilities for each trial arm, 

risk ratio (RR) and risk difference (RD) can be calculated for each study and pooled 

using conventional meta-analysis technique. These outputs are proven to be more 

intuitive for patients, clinicians, and policymakers to communicate desirable and 

undesirable outcomes associated with an intervention (Akl et al., 2011). 

Busse et al. (Busse et al., 2018) suggested using meta-analytic pooled MD to 

impute the percentage of patients achieving MID reduction based on methods 

introduced by Thorlund et al. (Thorlund et al., 2011). There are three options for 

choosing pooled MD and corresponding SD to be used in Formula 1: (1) median, (2) 

unweighted average, or (3) weighted average of the MDs and SDs of the included study 

(using inverse variance as weight). Utilizing each of these methods may yield different 

estimates for RR and RD of the responder analysis. Despite frequent use of responder 

analysis and its apparent benefits in interpretations of meta-analytic findings, there has 
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been no attempt to evaluate the accuracy, validity, or reliability of suggested methods 

(Busse et al., 2015) using a simulation study. 

To address the uncertainties and obtain an optimal approach, we performed a 

simulation study on the visual analogue scale (VAS) measures of chronic pain to assess 

bias, root mean squared errors (RMSEs), coverage of the true value in the estimated 

confidence interval (CI), and empirical standard error (SE) of estimated pooled RD 

using three methods, namely, median, unweighted average, and weighted average. A 

fourth method, estimating RRs for each individual study and then meta-analyzing 

estimated RRs, was also investigated. 
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Methods 

All the codes and data are available in its pertaining OSF and GitHub repositories. 

This simulation study followed the aims, data-generating mechanisms, 

estimands, methods, and performance measures (ADEMP) framework suggested by 

Morris et al. (Morris et al., 2019). 

Aims 

To estimate the pooled RD and the associated 95% CI for achieving ≥ to the MID on 

the 10cm VAS for pain – termed ‘responders’ - in meta-analyses of pain relief, based on 

MDs and SDs of the included studies, using four different methods: 1) median, 2) 

unweighted average, 3) weighted average, and 4) estimating responders individually 

and then pooling them. These estimates were then compared to the true pooled RD for 

achieving ≥ to the MID obtained from IPD.  

Data-generating mechanisms 

We generated IPD of pain relief measured using a 10cm VAS for meta-analyses of 

continuous data. A VAS is a straight line, typically presented horizontally, with the two 

ends labelled to represent the extreme limits of the sensation, feeling, or response being 

assessed (Scott & Huskisson, 1976). For example, a VAS to measure pain could be 

labelled “no pain” on one end (often left) and “pain as bad as it could possibly be” on 

the other (often right) (Figure 1). 

 

 

 
Figure 1. A simple visual analogue scale (horizontal version). 

No pain 
Pain as bad as it could 

possibly be 
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The patient reports their perceived level of pain by placing a mark on the line 

between these two boundaries. Then, the distance between the “no pain” boundary (0) 

and the marked point is measured. For this study, we used a 10cm VAS with one 

decimal (equal to in mm). Thus, our generated data were approximately continuous. 

Meta-analyses that utilize VAS scores as their outcome can use the following 

three options:  1) use outcomes at the end of study, 2) use change from baseline, or 3) 

use outcomes at the end of study, adjusting for baseline. Whereas the third option is 

more powerful and makes fewer assumptions, it needs IPD data for analysis which may 

not resemble the real-world situation in the majority of meta-analyses. Therefore, we 

used the second option. To do so, we generated random change scores based on a 

predefined mean and SD of change score for each scenario. 

Our intended data-generating mechanisms differed based on six factors: 

A. Treatment effect (change score) in the intervention group; 

B. Treatment effect (change score) in the control group (placebo); 

C. The number of patients in the studies; 

D. The number of studies included in the meta-analysis; 

E. Shape of distribution; and, 

F. MID. 
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A) Treatment effect in the intervention group: We considered 11 different 

scenarios for the mean VAS change score of the treatment group: -1.0 (worsening of 

pain), -0.5, 0.0 (no effect), 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0 (strong treatment effect).  

B) Treatment effect in the control group: The mean change score for the control 

groups were between -1 to 3 (to compensate for the placebo effect): -1.0 (worsening of 

the pain), -0.5, 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 (pain reduction due to placebo effect). 

C) The number of patients in the studies: We considered three types of studies: 

1) small: n=10–200, 2) medium: n=201–400, and 3) large: n=401–1000. 

D) The number of studies included in the meta-analysis: We generated meta-

analyses of 3, 5, 10, 20, 30, and 50 studies. The meta-analyses included either all very 

small/small studies or a composition of studies with different numbers of patients, as 

follows: 10% large studies, 30% medium-sized studies, and 60% small studies. For 

example, meta-analyses with 10 studies of mixed size on average included one large 

study, three medium-size studies, and six small studies. 

E) Shape of distribution: The main analyses were based on normally distributed 

data. To perform a sensitivity analysis, we also generated skewed data. 

F) MID: Scenarios with MID=1.5 were the main interest of this simulation study. 

However, since many previously published meta-analyses have used MID=1, we 

compared these two thresholds as a sensitivity analysis. 

Since the VAS range is 0 to 10 cm, the VAS cannot follow a completely normal 

distribution, as a normal distribution has no boundaries (Heller et al., 2016). 

Nevertheless, in real-world scenarios, we might observe VAS scores that show a close 
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approximation to a normal distribution if the scores are not heavily concentrated at the 

extreme ends of the scale. Furthermore, we used change scores which exhibit more 

normally distributed behaviour than end-of-study scores. Thus, we used a normal 

distribution for generating our simulated data and round numbers to one decimal place 

for our main scenarios. The range of treatment effects were between −4cm and +4cm, 

with an associated standard deviation (SD) randomly generated between 1–3. 

Overall, we had 11 (intervention effects) × 9 (control effects) × 6 (number of 

studies) × 2 (study sizes) × 2 (distribution) × 2 (MID) = 4,752 different scenarios for 

our simulation study. 

Estimands 

In clinical trials measuring pain with a continuous outcome (e.g., the VAS, numerical 

rating scale, behavioural pain scale), a responder is someone who has achieved a pre-

defined level of improvement on an outcome at a certain time point. A change in the 

outcome that has been established as the smallest improvement important to most 

patients is defined as the MID. Once a valid MID is established for a tool, a responder 

will be someone whose measured outcome achieves or surpasses the MID threshold 

(Wang et al., 2023) (Formula 1). 

Responderi = Patienti − MID ≥ 0 

or      

  

Responderi	 =
Patienti
MID ≥ 1 
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(1) 

Some trials report the proportion of patients in each group who were responders 

(Formula 2). 

𝑃(	Responders	) =
∑(Responder)	

n  

(2) 

After obtaining the proportion of responders in each arm, we can calculate RD 

and/or RR of achieving ≥MID using the following formulae (Pe: proportion in the 

intervention group, Pc: proportion in the control group): 

RD = Pe – Pc 

(3) 

 

RR =
Pe
Pc 

           (4) 

Then, we can pool the RDs/RRs using DerSimonian and Laird method, which 

produces a random-effects meta-analysis (Higgins & Green, 2022). 

However, most trials capturing pain as an outcome do not report the proportion 

of responders. To derive the probability of achieving a threshold or larger, we can use 

the cumulative distribution function. Because of the ubiquity of the normal distribution 

and the continuous nature of proportions, the normal cumulative distribution function 
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(usually symbolized as Φ) has been traditionally used (Thorlund et al., 2011) to estimate 

responders’ proportion using the following formula: 

𝑃(	Responders	) = 1 − Φ(
MID − MD

SD ) 

           (5) 

If the MID is a negative number (e.g., improvement in pain on a 10cm VAS), 

then we use the output of the Φ function and do not subtract 1. 

Formula 5 can be used to calculate pooled estimates of proportions as well as 

for single studies. The pooled mean and pooled SD for this formula can be calculated 

in three ways: 1) median, 2) unweighted average, or 3) weighted average. For example, 

for the first option, we can calculate the median of all mean intervention effects that 

contribute to a meta-analysis and do the same for the associated SDs. Then, using 

formula 5, we can calculate the estimated pooled proportion of responders in that meta-

analysis. The second option follows the same approach as the first, except that instead 

of the median, we calculate the average mean and associated SD of contributing 

treatment effects. For the third option, we conduct a meta-analysis for both means and 

SDs in both the treatment and control groups, typically using the inverse-variance 

approach (J. Higgins et al., 2019). In this method, studies with more participants (and 

therefore smaller standard errors) are given higher weights and contribute more to the 

pooled estimate of effect.  

Our fourth method is to estimate the RR for each individual study and then meta-

analyze RRs, as the suggested method by Thorlund et al. (Thorlund et al., 2011). After 

calculating each of the proportions for the intervention and control groups, RR will be 
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calculated as shown in Formula 4. We use the median of the control groups to inform 

Pc (baseline risk). 

The 95% CI for the RR is calculated as follows: 

95% CI: Exp[ ln( RR ) ± 1.96 × SE( ln( RR ) ) ] 

(6) 

Where:  

𝑆𝐸	(ln(	RR	)	) = ?𝑉𝑎𝑟(	ln	(𝑅𝑅	)) 

Var( ln( RR ) ) is calculated as follows (Ne: number in the intervention group, 

Nc: number in the control group): 

𝑉𝑎𝑟(ln(𝑅𝑅)) =
1

𝑃𝑒 × Ne +
1

𝑃𝑐 × Nc −
1
𝑁𝑒 −

1
𝑁𝑐 

         (7) 

We calculated RD based on RR and its associated 95% CI since studies have 

shown that directly calculating the RD directly yields wide CIs (Newcombe & Bender, 

2014). To do so, we will use the following formula to convert RR and its 95%CI to an 

RD and associated 95%CI: 

RD = Pc × (1−RR)     (8) 

In which Pc is the baseline risk (or risk in the control group). 

Hence, our estimands were: 

1. The RD between the intervention and control groups’ responders; and, 
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2. The 95% CI for RD. 

Simulation methodology 

Each simulated dataset were analyzed in five ways: 

1. Calculating the true estimands based on individual data of the datasets; 

2. Estimating the estimands using the median of means and SDs; 

3. Estimating the estimands using the unweighted average of means and SDs; 

4. Estimating the estimands using the weighted average of means and SDs; 

5. Estimating the estimands using the individual method. 

Performance measures 

We assessed bias, RMSEs, CI coverage percentage, and empirical SE, and model-based 

SE for our estimates of the RD for achieving ≥MID. Bias is our key performance 

measure of interest and was calculated as follows: 

Bias = average estimated value (̂𝜃) – true value (θ) 

(9) 

RMSE was calculated as: 

!∑(θ	̂	 − 	θ)
"	

n  

(10) 
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Coverage percentage was the proportion of times where the CI for the estimated 

RD for achieving ≥MID includes the true RD times 100: 

P (θ ∈ 95% CI [θ ̂]) × 100 

(11) 

The empirical SE of the estimator θ̂ is calculated solely from the observed 

estimates without knowing the true value of θ. It provides an estimate of the variability 

of θ̂ across the number of simulation replications by computing the standard deviation 

of the estimates: 

M
1

𝑛𝑠𝑖𝑚 − 1 R(θT − θU )+
,-./

.01

 

(12) 

 The model-based SE is calculated by taking the square root of the average of the 

estimated variances from each simulation replication: 

M
1

𝑛𝑠𝑖𝑚 R 𝑉𝑎𝑟V
,-./

.01

(θT .) 

(13) 
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To assess the superiority of each method in each performance measure, we 

defined the following thresholds (Table 1. Thresholds for performance measurement of 

each method.): 

Table 1. Thresholds for performance measurement of each method.  

Measure Thresholds 

Bias >-5 -5 -2 -0.5 0 0.5  2              5         
>5 

        
 

RMSE 0 1 2 5                         >5 

    
 

CI coverage 100 95 80 50                         0                       

    
 

 

We assumed that SD(̂𝜃) ≤ 0.2, meaning that Var(̂𝜃) ≤ 0.04, which was a 

conservative estimate based on an initial small simulation run. We required the Monte 

Carlo SE of bias to be lower than 0.005. Given that: 

Monte Carlo SE( Bias ) =√Var(̂𝜃) ÷ nsim 

This implies that each of our simulations required 1600 repetitions: 

nsim = Var(̂𝜃) ÷ SE2 

                = 0.04 ÷ 0.0052 

         = 0.04 ÷ 0.000025 

         = 1600 
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If coverage of all methods is 95%, the implication of using nsim = 1600 is: 

Monte Carlo SE( Coverage ) =√95 × 5 ÷ 1600 = 0.54. 

With 50% coverage, the Monte Carlo SE is maximized at 1.25. We considered 

this satisfactory and so proceeded with nsim =1600 (to be revised if, for example, 

SD(̂𝜃) > 0.2). 

The summarized workflow of the simulation study is available in Table 2. 

Table 2. The workflow for the simulation part of the project. 

Step Calculating true values Formulae Calculating estimations Formulae 

1 Calculating the proportion 

of responders for each arm 

in each study 

∑(Responder)	
n  

- Calculating the 

proportion of responders 

for the treatment arm 

based on the formula 

proposed by Thorlund et 

al. (Thorlund et al., 2011) 

using median, unweighted 

average, and weighted 

average of MDs and SDs 

- Calculating the same for 

the control arm but only 

using the median effect 

Φ(
MID −MD

SD ) 

2 Calculating RD for each 

study 

RD = Pe – Pc Calculating pooled RR 

and its 95% CI 

RR = Pe ÷ Pc 

95% CI: Exp[ ln( RR ) ± 1.96 × 

SE( ln( RR ) ) ] 

3 Pooling RDs in a random-

effects meta-analysis 

Using DerSimonian and Laird 
(DL) method 

Calculating pooled RD 

and its 95% CI 

RD = Pc × (1−RR) 
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 Performance measures Formulae 

4 Bias Average θ ̂ – θ 

5 Root MSE 
!∑(θ	̂	 − 	θ)

"	
n  

6 CI overage P (θ ∈ 95% CI [θ ̂]) 

7 Empirical SE 

6
1

𝑛𝑠𝑖𝑚 − 1 <(θ= − θ> )"
#$%&

%'(

 

8 Model-based SE 

6
1

𝑛𝑠𝑖𝑚 < 𝑉𝑎𝑟B
#$%&

%'(

(θ=%) 

 

MD: mean difference, MID: minimally important difference, SD: standard deviation, SE: standard 

error, RD: risk difference, Pe: proportion in intervention group, Pc: proportion in control group, RR: 

risk ratio, MSE: mean squared error, CI: confidence interval. 

Analysis 

We explored if there were any missing estimates and reported the number of 

missing values and their location. We used scatterplots to visualize the overall 

performance measurements, and for each of the six factors data were created based on 

them. We used Chi-square and ANOVA tests with α=0.05 to test the statistical 

differences between the four methods. We used R to generate the simulation datasets 

and analyze the results. 
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Results 

Overall 

Missing values 

Two missing data points (CIs of true risk difference) were in one of the scenarios with 

normal distribution and MID=1.5. Normal distribution with MID=1 had eight, skewed 

distribution with MID=1 had 38, and skewed distribution with MID=1.5 had 56 missing 

data points. The main reasons for missing were division by zero and non-convergence 

of estimates in meta-analyses. 

Bias 

The median method had the least bias (2.048; 1.759-2.338), and the weighted average 

had the highest (2.144; 1.846-2.442) (Table 3). The median method also had the highest 

proportion of biases in the range of [-0.5, 0.5] (17.834%; 15.209%-20.790%) and the 

lowest beyond -5 and 5 (28.402%; 25.241%-31.785%) (Table 4 and Figure 2). The 

individual method (30.251%; 27.022%-33.684%) had the highest proportion of biases 

beyond -5 and 5. The ANOVA test showed that the differences between groups were 

not statistically significant (F(3, 3020)=0.097, P=0.962). The Chi-square test revealed 

that the proportions for low (χ²=0.111, P=0.991) and high (χ²=0.824, P=0.844) bias 

among groups were not statistically significant either. 

 

Table 3. The mean of bias, root mean squared error, confidence interval (CI) coverage 
percentage, empirical standard error (SE), and model-based SE for each imputation 
method with their 95% CI in parentheses. 

Indicator Median Unweighted average Weighted average Individual P-value 

Bias 2.048 (1.759-2.338) 2.064 (1.774-2.355) 2.144 (1.846-2.442) 2.126 (1.831-2.420) 0.962 
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RMSE 5.065 (4.884-5.246) 5.114 (4.934-5.294) 5.044 (4.856-5.231) 4.852 (4.661-5.044) 0.221 

CI coverage % 55.162 (52.799-57.525) 54.649 (52.305-56.993) 54.693 (52.237-57.150) 55.717 (53.185-58.250) 0.922 

Empirical SE 0.154 (0.147-0.16) 0.154 (0.148-0.161) 0.151 (0.145-0.158) 0.148 (0.141-0.154) 0.463 

Model-based SE 2.212 (2.122-2.303) 2.212 (2.121-2.302) 2.208 (2.118-2.299) 2.198 (2.108-2.288) 0.996 

CI: confidence interval; RMSE: root mean squared error; SE: standard error. 

P-values from one-way analysis of variance (ANOVA) tests. 

 

 

Table 4. The mean percentage of bias, root mean squared error, and confidence interval 
(CI) coverage percentage in the optimal threshold for each imputation method. 

Indicator Threshold Median Unweighted average Weighted average Individual P-value 

Bias 

[-0.5, 0.5] 17.857 (15.230-

20.817) 

17.725 (15.106-

20.678) 

17.460 (14.859-

20.399) 

17.196 (14.612-

20.120) 

0.991 

<-5 or >5 28.439 (25.275-

31.826) 

28.439 (25.275-

31.826) 

30.159 (26.930-

33.592) 

30.291 (27.058-

33.727) 

0.844 

RMSE 

[0, 1] 2.381 (1.460-3.812) 2.249 (1.358-3.652) 3.704 (2.520-5.378) 6.217 (4.650-8.244) <0.001 

>5 45.767 (42.181-

49.397) 

46.296 (42.704-

49.927) 

46.032 (42.442-

49.662) 

44.048 (40.482-

47.674) 

0.916 

CI coverage % 

[100, 95] 14.55 (12.155-

17.314) 

10.979 (8.885-

13.479) 

17.593 (14.982-

20.538) 

20.635 (17.84-

23.734) 

<0.001 

(50, 0] 42.063 (38.528-

45.680) 

42.725 (39.179-

46.346) 

42.857 (39.309-

46.479) 

41.931 (38.398-

45.547) 

0.990 

CI: confidence interval; RMSE: root mean squared error. 

P-values from Chi-squared tests. 
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Figure 2. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each imputation method compared to the optimal value for each indicator. 

 

RMSE 

The individual method (4.852; 4.661-5.044) outperformed all the others in terms of low 

RMSE (Table 3). However, this was not statistically significant (F(3, 3020)=1.469, 

P=0.221). Also, the individual method had the highest percentage of RMSE between 

[0, 1] (6.209%; 4.644%-8.233%, P<0.001)) and the lowest proportion of RMSE>5 

(44.048%; 40.482%-47.674%, P=0.916) (Table 4 and Figure 2). 

CI coverage percentage 

55.717% (53.185%-58.250%) of times the CI of the individual method included the true 

value. The lowest percentage belonged to the unweighted average with 54.649% 

(52.305%-56.993%) (Table 3). However, the differences between the groups were not 

statistically significant (P=0.922). The individual method was the only one with 100% 

coverage in scenarios where treatment effects were the same between the intervention 

and the control groups (Figure 2). The individual method also had the highest proportion 
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of scenarios with CI coverage of more than 95% (20.635%; 17.840%-23.730%). This 

difference was statistically significant (P<0.001). The individual method also had the 

proportions lowest with CI coverage of less than 50% (42.008%; 38.476%-45.622%), 

but the differences between the groups were not statistically significant (P=0.990) 

(Table 4). 

Empirical SE 

The individual method (0.148; 0.141-0.154) had the lowest mean empirical SE (Table 

3). However, this was not statistically significant (F(3, 3020)= 0.857, P= 0.463). The 

distribution of empirical SEs was similar for all methods (Figure 2). 

Model-based SE 

Similar to empirical SE, the mean model-based SE of the individual method (2.198; 

2.108-2.288) was lower compared to other methods (Table 3). This difference was not 

statistically significant (F(3, 3020)= 0.021, P= 0.996). The distribution of model-based 

SEs was similar for all methods (Figure 2). 

Subgroups 

Treatment effect in the intervention group 

The lowest bias, RMSE, empirical SE, and model-based SE was seen when the 

treatment effect was -1. Then it gradually increased. There was a drop when the 

treatment effect was 1.5 or 2.0, and then it increased again. The highest bias was when 

the treatment effect was 4.0. The same higher performance in the treatment effect of 1.5 

and 2.0 was also seen in CI coverage. Table 5 and Figure 3 illustrate the detailed 

information for each treatment effect. 
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Table 5. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE 
percentage for each intervention group effect size category. 

 

Indicator Treatment effect Median Unweighted average Weighted average Individual 

Bias 

-1.0 -0.005 (-0.023-0.012) -0.038 (-0.057--0.019) -0.207 (-0.257--0.157) -0.022 (-0.041--0.003) 

-0.5 -0.91 (-1.308--0.511) -0.949 (-1.349--0.550) -1.154 (-1.556--0.752) -0.994 (-1.426--0.562) 

0.0 -1.86 (-2.378--1.342) -1.9 (-2.418--1.382) -2.11 (-2.628--1.592) -1.997 (-2.550--1.444) 

0.5 -2.521 (-3.094--1.947) -2.556 (-3.132--1.981) -2.73 (-3.306--2.155) -2.641 (-3.245--2.037) 

1.0 -2.524 (-3.081--1.966) -2.545 (-3.101--1.989) -2.642 (-3.197--2.086) -2.577 (-3.150--2.004) 

1.5 -1.604 (-2.097--1.111) -1.603 (-2.096--1.110) -1.601 (-2.093--1.108) -1.552 (-2.049--1.055) 

2.0 0.065 (-0.358-0.487) 0.082 (-0.339-0.504) 0.189 (-0.233-0.611) 0.2 (-0.221-0.620) 

2.5 2.036 (1.635-2.438) 2.073 (1.671-2.474) 2.248 (1.844-2.651) 2.221 (1.818-2.625) 

3.0 3.855 (3.414-4.296) 3.894 (3.453-4.334) 4.102 (3.661-4.543) 4.029 (3.583-4.475) 

3.5 5.783 (5.340-6.226) 5.822 (5.379-6.266) 6.024 (5.582-6.467) 5.918 (5.466-6.369) 

4.0 7.236 (6.795-7.677) 7.273 (6.832-7.714) 7.444 (7.002-7.885) 7.322 (6.866-7.777) 

RMSE 

-1.0 1.471 (0.933-2.010) 1.52 (0.974-2.066) 1.367 (0.866-1.868) 1.18 (0.733-1.628) 

-0.5 2.207 (1.809-2.604) 2.255 (1.863-2.646) 2.157 (1.769-2.546) 1.969 (1.589-2.350) 

0.0 3.326 (2.841-3.811) 3.376 (2.897-3.854) 3.292 (2.790-3.794) 3.139 (2.603-3.675) 

0.5 4.398 (3.809-4.986) 4.451 (3.866-5.035) 4.347 (3.737-4.957) 4.202 (3.550-4.853) 

1.0 4.865 (4.241-5.490) 4.916 (4.295-5.537) 4.734 (4.093-5.375) 4.564 (3.887-5.242) 

1.5 4.399 (3.852-4.946) 4.455 (3.913-4.997) 4.175 (3.620-4.730) 3.98 (3.400-4.560) 

2.0 3.815 (3.470-4.159) 3.861 (3.520-4.203) 3.595 (3.265-3.925) 3.405 (3.064-3.745) 

2.5 4.069 (3.818-4.320) 4.122 (3.873-4.370) 3.998 (3.741-4.254) 3.799 (3.537-4.061) 

3.0 5.059 (4.677-5.442) 5.117 (4.736-5.497) 5.119 (4.720-5.518) 4.912 (4.506-5.317) 

3.5 6.589 (6.142-7.035) 6.635 (6.190-7.079) 6.737 (6.286-7.188) 6.535 (6.074-6.997) 

4.0 7.875 (7.415-8.336) 7.914 (7.454-8.373) 8.028 (7.566-8.490) 7.835 (7.359-8.311) 

-1.0 93.073 (92.618-93.528) 92.281 (91.463-93.100) 93.974 (93.607-94.340) 95.375 (94.997-95.753) 

-0.5 79.026 (70.696-87.356) 77.935 (69.456-86.414) 78.32 (68.957-87.683) 80.036 (70.814-89.259) 
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CI 

coverage 

% 

0.0 71.01 (63.173-78.848) 70.144 (62.302-77.986) 70.365 (61.948-78.781) 72.111 (63.684-80.538) 

0.5 69.301 (62.695-75.907) 68.582 (62.012-75.152) 69.146 (62.230-76.062) 70.548 (63.534-77.563) 

1.0 71.275 (65.577-76.973) 70.626 (64.967-76.285) 72.245 (66.396-78.093) 73.414 (67.458-79.369) 

1.5 75.413 (70.197-80.630) 74.77 (69.598-79.942) 77.108 (71.778-82.437) 78.195 (72.759-83.632) 

2.0 74.37 (69.670-79.070) 73.754 (69.076-78.433) 75.654 (70.816-80.492) 76.823 (71.788-81.858) 

2.5 63.57 (58.054-69.086) 63.112 (57.669-68.555) 63.051 (57.153-68.949) 63.879 (57.647-70.111) 

3.0 50.135 (43.923-56.346) 49.602 (43.435-55.769) 48.714 (42.220-55.208) 49.573 (42.806-56.341) 

3.5 32.056 (26.481-37.630) 31.784 (26.250-37.317) 29.929 (24.346-35.511) 30.933 (24.960-36.907) 

4.0 17.856 (13.604-22.109) 17.679 (13.468-21.889) 16.257 (12.101-20.413) 16.788 (12.282-21.294) 

Empirical 

SE 

-1.0 0.036 (0.023-0.049) 0.037 (0.024-0.050) 0.033 (0.021-0.045) 0.028 (0.017-0.038) 

-0.5 0.047 (0.038-0.056) 0.048 (0.039-0.058) 0.043 (0.035-0.052) 0.039 (0.031-0.046) 

0.0 0.056 (0.047-0.064) 0.057 (0.048-0.065) 0.051 (0.043-0.059) 0.047 (0.040-0.054) 

0.5 0.062 (0.054-0.071) 0.063 (0.055-0.072) 0.056 (0.048-0.064) 0.051 (0.045-0.058) 

1.0 0.085 (0.077-0.092) 0.086 (0.079-0.094) 0.079 (0.072-0.086) 0.074 (0.068-0.081) 

1.5 0.13 (0.121-0.140) 0.131 (0.122-0.141) 0.127 (0.117-0.136) 0.123 (0.113-0.132) 

2.0 0.176 (0.162-0.190) 0.177 (0.163-0.190) 0.174 (0.160-0.188) 0.17 (0.156-0.185) 

2.5 0.201 (0.183-0.218) 0.201 (0.184-0.219) 0.2 (0.182-0.218) 0.196 (0.178-0.214) 

3.0 0.199 (0.180-0.218) 0.199 (0.180-0.218) 0.197 (0.178-0.217) 0.193 (0.173-0.213) 

3.5 0.192 (0.173-0.211) 0.192 (0.174-0.211) 0.191 (0.172-0.209) 0.187 (0.168-0.207) 

4.0 0.176 (0.159-0.193) 0.176 (0.159-0.193) 0.175 (0.158-0.192) 0.172 (0.155-0.190) 

Model-

based SE 

-1.0 1.535 (0.964-2.105) 1.533 (0.963-2.103) 1.525 (0.959-2.091) 1.516 (0.953-2.079) 

-0.5 1.766 (1.344-2.188) 1.765 (1.343-2.187) 1.758 (1.338-2.177) 1.747 (1.330-2.164) 

0.0 2.007 (1.624-2.390) 2.007 (1.624-2.390) 2.002 (1.620-2.383) 1.99 (1.610-2.370) 

0.5 2.23 (1.866-2.595) 2.23 (1.865-2.594) 2.227 (1.863-2.591) 2.215 (1.853-2.577) 

1.0 2.403 (2.054-2.753) 2.403 (2.053-2.752) 2.403 (2.053-2.753) 2.391 (2.043-2.738) 

1.5 2.493 (2.163-2.822) 2.492 (2.163-2.822) 2.493 (2.164-2.823) 2.481 (2.153-2.809) 

2.0 2.477 (2.174-2.779) 2.476 (2.174-2.779) 2.476 (2.174-2.779) 2.464 (2.163-2.765) 

2.5 2.376 (2.105-2.646) 2.375 (2.104-2.646) 2.373 (2.102-2.643) 2.361 (2.092-2.630) 
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3.0 2.22 (1.982-2.458) 2.219 (1.981-2.457) 2.214 (1.977-2.452) 2.204 (1.968-2.441) 

3.5 2.072 (1.848-2.296) 2.071 (1.847-2.294) 2.065 (1.842-2.288) 2.057 (1.835-2.279) 

4.0 1.938 (1.727-2.149) 1.937 (1.726-2.147) 1.931 (1.721-2.140) 1.924 (1.714-2.133) 

 

 

Figure 3. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each intervention group effect size category. 

 

Treatment effect in the control group 

The lowest bias was seen in the treatment effect of -0.5, which gradually increased. 

Then, there was a drop in the treatment effect of 3.0. For RMSE and CI coverage, they 

moved toward better performance when going from a treatment effect of -1.0 to 0.0, but 

they started being non-optimal afterward. Empirical SE had a decreasing trend whereas 

model-based SE increased and then decreased. The detailed information for each 

treatment effect is shown in Table 6 and Figure 4. 
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Table 6. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each control group effect size category. 

Indicator Treatment effect Median Unweighted average Weighted average Individual 

Bias 

-1.0 -1.656 (-2.221--1.091) -1.656 (-2.224--1.087) -1.652 (-2.239--1.066) -1.601 (-2.198--1.004) 

-0.5 -0.01 (-0.627-0.607) -0.005 (-0.627-0.616) 0.01 (-0.633-0.653) 0.101 (-0.546-0.749) 

0.0 1.864 (1.178-2.550) 1.874 (1.183-2.565) 1.917 (1.203-2.632) 2.029 (1.316-2.743) 

0.5 3.592 (2.830-4.353) 3.606 (2.840-4.373) 3.682 (2.892-4.471) 3.772 (2.992-4.553) 

1.0 4.738 (3.927-5.549) 4.76 (3.945-5.575) 4.861 (4.026-5.697) 4.868 (4.046-5.690) 

1.5 4.954 (4.145-5.764) 4.976 (4.163-5.789) 5.127 (4.302-5.953) 5.004 (4.196-5.812) 

2.0 4.246 (3.503-4.988) 4.285 (3.544-5.027) 4.455 (3.705-5.205) 4.213 (3.485-4.941) 

2.5 3.054 (2.433-3.675) 3.089 (2.467-3.711) 3.279 (2.655-3.903) 2.951 (2.354-3.549) 

3.0 1.779 (1.301-2.258) 1.817 (1.336-2.297) 2.013 (1.538-2.488) 1.667 (1.225-2.110) 

RMSE 

-1.0 5.133 (4.770-5.496) 5.172 (4.810-5.534) 5.107 (4.746-5.468) 5.104 (4.733-5.474) 

-0.5 4.751 (4.459-5.043) 4.796 (4.504-5.088) 4.721 (4.426-5.017) 4.669 (4.362-4.976) 

0.0 4.62 (4.240-5.001) 4.674 (4.295-5.054) 4.581 (4.183-4.979) 4.479 (4.065-4.893) 

0.5 5.151 (4.552-5.751) 5.2 (4.602-5.798) 5.096 (4.466-5.726) 4.935 (4.285-5.584) 

1.0 6.04 (5.302-6.778) 6.098 (5.364-6.831) 6.012 (5.240-6.784) 5.794 (5.007-6.580) 

1.5 6.299 (5.553-7.045) 6.346 (5.604-7.088) 6.312 (5.533-7.091) 5.982 (5.198-6.765) 

2.0 5.485 (4.828-6.143) 5.54 (4.888-6.192) 5.505 (4.813-6.197) 5.074 (4.391-5.758) 

2.5 4.13 (3.618-4.643) 4.181 (3.673-4.689) 4.143 (3.596-4.690) 3.639 (3.113-4.164) 

3.0 2.786 (2.406-3.165) 2.849 (2.474-3.223) 2.777 (2.375-3.178) 2.275 (1.916-2.633) 

CI 

coverage 

% 

-1.0 51.977 (47.947-56.007) 51.499 (47.488-55.509) 51.573 (47.381-55.765) 51.733 (47.446-56.020) 

-0.5 55.454 (50.474-60.434) 54.992 (50.050-59.933) 55.08 (49.917-60.244) 55.417 (50.099-60.736) 

0.0 57.281 (50.955-63.607) 56.794 (50.512-63.076) 57.158 (50.585-63.731) 57.576 (50.756-64.396) 

0.5 56.747 (48.937-64.556) 56.301 (48.563-64.040) 56.834 (48.702-64.966) 57.233 (48.807-65.660) 

1.0 52.693 (44.144-61.243) 52.187 (43.736-60.638) 52.44 (43.550-61.331) 52.935 (43.740-62.129) 

1.5 50.34 (41.510-59.170) 49.935 (41.198-58.672) 49.682 (40.548-58.816) 51.045 (41.588-60.503) 

2.0 53.046 (43.725-62.367) 52.357 (43.103-61.611) 52.004 (42.309-61.700) 54.14 (44.165-64.114) 
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2.5 59.329 (49.395-69.264) 58.753 (48.870-68.636) 58.013 (47.599-68.428) 61.526 (51.030-72.023) 

3.0 70.182 (60.120-80.244) 69.248 (59.179-79.317) 68.599 (57.778-79.420) 73.922 (63.631-84.213) 

Empirical 

SE 

-1.0 0.151 (0.135-0.168) 0.152 (0.136-0.168) 0.149 (0.132-0.165) 0.147 (0.130-0.164) 

-0.5 0.177 (0.159-0.196) 0.178 (0.159-0.197) 0.175 (0.156-0.194) 0.172 (0.152-0.191) 

0.0 0.199 (0.180-0.218) 0.199 (0.180-0.218) 0.196 (0.177-0.216) 0.194 (0.174-0.213) 

0.5 0.201 (0.184-0.219) 0.201 (0.184-0.219) 0.199 (0.181-0.217) 0.196 (0.178-0.214) 

1.0 0.176 (0.162-0.190) 0.177 (0.163-0.190) 0.174 (0.160-0.188) 0.17 (0.156-0.185) 

1.5 0.131 (0.121-0.140) 0.131 (0.122-0.140) 0.128 (0.119-0.138) 0.123 (0.113-0.132) 

2.0 0.085 (0.077-0.092) 0.085 (0.078-0.093) 0.082 (0.075-0.089) 0.074 (0.068-0.081) 

2.5 0.062 (0.054-0.070) 0.063 (0.055-0.071) 0.059 (0.051-0.067) 0.051 (0.045-0.058) 

3.0 0.056 (0.047-0.065) 0.057 (0.049-0.066) 0.053 (0.045-0.061) 0.047 (0.040-0.054) 

Model-

based SE 

-1.0 1.894 (1.706-2.081) 1.893 (1.705-2.080) 1.889 (1.701-2.076) 1.878 (1.692-2.064) 

-0.5 2.055 (1.844-2.266) 2.054 (1.843-2.265) 2.051 (1.840-2.261) 2.039 (1.830-2.248) 

0.0 2.223 (1.984-2.463) 2.223 (1.983-2.462) 2.22 (1.981-2.459) 2.208 (1.971-2.446) 

0.5 2.372 (2.101-2.643) 2.371 (2.101-2.642) 2.369 (2.098-2.639) 2.358 (2.089-2.627) 

1.0 2.468 (2.167-2.769) 2.468 (2.166-2.769) 2.465 (2.164-2.766) 2.456 (2.156-2.756) 

1.5 2.483 (2.154-2.811) 2.482 (2.154-2.811) 2.479 (2.151-2.808) 2.471 (2.144-2.798) 

2.0 2.392 (2.045-2.739) 2.391 (2.044-2.738) 2.388 (2.041-2.734) 2.38 (2.035-2.725) 

2.5 2.222 (1.859-2.586) 2.222 (1.858-2.585) 2.217 (1.854-2.580) 2.208 (1.847-2.569) 

3.0 2 (1.618-2.382) 1.999 (1.617-2.381) 1.993 (1.613-2.374) 1.983 (1.604-2.362) 
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Figure 4. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each control group effect size category compared to the optimal value for each indicator. 

 

Difference between treatment effects 

Except for model-based SE, the highest performance was seen in a difference of 0.0.  

Bias, RMSE, and empirical SE gradually increased, and the highest bias was in the 

difference of 4.0. Then, it decreased for the differences of 4.5 and 5.0. The highest 

performance was seen in a difference of 0.0 for the other three performance 

measurements. The performance decreased until there was a difference of 3.0, and then 

it increased again. The highest performance of model-based SE was seen in a difference 

of 5.0. For detailed information, see Table 7 and Figure 5. 

 

Table 7. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each difference between effect sizes categories. 

Indicator Difference Median Unweighted average Weighted average Individual 

Bias 0.0 -0.003 (-0.011-0.006) -0.012 (-0.024--0.001) -0.053 (-0.093--0.012) -0.004 (-0.011-0.004) 
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0.5 0.333 (0.007-0.658) 0.333 (0.002-0.665) 0.332 (-0.032-0.696) 0.296 (-0.038-0.630) 

1.0 1.013 (0.403-1.624) 1.024 (0.407-1.641) 1.067 (0.420-1.714) 0.961 (0.341-1.582) 

1.5 1.718 (0.811-2.625) 1.728 (0.815-2.640) 1.808 (0.869-2.748) 1.711 (0.793-2.629) 

2.0 2.532 (1.389-3.676) 2.553 (1.406-3.700) 2.659 (1.490-3.828) 2.594 (1.443-3.745) 

2.5 3.355 (2.073-4.637) 3.383 (2.097-4.669) 3.527 (2.227-4.827) 3.512 (2.225-4.800) 

3.0 4.007 (2.702-5.312) 4.044 (2.738-5.350) 4.214 (2.902-5.527) 4.245 (2.939-5.550) 

3.5 4.44 (3.240-5.640) 4.48 (3.279-5.681) 4.667 (3.466-5.869) 4.745 (3.544-5.946) 

4.0 4.623 (3.634-5.612) 4.662 (3.673-5.652) 4.857 (3.872-5.843) 4.963 (3.974-5.952) 

4.5 4.555 (3.844-5.267) 4.598 (3.886-5.309) 4.786 (4.081-5.491) 4.901 (4.192-5.611) 

5.0 4.404 (4.351-4.457) 4.438 (4.380-4.496) 4.61 (4.514-4.705) 4.727 (4.603-4.850) 

RMSE 

0.0 2.003 (1.790-2.216) 2.07 (1.858-2.282) 1.752 (1.566-1.937) 1.39 (1.236-1.543) 

0.5 2.973 (2.805-3.141) 3.035 (2.868-3.203) 2.912 (2.764-3.060) 2.579 (2.455-2.703) 

1.0 4.467 (4.264-4.670) 4.516 (4.314-4.719) 4.48 (4.270-4.691) 4.202 (3.998-4.406) 

1.5 5.938 (5.622-6.253) 5.978 (5.663-6.292) 5.966 (5.632-6.299) 5.76 (5.437-6.083) 

2.0 6.944 (6.490-7.397) 6.981 (6.529-7.433) 6.961 (6.486-7.436) 6.813 (6.357-7.269) 

2.5 7.299 (6.701-7.896) 7.34 (6.745-7.936) 7.317 (6.698-7.935) 7.22 (6.617-7.824) 

3.0 7.054 (6.370-7.738) 7.095 (6.413-7.778) 7.067 (6.356-7.778) 7.019 (6.316-7.723) 

3.5 6.442 (5.734-7.151) 6.481 (5.772-7.190) 6.476 (5.736-7.217) 6.475 (5.731-7.220) 

4.0 5.789 (5.115-6.463) 5.839 (5.169-6.510) 5.872 (5.169-6.576) 5.904 (5.191-6.616) 

4.5 5.352 (4.817-5.886) 5.407 (4.875-5.939) 5.483 (4.937-6.029) 5.548 (4.999-6.097) 

5.0 5.146 (5.011-5.282) 5.194 (5.064-5.324) 5.296 (5.158-5.434) 5.38 (5.228-5.531) 

CI 

coverage 

% 

0.0 96.358 (96.038-96.677) 95.444 (95.048-95.840) 97.805 (97.474-98.135) 99.04 (98.756-99.324) 

0.5 77.515 (74.328-80.702) 76.508 (73.261-79.754) 76.804 (73.189-80.419) 80.615 (77.253-83.978) 

1.0 58.822 (53.997-63.647) 58.061 (53.240-62.882) 57.724 (52.497-62.951) 60.304 (54.975-65.632) 

1.5 48.11 (42.371-53.849) 47.806 (42.102-53.510) 47.464 (41.411-53.516) 48.428 (42.167-54.690) 

2.0 40.662 (34.495-46.829) 40.504 (34.354-46.654) 40.263 (33.803-46.723) 40.472 (33.778-47.167) 

2.5 38.321 (31.468-45.175) 37.987 (31.202-44.772) 37.829 (30.800-44.858) 37.681 (30.467-44.894) 

3.0 33.527 (26.014-41.040) 33.433 (25.956-40.911) 33.158 (25.346-40.971) 32.597 (24.614-40.580) 
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3.5 34.081 (25.588-42.574) 34.038 (25.575-42.501) 33.172 (24.487-41.857) 32.384 (23.562-41.207) 

4.0 30.238 (20.252-40.223) 30.024 (20.105-39.944) 29.556 (19.217-39.894) 28.908 (18.366-39.450) 

4.5 34.495 (22.126-46.863) 33.901 (21.687-46.115) 31.917 (19.676-44.157) 30.349 (18.027-42.671) 

5.0 22.432 (6.152-38.712) 22.214 (6.079-38.348) 19.745 (3.787-35.703) 18.271 (2.847-33.695) 

Empirical 

SE 

0.0 0.058 (0.051-0.064) 0.059 (0.053-0.065) 0.053 (0.047-0.058) 0.045 (0.040-0.051) 

0.5 0.074 (0.068-0.081) 0.075 (0.069-0.082) 0.07 (0.064-0.076) 0.064 (0.059-0.070) 

1.0 0.101 (0.092-0.110) 0.102 (0.093-0.111) 0.098 (0.089-0.107) 0.094 (0.085-0.103) 

1.5 0.134 (0.121-0.148) 0.135 (0.122-0.148) 0.132 (0.119-0.145) 0.128 (0.115-0.142) 

2.0 0.173 (0.157-0.189) 0.173 (0.157-0.190) 0.171 (0.155-0.188) 0.167 (0.151-0.184) 

2.5 0.217 (0.202-0.232) 0.217 (0.202-0.232) 0.215 (0.200-0.230) 0.213 (0.198-0.228) 

3.0 0.254 (0.243-0.266) 0.254 (0.243-0.266) 0.254 (0.242-0.265) 0.253 (0.241-0.264) 

3.5 0.277 (0.271-0.284) 0.277 (0.270-0.284) 0.277 (0.270-0.283) 0.276 (0.270-0.283) 

4.0 0.28 (0.277-0.284) 0.28 (0.277-0.283) 0.28 (0.277-0.283) 0.28 (0.277-0.283) 

4.5 0.268 (0.267-0.270) 0.268 (0.266-0.270) 0.267 (0.266-0.269) 0.267 (0.266-0.268) 

5.0 0.245 (0.242-0.248) 0.245 (0.242-0.248) 0.244 (0.241-0.247) 0.243 (0.241-0.246) 

Model-

based SE 

0.0 2.278 (2.023-2.532) 2.277 (2.023-2.532) 2.274 (2.020-2.528) 2.262 (2.009-2.515) 

0.5 2.3 (2.046-2.553) 2.299 (2.046-2.552) 2.296 (2.043-2.549) 2.284 (2.032-2.536) 

1.0 2.291 (2.041-2.541) 2.29 (2.040-2.540) 2.287 (2.038-2.537) 2.276 (2.028-2.525) 

1.5 2.321 (2.056-2.586) 2.321 (2.056-2.586) 2.318 (2.053-2.583) 2.308 (2.045-2.572) 

2.0 2.312 (2.032-2.593) 2.312 (2.032-2.592) 2.31 (2.029-2.590) 2.3 (2.022-2.579) 

2.5 2.256 (1.960-2.552) 2.255 (1.960-2.551) 2.253 (1.957-2.548) 2.244 (1.950-2.538) 

3.0 2.15 (1.840-2.460) 2.149 (1.839-2.459) 2.145 (1.836-2.454) 2.136 (1.829-2.444) 

3.5 2.013 (1.686-2.340) 2.012 (1.685-2.339) 2.007 (1.681-2.333) 1.997 (1.673-2.322) 

4.0 1.855 (1.504-2.207) 1.854 (1.503-2.206) 1.848 (1.498-2.198) 1.838 (1.490-2.186) 

4.5 1.689 (1.283-2.094) 1.687 (1.282-2.092) 1.68 (1.277-2.082) 1.67 (1.269-2.070) 

5.0 1.537 (0.966-2.108) 1.536 (0.965-2.106) 1.527 (0.961-2.094) 1.517 (0.955-2.078) 
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Figure 5. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each difference between effect sizes category compared to the optimal value for each 
indicator. 

 

Number of studies 

Bias and CI coverage percentage had the highest performance when the number of 

studies was 3. The performance decreased for meta-analyses of higher studies; however, 

the performance was more evident for CI coverage percentage. On the other hand, 

RMSE, empirical SE, and model-based SE had the lowest performance when the 

number of studies was 3, and their performance gradually increased to the highest when 

the number of studies was 50. Table 8 and Figure 6 illustrate the detailed information 

for each treatment effect. 

 

Table 8. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each number of study categories. 
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Indicator # 

Studies 

Median Unweighted average Weighted average Individual 

Bias 

3 2.01 (1.292-2.728) 2.016 (1.296-2.736) 2.092 (1.355-2.830) 2.083 (1.354-2.812) 

5 2.03 (1.314-2.747) 2.048 (1.327-2.769) 2.128 (1.389-2.867) 2.115 (1.385-2.845) 

10 2.051 (1.335-2.768) 2.067 (1.347-2.787) 2.147 (1.408-2.886) 2.128 (1.399-2.858) 

20 2.059 (1.341-2.776) 2.075 (1.353-2.796) 2.156 (1.415-2.896) 2.136 (1.404-2.868) 

30 2.054 (1.337-2.772) 2.074 (1.353-2.796) 2.153 (1.412-2.893) 2.134 (1.401-2.866) 

50 2.069 (1.354-2.785) 2.088 (1.368-2.808) 2.167 (1.428-2.906) 2.149 (1.418-2.880) 

RMSE 

3 6.029 (5.660-6.398) 6.07 (5.705-6.435) 5.806 (5.410-6.202) 5.425 (5.011-5.839) 

5 5.488 (5.090-5.887) 5.549 (5.153-5.944) 5.371 (4.945-5.796) 5.091 (4.649-5.534) 

10 4.978 (4.541-5.415) 5.051 (4.618-5.484) 4.975 (4.517-5.434) 4.803 (4.333-5.273) 

20 4.729 (4.267-5.192) 4.778 (4.318-5.239) 4.779 (4.299-5.260) 4.655 (4.165-5.145) 

30 4.63 (4.157-5.103) 4.67 (4.198-5.141) 4.702 (4.214-5.191) 4.602 (4.105-5.100) 

50 4.54 (4.057-5.022) 4.574 (4.091-5.056) 4.631 (4.133-5.128) 4.548 (4.043-5.052) 

CI 

coverage 

% 

3 77.203 (73.798-80.609) 76.869 (73.474-80.264) 77.998 (74.418-81.578) 79.482 (75.789-83.176) 

5 69.167 (64.855-73.479) 68.669 (64.362-72.976) 69.4 (64.784-74.016) 70.658 (65.810-75.506) 

10 58.22 (52.797-63.643) 57.513 (52.180-62.846) 57.52 (51.821-63.219) 58.257 (52.335-64.179) 

20 47.649 (41.722-53.576) 47.076 (41.228-52.924) 46.675 (40.546-52.803) 47.63 (41.301-53.959) 

30 42.419 (36.430-48.408) 41.873 (35.947-47.798) 41.348 (35.203-47.494) 42.146 (35.812-48.480) 

50 36.75 (30.772-42.727) 36.326 (30.411-42.242) 35.654 (29.552-41.755) 36.556 (30.266-42.846) 

Empirical 

SE 

3 0.184 (0.170-0.197) 0.184 (0.171-0.198) 0.178 (0.164-0.192) 0.17 (0.155-0.185) 

5 0.167 (0.152-0.182) 0.168 (0.153-0.182) 0.162 (0.147-0.178) 0.157 (0.141-0.172) 

10 0.152 (0.136-0.168) 0.153 (0.137-0.169) 0.149 (0.133-0.166) 0.146 (0.129-0.163) 

20 0.144 (0.127-0.161) 0.144 (0.127-0.161) 0.142 (0.125-0.159) 0.14 (0.123-0.157) 

30 0.14 (0.123-0.157) 0.14 (0.123-0.157) 0.139 (0.122-0.156) 0.137 (0.120-0.155) 

50 0.137 (0.120-0.155) 0.137 (0.120-0.155) 0.137 (0.119-0.154) 0.135 (0.118-0.153) 

Model-

based SE 

3 4.238 (4.090-4.386) 4.237 (4.089-4.385) 4.231 (4.082-4.379) 4.213 (4.066-4.360) 

5 3.155 (3.038-3.272) 3.154 (3.037-3.271) 3.149 (3.032-3.267) 3.135 (3.019-3.251) 
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10 2.174 (2.090-2.258) 2.173 (2.089-2.257) 2.17 (2.086-2.254) 2.159 (2.076-2.243) 

20 1.519 (1.459-1.579) 1.519 (1.459-1.579) 1.516 (1.456-1.576) 1.509 (1.449-1.568) 

30 1.235 (1.186-1.284) 1.235 (1.185-1.284) 1.233 (1.183-1.282) 1.226 (1.178-1.275) 

50 0.954 (0.915-0.992) 0.953 (0.915-0.991) 0.952 (0.913-0.990) 0.947 (0.909-0.984) 

 

 

 

Figure 6. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each number of study categories compared to the optimal value for each indicator. 

 

Study size 

All performance measures, except CI coverage percentage were lower for meta-

analyses of studies with mixed study sizes. Table 9 and Figure 7 illustrate the detailed 

information for each treatment effect. 

 

Table 9. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each study size category. 
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Indicator Study sizes Median Unweighted average Weighted average Individual 

Bias 
mixed 2.032 (1.622-2.441) 2.046 (1.634-2.457) 2.092 (1.674-2.509) 2.08 (1.665-2.494) 

all-small 2.06 (1.649-2.471) 2.077 (1.664-2.490) 2.189 (1.761-2.618) 2.169 (1.747-2.590) 

RMSE 
mixed 4.912 (4.653-5.171) 4.989 (4.732-5.247) 4.863 (4.595-5.130) 4.708 (4.435-4.981) 

all-small 5.219 (4.966-5.473) 5.241 (4.987-5.494) 5.225 (4.962-5.488) 5 (4.732-5.269) 

CI 

coverage 

% 

mixed 50.361 (46.976-53.747) 49.575 (46.259-52.891) 50.353 (46.834-53.873) 51.164 (47.529-54.798) 

all-small 60.108 (56.873-63.344) 59.867 (56.624-63.110) 59.178 (55.795-62.562) 60.413 (56.932-63.894) 

Empirical 

SE 

mixed 0.149 (0.139-0.158) 0.15 (0.141-0.160) 0.146 (0.137-0.156) 0.143 (0.133-0.153) 

all-small 0.159 (0.150-0.168) 0.159 (0.149-0.168) 0.156 (0.147-0.165) 0.152 (0.142-0.161) 

Model-

based SE 

mixed 1.847 (1.742-1.951) 1.846 (1.742-1.951) 1.845 (1.740-1.949) 1.839 (1.735-1.943) 

all-small 2.578 (2.440-2.717) 2.577 (2.439-2.716) 2.572 (2.434-2.711) 2.557 (2.420-2.695) 

 

 

 

 

Figure 7. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
the study size category compared to the optimal value for each indicator. 
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Most influential factor 

The regression analysis showed that the most influential factors were the difference 

between treatment effects (R2 between 0.169 and 0.731) and the treatment effect in the 

intervention group (R2 between 0.032 and 0.740) (Table 10). The least influential factor 

for all the performance measurements was the imputation method. 

 

Table 10. R2 for regression models for each indicator involving different variables. 

Variable Bias RMSE CI coverage % Empirical SE Model-based SE 

Imputation method <0.001 0.001 <0.001 0.001 <0.001 

Number of studies <0.001 0.030 0.191 0.026 0.833 

Study size <0.001 0.003 0.020 0.002 0.083 

Treatment effect in the intervention group 0.740 0.387 0.414 0.345 0.032 

Treatment effect in the control group 0.327 0.093 0.016 0.251 0.028 

Difference in treatment effects 0.169 0.548 0.452 0.731 0.019 

Overall 0.999 0.880 0.861 0.731 0.968 

 

Sensitivity analyses 

Skewed distribution 

All the imputation methods performed significantly less optimally when the distribution 

was skewed. The bias and RMSE were doubled, and the CI coverage percentage 

dropped by almost 20% (Table 11). The differences between empirical SEs were 

minimal. The difference was mainly because of the higher proportion of estimates in 

the extremely suboptimal performance thresholds, whereas the proportions were the 

same in optimal thresholds (Table 12 and Figure 8). 
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Table 11. The mean of bias, root mean squared error, confidence interval (CI) coverage 
percentage, empirical SE, and model-based SE for each imputation method with their 
95% CI in parentheses when data is skewed. 

Indicator Median Unweighted average Weighted average Individual P-value 

Bias 4.409 (3.829-4.988) 4.394 (3.812-4.977) 4.754 (4.167-5.341) 4.507 (3.926-5.087) 0.815 

RMSE 9.132 (8.763-9.502) 9.188 (8.819-9.557) 9.27 (8.891-9.648) 8.955 (8.573-9.338) 0.692 

CI coverage % 35.622 (33.085-38.158) 35.454 (32.939-37.968) 34.774 (32.19-37.358) 36.015 (33.348-38.682) 0.926 

Empirical SE 0.156 (0.15-0.163) 0.156 (0.15-0.162) 0.154 (0.148-0.161) 0.15 (0.143-0.156) 0.568 

Model-based 

SE 

2.537 (2.437-2.638) 2.536 (2.436-2.637) 2.53 (2.429-2.63) 2.523 (2.423-2.623) 0.998 

CI: confidence interval; RMSE: root mean squared error; SE: standard error. 

P-values from one-way analysis of variance (ANOVA) tests. 

 

 

Table 12. The mean percentage of bias, root mean squared error, confidence interval 
(CI) coverage percentage, empirical SE, and model-based SE in the optimal threshold 
for each imputation method when data is skewed. 

Indicator Threshold Median Unweighted average Weighted average Individual P-value 

Bias 

[-0.5, 0.5] 16.931 (14.365-

19.84) 

17.063 (14.488-

19.98) 

13.889 (11.545-

16.608) 

17.725 (15.106-

20.678) 

0.256 

<-5 or >5 56.878 (53.256-

60.43) 

57.804 (54.186-

61.342) 

59.788 (56.185-

63.29) 

58.862 (55.252-

62.382) 

0.892 

RMSE 

[0, 1] 2.513 (1.563-3.971) 2.116 (1.256-3.491) 3.439 (2.304-5.069) 5.952 (4.421-7.946) <0.001 

>5 72.884 (69.537-

75.994) 

73.28 (69.946-

76.375) 

74.339 (71.039-

77.387) 

71.296 (67.902-

74.471) 

0.920 

CI coverage % 

[100, 95] 16.534 (13.995-

19.42) 

16.402 (13.872-

19.28) 

16.931 (14.365-

19.84) 

18.122 (15.477-

21.096) 

0.845 

(50, 0] 68.386 (64.918-

71.665) 

68.519 (65.054-

71.792) 

69.312 (65.866-

72.559) 

67.989 (64.513-

71.281) 

0.992 

CI: confidence interval; RMSE: root mean squared error. 
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P-values from Chi-squared tests. 

 

 

 

Figure 8. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each imputation method compared to the optimal value for each indicator when data is 
skewed. 

 

MID=1.0 

Choosing an MID=1.0 did not make any difference in the estimates from any of the 

imputation methods (Table 13, Table 14, and Figure 9). 

 

Table 13. The mean of bias, root mean squared error, confidence interval (CI) coverage 
percentage, and empirical SE, and model-based SE for each imputation method with 
their 95% CI in parentheses when MID=1. 

Indicator Median Unweighted average Weighted average Individual P-value 

Bias 2.042 (1.753-2.33) 2.058 (1.768-2.348) 2.137 (1.839-2.435) 2.121 (1.827-2.416) 0.961 

RMSE 5.055 (4.874-5.235) 5.103 (4.923-5.283) 5.034 (4.846-5.221) 4.845 (4.654-5.036) 0.226 

CI coverage % 55.338 (52.974-57.702) 54.796 (52.451-57.141) 54.879 (52.418-57.34) 55.874 (53.339-58.408) 0.923 

Empirical SE 0.154 (0.148-0.161) 0.155 (0.148-0.161) 0.152 (0.145-0.159) 0.147 (0.141-0.154) 0.998 
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Model-based 

SE 

2.289 (2.199-2.379) 2.288 (2.198-2.378) 2.284 (2.194-2.374) 2.276 (2.186-2.365) 0.998 

CI: confidence interval; RMSE: root mean squared error; SE: standard error. 

P-values from one-way analysis of variance (ANOVA) tests. 

 

 

Table 14. The mean percentage of bias, root mean squared error, confidence interval 
(CI) coverage percentage, empirical SE, and model-based SE in the optimal threshold 
for each imputation method when MID=1. 

Indicator Threshold Median Unweighted average Weighted average Individual P-value 

Bias 

[-0.5, 0.5] 17.989 (15.354-

20.957) 

17.989 (15.354-

20.957) 

17.46 (14.859-

20.399) 

17.196 (14.612-

20.12) 

0.977 

<-5 or >5 28.307 (25.148-

31.69) 

28.307 (25.148-

31.69) 

17.196 (14.612-

20.12) 

30.026 (26.803-

33.456) 

0.871 

RMSE 

[0, 1] 2.646 (1.667-4.13) 2.249 (1.358-3.652) 3.968 (2.739-5.685) 6.217 (4.65-8.244) <0.001 

>5 45.899 (42.312-

49.53) 

46.825 (43.228-

50.456) 

45.767 (42.181-

49.397) 

44.048 (40.482-

47.674) 

0.881 

CI coverage % 

[100, 95] 22.354 (19.466-

25.529) 

21.693 (18.84-

24.839) 

23.545 (20.596-

26.767) 

25.529 (22.487-

28.824) 

0.430 

(50, 0] 41.534 (38.008-

45.148) 

42.196 (38.658-

45.814) 

42.989 (39.44-

46.612) 

41.931 (38.398-

45.547) 

0.977 

CI: confidence interval; RMSE: root mean squared error. 

P-values from Chi-squared tests. 
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Figure 9. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE for 
each imputation method compared to the optimal value for each indicator when MID=1. 

 

Negative treatment effect difference 

When the treatment effect in the intervention group was lower than that in the control 

group, bias, RMSE, and CI coverage percentage showed higher performance for all the 

imputation methods. The bias was negative, and RMSE dropped by almost 0.5. The CI 

coverage percentage was also higher by almost 5%. On the other hand, empirical SE 

and model-based SE showed increase (Table 15). The proportion of performance 

measurements in lower thresholds was lower and higher in extreme thresholds (Table 

16 and Figure 10). 

 

Table 15. The mean of bias, root mean squared error, confidence interval (CI) coverage 
percentage, empirical SE, and model-based SE for each imputation method with their 
95% CI in parentheses the difference in treatment effects is negative. 

Indicator Median Unweighted average Weighted average Individual P-value 

Bias -0.328 (-0.652--0.005) -0.355 (-0.678--0.032) -0.493 (-0.812--0.174) -0.413 (-0.746--0.08) 0.900 

RMSE 4.74 (4.573-4.907) 4.77 (4.604-4.936) 4.596 (4.428-4.764) 4.539 (4.366-4.713) 0.168 
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CI coverage % 60.023 (57.618-62.429) 59.748 (57.361-62.135) 61.117 (58.591-63.642) 61.089 (58.437-63.741) 0.815 

Empirical SE 0.163 (0.155-0.171) 0.163 (0.155-0.171) 0.161 (0.153-0.169) 0.157 (0.149-0.165) 0.711 

Model-based 

SE 

2.294 (2.172-2.417) 2.294 (2.171-2.416) 2.29 (2.167-2.413) 2.281 (2.159-2.403) 0.999 

CI: confidence interval; RMSE: root mean squared error; SE: standard error. 

P-values from one-way analysis of variance (ANOVA) tests. 

 

 

Table 16. The mean percentage of bias, root mean squared error, confidence interval 
(CI) coverage percentage, empirical SE, and model-based SE in the optimal threshold 
for each imputation method when MID=1. 

Indicator Threshold Median Unweighted average Weighted average Individual P-value 

Bias 

[-0.5, 0.5] 5.729 (4.702-6.958) 4.803 (3.865-5.947) 5.729 (4.702-6.958) 5.382 (4.387-6.58) 0.849 

<-5 or >5 37.211 (34.934-

39.545) 

36.343 (34.079-

38.668) 

35.417 (33.168-

37.731) 

38.889 (36.589-

41.239) 

0.728 

RMSE 

[0, 1] 0 0 0 0 NA 

>5 61.979 (59.637-

64.268) 

62.269 (59.929-

64.553) 

59.144 (56.779-

61.467) 

58.333 (55.964-

60.665) 

0.677 

CI coverage % 

[100, 90] 
8.102 (6.88-9.514) 7.755 (6.558-9.142) 

10.706 (9.307-

12.283) 

11.921 (10.45-

13.565) 

0.023 

(50, 0] 52.778 (50.391-

55.152) 

53.472 (51.086-

55.842) 

51.389 (49.003-

53.769) 

52.836 (50.449-

55.209) 

0.990 

CI: confidence interval; RMSE: root mean squared error. 

P-values from Chi-squared tests. 
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Figure 10. Bias, RMSE, CI coverage percentage, empirical SE, and model-based SE 
for each imputation method compared to the optimal value for each indicator when the 
treatment effect in the control group is higher than the intervention group. 
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Discussion 

Summary of findings 

This study presents a simulation-based assessment of four methods for converting 

continuous pain outcomes into responder analyses within the framework of meta-

analysis. The primary focus was on estimating the pooled RD of achieving the MID 

using pain scores from a 10cm VAS. Whereas the median method showed the lowest 

bias, the individual method, which calculates RRs for each study and then estimates the 

pooled RD, demonstrated the lowest RMSE, empirical SE, and model-based SE and the 

highest CI coverage. However, the differences between the groups were minimal and 

not statistically significant. The only statistically significant differences between the 

groups were observed when comparing the percentage of RMSE between [0, 1], in 

which the individual method outperformed other methods. Generally, the weighted 

average method performed less optimally compared to other methods. 

The highest performance was seen when the treatment effect was -1 in the 

intervention group and -0.5 in the control group. When we explored the performance 

for the difference between treatment effects in the intervention and control groups, we 

found that difference=0.0 had the highest performance. In other words, when the 

treatment does not work, the estimated RD will be less biased. This can be because the 

normal cumulative distribution function was used to estimate proportions. When there 

is no difference between the arms, the highest proportion of estimated RDs is close to 

0, which is the mean of the standard normal distribution (Blázquez-Rincón et al., 2023). 
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With an increase in the number of studies in the meta-analysis, the performance 

in bias and CI coverage became poorer. However, RMSE, empirical SE, and model-

based SE showed an opposite trend, with the highest performance being when the 

number of studies was 50. While the differences in bias were not large, the differences 

for the others were considerable, such that they performed almost twice as poorly. The 

lower performance of CI coverage may be because of estimating RDs based on RRs 

and their associated 95% CI. As mentioned before, this will narrow the 95% CI 

(Newcombe & Bender, 2014), which in this case yielded poor performance in the meta-

analyses with a higher number of studies. About RMSE, empirical SE, and model-based 

SE, higher number of studies is related to a better estimate of the true value based on 

the “law of large numbers” (Dekking et al., 2006). 

The most influential factor in the methods’ performance was the difference 

between treatment effects. Since the difference includes both treatment effects in the 

intervention and control groups, they also had a high influence on performance. Other 

factors had minimal effect on the performance. This shows the effect of the normal 

distribution assumption in estimating proportions. 

We performed three sensitivity analyses. When the distribution of the change 

scores was skewed, the performance of the methods decreased largely. This is not 

surprising due to the normal distribution assumption in our estimations. When MID=1.0 

was used, the performance did not differ, meaning that other than its effect on the 

number of responders, it did not affect the performance. Interestingly, when the 

treatment effect in the intervention group was lower than the control group (negative 

difference), a higher performance was observed. This means that negative RDs are 
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better estimated. However, the dataset for negative differences was not as 

comprehensive as the main dataset. 

Implications 

The implications of these findings can be significant for the practice of meta-analysis, 

particularly in the context of pain research, where continuous outcomes are commonly 

reported. Converting continuous data into responder rates not only enhances the 

interpretability of pooled estimates but also aligns with the principles of patient-

centered care, focusing on outcomes that are meaningful to patients and clinicians. This 

approach facilitates clearer communication of the clinical significance of treatment 

effects, aiding in informed decision-making by healthcare professionals and 

policymakers. 

Based on our results, the individual method can be a better option compared to 

the other three methods for estimating RDs from continuous VAS scores in meta-

analyses. However, it needs more computations, which may not add a greater value 

compared to the median method in most of the cases. Plus, the estimates were poorly 

performed in some extreme cases and therefore the results of the imputations should be 

used with caution.  

Therefore, we believe the best option would be to encourage researchers to 

publish the responder analysis of their studies alongside continuous VAS. This can be 

done through a standardized guideline for reporting trials of pain relief, like the 

recommendations from OMERACT (Busse et al., 2015). 
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Strengths and limitations 

The methodological strengths of this study lie in its comprehensive simulation 

framework, which varied key parameters such as treatment effect size, control group 

effect, study sample size, and the number of studies per meta-analysis. This allowed for 

a thorough evaluation of each method under diverse scenarios. Multiple performance 

metrics, including bias, RMSE, CI coverage, empirical SE, and model-based SE, 

provided a holistic assessment of the strengths and limitations of each method. 

However, there are limitations to consider. The assumption of normality for VAS 

scores, while common in many trials, may not always reflect real-world data 

distributions. Future research should explore the impact of alternative distributions, 

such as the beta distribution, on the performance of these methods. Additionally, the 

individual method, despite its relative advantages, requires significant computational 

resources, which may pose challenges for researchers with limited access to high-

performance computing facilities. 

Future research should focus on empirical validation of these methods using 

real-world data from clinical trials. Extending the applicability of these methods to other 

continuous outcomes, such as quality of life or depression scales, could further enhance 

their utility. Integrating these methods with advanced statistical techniques, such as 

Bayesian meta-analysis, may also provide additional insights and improve accuracy. 

In conclusion, this study provides robust evidence supporting the individual 

method as the most reliable and accurate approach for converting continuous pain 

outcomes to responder analyses in meta-analyses. By adopting this method, researchers 
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can improve the interpretability and clinical relevance of meta-analytic findings, 

ultimately enhancing patient care and clinical decision-making. The insights gained 

from this study are pivotal for advancing the methodological rigor of meta-analyses and 

optimizing the use of patient-reported outcomes in evidence synthesis. 
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