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ABSTRACT   

Field programmable gate arrays (FPGAs) are increasingly popular due to their customizability, which enables them 

to be tailored to specific applications, resulting in minimal resource usage that saves energy and space. In this work, 

we used an FPGA with a Z-board from Xilinx to simulate the application of the sliding innovation filter (SIF) to a 

robotic arm. SIF is a predictor-corrector filter used for both linear and nonlinear systems to estimate states and/or 

parameters. It shares similar principles with sliding mode observer and smooth variable structure filter (SVSF) and 

uses a correction gain derived to satisfy Lyapunov stability, keeping the estimates near the measurements. We tested 

SIF on a manipulator with two joints (rotational and prismatic), using FPGA to run the simulation while tracking 

resource utilization. We compared the results with those of SVSF. 

 

 

Keywords: SIF, SVSF, Mathematical Modeling, FPGA, maneuvering. 

 

 

1. INTRODUCTION  

The Sliding Innovation Filter (SIF) [1-5] is a model-based filter [6-23] that can be used in signal processing, fault 

detection, and diagnosis applications [24-29]. This type of filter utilizes a predefined model that replicates the system 

under investigation, and apply the input signal to stimulate that model. The outcome is subsequently refined to 

minimize the effect of disturbances and uncertainties. Moreover, the extensive research on sigma-point Kalman filters, 

smooth variable structure filters, and optimization techniques has been conducted, showcasing their wide-ranging 

applications in signal processing, sensor fusion, control systems, robotic arms, quadrotor controllers, photovoltaic 

models, and fault detection in electromechanical systems [29-35]. 

The SIF share similar principles to the Smooth Variable Structure Filter (SVSF), which was introduced in 2007. The 

filter employs the actual trajectory as hyperplanes to constrain the estimate within its vicinity. This is accomplished 

using a correction gain derived from the Lyapunov stability theorem. Both filters have been demonstrated to be robust 

and stable in the literature [35-39]. To smooth out the noise, the filter employs a smoothing boundary layer. 

Nonetheless, it was discovered that its noise and disturbance filtering capabilities are enhanced when it is combined 

with other filters [40-44]. 

This study focuses on implementing the SIF using a field-programmable gate array (FPGA). The SIF is applied to a 

target tracking problem involving a moving vehicle on a 2D plane. Section 2 summarizes the SIF and the system, 

while section 3 focuses on the FPGA. The findings are analyzed in section 4, followed by a conclusion in section 5.  
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2. SYSTEM AND FILTER MODELING 

2.1. System under study 

To test the SIF, a moving vehicle model is implemented using FPGA system. The system has five states including the 

positions in x- and y- axes, the velocities in x- and y- axes, and the maneuvering angle. They are referred to as 

𝑥1, 𝑥2, 𝑥3, 𝑥4 and 𝑥5. The system’s positions are assumed to measured. The vehicle follows a “L-Shape” path.  

The system and measurement models are summarized as [45]:  

[
 
 
 
 
𝑥1,𝑘+1

𝑥2,𝑘+1

𝑥3,𝑘+1

𝑥4,𝑘+1

𝑥5,𝑘+1]
 
 
 
 

=

[
 
 
 
 
 
 
 𝑥1,𝑘 +

𝑥3,𝑘 sin(𝑥5,𝑘)

𝑥5,𝑘

+
𝑥4,𝑘(1−cos(𝑥5,𝑘))

𝑥5,𝑘

𝑥2,𝑘 +
𝑥3,𝑘(1−cos(𝑥5,𝑘))

𝑥5,𝑘
+

𝑥4,𝑘 sin(𝑥5,𝑘)

𝑥5,𝑘

cos(𝑥5,𝑘) 𝑥3,𝑘 − sin(𝑥5,𝑘) 𝑥4,𝑘

sin(𝑥5,𝑘) 𝑥3,𝑘 + cos(𝑥5,𝑘) 𝑥4,𝑘

𝑥5,𝑘 ]
 
 
 
 
 
 
 

+

[
 
 
 
 
𝑤1,𝑘

𝑤2,𝑘

𝑤3,𝑘

𝑤4,𝑘

𝑤5,𝑘]
 
 
 
 

→ 𝐱𝑘+1 = 𝑓(𝐱𝑘) + 𝐰𝑘   (1) 

[
𝑧1,𝑘+1

𝑧2,𝑘+1
] = [

𝑥1,𝑘+1

𝑥2,𝑘+1
] + [

𝑣1,𝑘+1

𝑣2,𝑘+1
] → 𝐳𝑘+1 = 𝐇𝐱𝑘+1 + 𝐯𝑘+1, 𝐇 = [

1
0
  
0
1
  
0
0
  
0
0
  
0
0
]    (2) 

Where 𝐱𝑘+1 and 𝐳𝑘+1 are the states and measurement vectors, respectively, and 𝐰𝑘 and 𝐯𝑘+1 are the systems and 

measurement noise vectors, respectively. 𝐇 is the measurement matrix. 

 
2.2. Sliding Innovation Filter 

The SIF shares the same principles of the SVSF in [45], the algorithm’s equations can be summarized as: 

1- Prediction Stage, The a priori estimate (�̂�𝑘+1|𝑘) and its measurement (�̂�𝑘+1|𝑘), are calculated as: 

[
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�̂�5,𝑘|𝑘

cos(�̂�5,𝑘|𝑘) �̂�3,𝑘|𝑘 − sin(�̂�5,𝑘|𝑘) �̂�4,𝑘|𝑘
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→ �̂�𝑘+1|𝑘 = 𝑓(�̂�𝑘|𝑘)    (3) 

[
�̂�1,𝑘+1|𝑘

�̂�2,𝑘+1|𝑘
] = [

�̂�1,𝑘+1|𝑘
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] → �̂�𝑘+1|𝑘 = 𝐇�̂�𝑘+1|𝑘        (4) 

2- Update/Correction Stage, The a posteriori estimate (�̂�𝑘+1|𝑘+1) and its measurement (�̂�𝑘+1|𝑘+1), are 

calculated as 

[
𝑥1,𝑘+1|𝑘+1

𝑥2,𝑘+1|𝑘+1
] = [

𝑥1,𝑘+1|𝑘

𝑥2,𝑘+1|𝑘
] + [

(𝑧1,𝑘+1−�̂�1,𝑘+1|𝑘)

𝜓1

(𝑧2,𝑘+1−�̂�2,𝑘+1|𝑘)

𝜓2

] → �̂�𝑘+1|𝑘+1 = �̂�𝑘+1|𝑘 + 𝐊𝑘+1    (5)  

3. FPGA IMPLEMENTATION 

A FPGA is a type of integrated circuit that contains programmable logic gates, memory, and other elements on a chip. 

FPGAs are used in a wide range of applications, including security [46, 47], image processing [48, 49], face and object 

recognition [50-64], quantum computing [65-77], and artificial intelligence  [64, 78-86]. To demonstrate the 
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performance of the system and filter, we used a Zynq-7000 FPGA [78, 79, 87]. The FPGA board features a 1GHz 

dual-core Cortex-A9 MPCore ARM, Xilinx© 28 nm Programmable Logic, 512 MB DDR3 memory, and eXtensible  

Interface (AXI) interconnects [88]. To simplify implementation of the model into hardware description language such 

as VHDL, we used the Simulink toolbox of MATLAB. Fig. 1 through Fig. 5 show the Simulink blocks of the system 

and filter, including the top-level of 𝑥1, 𝑥2, 𝑥3, 𝑥4, and 𝑥5, respectively. The system and SIF are modeled and simulated 

using the Xilinx© Vivado design suite [89]. 

 

 
Figure 1. Simulink blocks of 𝑥1 

 
Figure 2. Simulink blocks of 𝑥2 

 
Figure 3. Simulink blocks of 𝑥3 
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Figure 4. Simulink blocks of 𝑥4 

 
Figure 5. Simulink blocks of 𝑥5 

4. RESULTS AND DISCUSSION 

We tested the models that were described in Section 3. Fig. 6 shows the resultant trajectory of the SIF in the 𝑥1 − 𝑥2 

plane. The results verify the SIF’s behavior, which follows the planned trajectory. Figure 7 shows the trajectories in 

x- and y- axes. These results confirm the efficiency of the SIF method, which matches the efficiency obtained by the 

SVSF in [45]. 

 
Figure 6. Simulated trajectories of 𝑥1 − 𝑥2 

 

 
Figure 7: The estimated positions in (a) x and (b) y planes.  
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To implement the system on FPGAs, the basic hardware blocks required are adders, subtractors, multipliers, Sine and 

Cosine functions. The FPGA resources necessary for implementing the system and filter are relatively small. 

Specifically, less than 1% of Flip-Flops, 25% of Look-up Tables, and 8% of DSPs are required. This utilization is 

significantly less than what is required by the SVSF reported in [45], where 35% of Look-up Tables and 12% of DSPs 

were used. These are equivalent to 28.5% and 33% less usage in these resources.  

  

5. CONCLUSION AND FUTURE WORK 

Recent advancements in robotics have been made possible by improvements in control and estimation methods. One 

such advancement is the integration of advanced filtering methods like the unscented smooth variable structure filter 

and the sigma-point smooth variable structure filter into robotic arms. The smooth variable structure filter has also 

been extensively reviewed for its potential in nonlinear control and estimation in robotics.  

 

In this paper, we used FPGA to program the SIF for a two-dimensional vehicle’s path estimation. The results 

demonstrate that SIF required a smaller portion of resources compared to the SVSF, where it requires 1% Flip-Flops, 

25% Look-up Tables (compared to 35% for SVSF), and 8% DSPs (compared to 12% for SVSF) for calculations in 

five-dimensional space. This amount is significantly less than its peers SVSF. In future work, we plan to conduct a 

comprehensive comparison of different filter algorithms using FPGA to measure resource utilization. 
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