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Lay Abstract

Active travel, encompassing walking and cycling, is pivotal in fostering sustainable and
healthy urban transportation systems. This thesis comprises two interconnected studies
comprehensively addressing the complexities and imperatives of active travel analysis
within the Canadian context. The first chapter evaluates geographic accessibility
measures and data specifics necessary for assessing these modes in the Canadian
context, shifting the focus to data prerequisites and sources critical for active
accessibility analysis. This comprehensive analysis compares metrics, origin-destination
considerations, geographic scales, and methods for calculating travel time and distance
for walking and cycling. Beyond its relevance in Canada, this examination yields broader
insights into the challenges and considerations associated with active travel accessibility
analysis worldwide. The second chapter embarks on a journey through three decades
of active travel behavior in Canada. Utilizing data from Canada’s General Social
Survey, this research calibrates empirical impedance functions to elucidate individuals’
willingness to undertake trips to various destinations by walking and cycling. The study
not only reveals evolving patterns in active mobility but also offers valuable insights
for urban planners and policymakers seeking to elevate walking and cycling as essential
components of urban transportation in Canada. These integrated studies contribute
significantly to the ongoing discourse on active travel and accessibility, emphasizing the
need for a transition from mobility-centric to accessibility-focused urban transportation
policies. This transition holds the key to creating more sustainable, vibrant, and
healthier cities for the future.
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Abstract

Active travel, encompassing walking and cycling, has emerged as a vital component
in pursuing sustainable, healthy, and efficient urban transportation systems. This
thesis comprises two interrelated studies that collectively contribute to a comprehensive
understanding of active travel behavior and its analysis within the Canadian context.
At the first step, we focused on the data prerequisites and sources required for active
accessibility analysis, systematically evaluates geographic accessibility measures and
data specificity essential to assessing walking and cycling in the Canadian urban
landscape. As accessibility increasingly takes center stage in urban transportation
policies, it becomes imperative to understand the unique data requirements and
methodological considerations for these non-motorized modes. This review thoroughly
examines the accessibility measures used in recent literature and the various data sources
and considerations associated with walking and cycling accessibility analysis. The
comparative analysis encompasses metrics, origin-destination considerations, geographic
scales, and travel time or distance calculations, shedding light on the complexities and
nuances of active travel data analysis. In the subsequent phase of our research, we
extensively analyzed active travel behavior trends in Canada, spanning three decades
from 1986 to 2015. This study uses data from Canada’s General Social Survey to
examine individual preferences and behaviors related to walking and cycling. The
focus is mainly on understanding how these behaviors vary according to different trip
purposes and geographical contexts. Our approach involved the calibration of empirical
impedance functions to gain insights into the willingness of individuals to travel to
various destinations using active modes of transportation. This aspect of the study is
crucial in quantifying the time individuals are willing to allocate to walking and cycling
to reach their destinations. The investigation notably provides a historical perspective on
the evolution of active mobility over the past 35 years. This historical analysis is pivotal
in unraveling the changes in active travel behavior, influenced by factors such as urban
development trends, societal attitudes towards health and environmental sustainability,
and modifications in transportation infrastructure and policy frameworks. Our findings
reveal significant and consistent disparities in trip durations between walking and
cycling modes, accompanied by intriguing temporal variations over the years. Moreover,
the study delves deeper into the analysis of specific destinations, uncovering evolving
patterns and distance-decay effects in active travel behavior. These patterns indicate how
the proximity of destinations influences the choice and duration of active travel. While
primarily centered on the Canadian context, this study offers valuable insights that
apply to the global discourse on sustainable and active transportation. It underscores
the crucial role of active travel in shaping the future of urban transportation systems,
advocating for a shift from traditional mobility-centric approaches to an accessibility-
focused paradigm. This shift recognizes walking and cycling as alternative modes and
fundamental elements of vibrant, sustainable urban environments. The comprehensive
nature of this study goes beyond presenting empirical findings; it contributes significantly
to the broader conversation on urban mobility, emphasizing the importance of these
modes in promoting healthier, more sustainable, and livable cities. The research
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findings are a vital resource for urban planners, policymakers, and academic researchers
worldwide, guiding decision-making processes to enhance urban mobility. By elucidating
the data prerequisites and behavioral patterns associated with active travel, this thesis
informs the development of strategies that foster urban settings conducive to active
and sustainable transportation methods. These insights are instrumental in advancing
our understanding of how to effectively integrate walking and cycling into the urban
fabric, thereby supporting the evolution of urban areas towards greater sustainability
and livability.
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Introduction

The challenge of addressing sustainable transportation is increasingly recognized as a
crucial issue in contemporary societies. The European Environment Agency (2020)
highlights a growing awareness of the numerous and significant adverse effects of
transportation, which threaten all three pillars of sustainability (Agency, 2020).
These detrimental effects are predominantly evident in urban regions, yet these
areas also emerge as the primary arenas for developing and implementing innovative
solutions. A key strategy among these is the shift from predominantly carbon-
dependent and motorized personal transport to more active, non-motorized modes of
mobility, recognized as one of the most effective approaches for promoting sustainable
transportation.

Within this context, it is crucial to recognize that active travel is not merely a matter
of environmental sustainability but also a fundamental issue of transportation justice.
Transportation justice, as defined by Martens (2017), encompasses the fair distribution
of benefits and burdens of transportation systems and the inclusive process of decision-
making in transportation planning. Active travel, including walking and cycling, plays
a pivotal role in advancing transportation justice by providing accessible, affordable,
and equitable mobility options for diverse populations (Martens, 2016; Martens,
Bastiaanssen, & Lucas, 2019).It offers affordable and accessible transport options
for all, especially benefiting those who are economically or physically disadvantaged.
Despite growing policy support for active travel, research from various North American
cities indicates widespread infrastructural disparities. Numerous studies have shown
that many marginalized communities do not have access to safe, well-connected, and
convenient infrastructure necessary for active transportation (Battista & Manaugh,
2019; R. J. Lee, Sener, & Jones, 2017; Soliz, 2022). Researchers have documented
numerous disparities in active transportation, For example, Lucas et al. (2016)
emphasize that improving non-motorized transport infrastructure can significantly
reduce social exclusion, enhancing mobility for the elderly, low-income groups, and
disabled individuals (Lucas, Mattioli, Verlinghieri, & Guzman, 2016). Moreover, the
development of active mobility infrastructure helps address the disconnect between where
people live and where they work, enhancing access to essential services and employment
R. J. Lee et al. (2017). Such infrastructure developments not only facilitate physical
mobility but also contribute to building a more interconnected and equitable urban
environment(R. J. Lee et al., 2017; Xu, 2014). Recent studies have further underscored
the importance of active travel in promoting transportation justice. Braun et al. (2019)
demonstrate that investments in cycling infrastructure can lead to more equitable access



to employment opportunities, particularly benefiting socioeconomically disadvantaged
neighborhoods (Braun, Rodriguez, & Gordon-Larsen, 2019). Additionally, Nazari Adli et
al. (2019) argue that walkable neighborhoods can enhance social capital and community
cohesion, contributing to a more just and inclusive urban environment (Adli, Chowdhury,
& Shiftan, 2019).

Therefore, promoting active mobility requires a comprehensive strategy that goes
beyond infrastructure to include both social and spatial equity considerations. The
foundational ideas on accessibility introduced by Hansen (1959) and further developed
by Geurs and van Wee (2004), along with Koenig (1980), provide a framework to
integrate the spatial distribution of activities with accessibility across different urban
areas (K. T. Geurs & Van Wee, 2004; Hansen, 1959; Koenig, 1980). This broader
perspective on accessibility enhances our understanding of urban dynamics and supports
the development of effective urban mobility strategies that are both sustainable and
justice.

Because of the wide range of factors influencing accessibility, numerous and diverse
accessibility metrics have been developed. As identified by Handy and Niemeier (1997),
Geurs and van Wee (2004), Miller (2005), and Paez et al. (2012), these metrics vary in
their level of detail and ease of implementation. One approach, person-based measures,
focuses on the accessibility level experienced by an individual (K. T. Geurs & Van
Wee, 2004; S. L. Handy & Niemeier, 1997; Miller, 2005; Owen & Levinson, 2015 ;
Paez, Scott, & Morency, 2012a). This method integrates land use and transportation
system characteristics with an individual’s spatial and temporal constraints. Although
person-based measures offer valuable insights into individual accessibility experiences,
they present considerable challenges in assessing land use and transportation systems
on a regional scale. An alternative approach is utility-based measures, as van Wee
(2016) described. These measures evaluate the economic benefits resulting from network
changes and can be incorporated into traditional cost-benefit analyses. Despite covering
most accessibility components, utility-based measures are seldom applied in practice
due to difficulties in interpretation and communication (Wee & Geurs, 2016). On the
other hand, location-based metrics are more frequently employed in planning, offering
a comprehensive view of regional accessibility (Genevieve Boisjoly & El-Geneidy, 2017).
These metrics assess the ease of reaching destinations from a specific location, considering
both the spatial distribution of opportunities (like jobs or healthcare services) and
mobility between locations. The transportation aspect of this approach, which typically
focuses on travel time or distance, is often mode-specific (K. T. Geurs & Van Wee, 2004;
S. Handy, 1993; Hansen, 1959; Owen & Levinson, 2015; Vickerman, 1974). Common
location-based metrics include the cumulative-opportunities measure, which calculates
reachable opportunities within a given travel cost threshold, and the gravity-based
measure, which uses a distance-decay function to weigh opportunities based on their
relative distance or travel time.

It is important to note that, in comparison to motorized transportation, there has
been little research into accessibility metrics in the realm of active transportation.



This study aims to address this gap by comprehensively analyzing various accessibility
metrics employed in active transportation research. The initial phase of this
investigation involves thoroughly examining the metrics used in existing studies on
active transportation. Subsequently, the research delves into the data requirements for
calculating these accessibility metrics. A critical aspect of this inquiry is determining
the feasibility of accessing and utilizing the necessary data, particularly in active
transportation modes such as cycling and walking. The study seeks to ascertain whether
the acquisition and application of such data are practicable under the typical conditions
encountered in active transportation scenarios. This exploration not only contributes
to a deeper understanding of the methodological challenges in measuring accessibility
in active transportation but also provides insights into the potential for implementing
these metrics in practical urban planning and policy-making.

Furthermore, a significant body of literature has contributed to assessing accessibility
levels for active modes of transportation in recent decades, generally agreeing on two
primary components for measuring accessibility: (1) the location and attractiveness
of urban opportunities (benefit side) and (2) the impedance of travel from origins in
the network to the destinations (cost side). Specifically, the calculation of accessibility
using impedance functions has emerged as a crucial research topic that has garnered
substantial attention from scholars in the fields of transport planning, urban geography,
and sustainable development (Currie, 2010; L. D. Frank, Schmid, Sallis, Chapman, &
Saelens, 2005; Iacono, Krizek, & El-Geneidy, 2010; Krizek, 2005; Millward, Spinney, &
Scott, 2013; Nassir, Hickman, Malekzadeh, & Irannezhad, 2016; Saghapour, Moridpour,
& Thompson, 2017; X. Wu, Lu, Lin, & Yang, 2019; Yang & Diez-Roux, 2012). The
impedance function, in its various forms, measures the willingness to travel a certain
distance to reach desired destinations. It is a valuable tool for analyzing spatial patterns
of travel behavior and can be used for any mode of transportation planning (Millward et
al., 2013). So, there is limited information on the willingness of some individuals to walk
or cycle greater distances. Equally, there needs to be more data on how distance affects
the nature of the activity, the desirability of the destinations, and the characteristics of
those embarking on the trip in different contexts. Hence, it is imperative to investigate
the evolution of impedance function over time due to its inherently dynamic nature,
which fluctuates in response to the evolution of transportation networks and shifts in
urban spatial configurations (Iacono et al., 2010; Iacono, Krizek, & El-Geneidy, 2008).

Various impedance functions have been utilized to describe the distribution of walking
and cycling trips, both in general and for specific purposes (Iacono et al., 2010, 2008;
Larsen, El-Geneidy, & Yasmin, 2010; Li, Huang, & Axhausen, 2020a; Millward et al.,
2013; D. S. Vale & Pereira, 2017; Yang & Diez-Roux, 2012). Scholars place significant
emphasis on selecting an appropriate impedance function, leading to a diverse range
of cost decay functions being employed. These various specifications primarily vary in
their treatment of the influence of distance, consequently impacting the accessibility
measurement (De Vries, Nijkamp, & Rietveld, 2009; ITF., 2017; Osth, Lyhagen, &
Reggiani, 2016; Reggiani, Bucci, & Russo, 2011). However, negative exponential
distance-decay functions are commonly used in assessing non-motorized accessibility,



capturing the willingness of individuals to walk or cycle to destinations (K. T. Geurs
& Ritsema van Eck, 2001; S. L. Handy & Niemeier, 1997; Iacono et al., 2010; Li
et al., 2020a; Millward et al., 2013; D. S. Vale & Pereira, 2017; Vega, 2012). The
merit of this function lies in its ability to attribute decreasing influences to more remote
opportunities, thereby offering a more accurate estimation for shorter journeys, especially
those undertaken by non-motorized modes (Fotheringham & O’Kelly, 1989; Iacono et
al., 2010; Kanafani, 1983).

In addition to determining the form of the impedance function, extracting accurate
travel times from existing network models can be challenging, which limits the options
and makes distance a more practical choice (Arranz-Lopez, Soria-Lara, Witlox, &
Paez, 2019a; S. L. Handy & Niemeier, 1997; Iacono et al., 2010; Yang & Diez-Roux,
2012). Furthermore, researchers specializing in active modes of transportation have
faced challenges stemming from a need for more objective data concerning walking and
cycling behavior. Estimating specialized impedance functions specific to non-motorized
modes requires appropriate travel survey data that can capture pedestrian and cycle
behavior. Often, researchers have resorted to relying on retrospective questionnaires,
which assess subjective aspects such as the frequency and duration of walking and
cycling activities. Notably, regional household travel surveys, including trips made
by non-motorized modes, have been employed for this purpose (Iacono et al., 2010;
Millward et al., 2013). In contrast to these localized surveys, some datasets provide
a nationwide perspective, encompassing travel for various trip purposes and offering
insights into details like travel episode origins, destinations, and time-based lengths. This
comprehensive approach furnishes a more holistic understanding of active transportation
behavior on a national scale. Nevertheless, only some studies, such as Yang et al. (2012),
have examined active travel behavior nationally (Yang & Diez-Roux, 2012).

Addressing the previously identified gaps and precisely the challenge of using uniform
decay curves, such as the negative exponential function for both cycling and walking in
accessibility assessments, this study endeavors to identify the most appropriate distance
decay function for various destinations and time periods. Our research delves into the
complexities of actual travel behavior, emphasizing active transportation modes. We
utilize historical data from the General Social Survey (GSS) from 1986 to 2015 in Canada
to calculate the impedance function for cycling and walking trips. By doing so, this study
conducts a comparative analysis of travel behaviors associated with these two modes.

Moreover, we recognize that non-work travel encompasses a spectrum of trip
intentions and diverse traveler behaviors, making the impedance function an essential
analytical tool for examining non-work accessibility. Grengs (2015) emphasizes the
importance of crafting distinct functions for each travel purpose, a principle that guides
our analysis (Grengs, 2015). Our investigation will encompass a variety of trip intents,
ranging from commutes to homes, workplaces, or educational institutions to social visits,
outdoor activities, business trips, shopping, cultural outings to libraries, museums, or
theaters, dining out, and engaging in religious practices. By drawing on a nationally
representative sample of Canadian residents, our research intends to bridge the empirical



data gap concerning the frequency and duration of typical pedestrian and cycling trips for
different purposes. In doing so, it aspires to provide a nuanced understanding of active
travel behavior. Ultimately, this comprehensive analysis seeks to contribute meaningfully
to the ongoing conversation on active transportation, shedding light on its role in shaping
travel behavior and accessibility.



Chapter 1

Data Sources and Needs for
Active Travel-Based Accessibility
Analysis: A Canadian Perspective

1.1 Abstract

Active transportation is critical in developing robust and healthy urban transportation
policies. As the focus of transportation needs analysis in cities shifts from mobility to
accessibility, there is an increasing urgency to evaluate accessibility through cycling and
walking. These modes possess distinct characteristics such as lower speeds, shorter
trips, and potentially different purposes than motorized travel. Consequently, the
data inputs necessary for assessing accessibility differ from those used for motorized
travel accessibility studies. This review examines the data sources and requirements
for implementing active accessibility analysis. It reviews the geographic accessibility
measures and data specific to walking and cycling, as employed in recent literature.
Various aspects are compared between walking and cycling accessibility measures,
including metrics, origins, destinations considered, geographic scales, and travel time or
distance calculations. By comparing approaches for walking and cycling, this report also
highlights potential considerations, challenges, and questions that arise when envisioning
the future of active travel accessibility-based analysis. While the discussion in this
review primarily focuses on the Canadian context, the insights gleaned may have broader
applications in other national contexts.

1.2 Introduction

For decades, transportation planning has been focused on providing mobility for the
private car, initially introduced in North America as a solution to challenges arising
from rapid urbanization and replicated in other regions (Angotti, 1996; Brown, Morris,
& Taylor, 2009a). However, it has become evident that mobility centered on the private
car is inefficient, inequitable, and unsustainable and requires immediate attention.
This includes environmental issues such as climate change (Chapman, 2007), as well
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as numerous other social (Boschmann & Kwan, 2008; Lucas, 2012, 2019), health
(Khreis et al., 2016; Milne, 2012), and equity concerns (Bocarejo S & Oviedo H, 2012;
Martens, Golub, & Robinson, 2012; Pereira et al., 2017).Transportation initiatives have
sought to foster mobility polycultures, which include a diverse range of transportation
alternatives, in order to reduce car dependency (Lavery, Paez, & Kanaroglou, 2013;
Millera, 2011). Polycultures are resilient and adaptable systems, offering mobility
substitutes like information technologies. Notably, these systems are more intricate
than monocultures, necessitating a more comprehensive range of mobility technologies
and enhanced coordination between modes and travelers. As a result, active travel
modes like walking and cycling are pivotal in urban areas, as they contribute to the
establishment of robust and health-oriented urban transportation polycultures (Lavery
et al., 2013; Lira & Paez, 2021; Millera, 2011).

Cycling and walking are highly effective modes of transportation for short- and
mid-range travel within urban areas. However, urban planning and transportation
policies have predominantly prioritized automobile travel, often neglecting other modes
of transportation (Brezina, Leth, & Lemmerer, 2020; Brown, Morris, & Taylor, 2009b;
Koglin, 2020; Ruffino & Jarre, 2021; Wiersma et al., 2020). This approach has led to
concerns regarding the negative externalities of the current car-centric transportation
system. Simultaneously, there is increasing recognition and awareness of the numerous
co-benefits offered by active mobility, including improvements in public health, enhanced
efficiency, and increased social inclusion (Banister, 2005; Garling, Ettema, & Friman,
2014; Gossling, Choi, Dekker, & Metzler, 2019; Mueller et al., 2015). Traditionally,
transportation planning has primarily revolved around facilitating motorized travel,
strongly emphasizing accommodating cars. Both transportation and land use systems
have been designed to achieve mobility, often measured through efficiency metrics that
disregard the underlying purpose of travel, which is reaching destinations (S. L. Handy
& Niemeier, 1997).

The concept of generating mobility appears straightforward when planning for
affordable motorized travel, particularly in an era where automobile users have been
deliberately shielded from bearing the total cost of their travel, often without even
being aware of it (B. D. Taylor, 2006). However, recognizing the inherent contradiction of
pursuing mobility while striving to mitigate its negative consequences, the transportation
literature has long advocated shifting from mobility-centered planning to accessibility-
based planning (S. L. Handy & Niemeier, 1997; Social Exclusion Unit, 2003).
Transportation accessibility is commonly defined as the capacity of transportation-land
use systems to provide access to various opportunities (Paez, Scott, & Morency, 2012b),
and this approach directly challenges the shortcomings of mobility-focused planning by
emphasizing the ability to reach destinations effectively. While adopting accessibility-
based planning in practice has yielded mixed results (Genevieve Boisjoly & El-Geneidy,
2017; Proffitt, Bartholomew, Ewing, & Miller, 2019), there are compelling reasons to
believe that the future lies in embracing accessibility as a fundamental principle of
urban planning (S. Handy, 2020). By prioritizing accessibility, planners can better align
transportation systems with the needs of individuals and communities, ultimately leading
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to more sustainable, equitable, and efficient urban environments.

The significance of accessibility-based planning becomes even more apparent when
considering active modes of transportation. Why would someone prefer longer trips if
they could reach their destinations in shorter ones? Unlike motorized travel, pedestrians
and cyclists cannot be shielded from the costs associated with their journeys, as the
physical effort required to reach destinations is inherently palpable (Hsu & Tsai, 2014;
Iseki & Tingstrom, 2014; Paez et al., 2020). With the growing interest in active travel-
based accessibility (ATB accessibility) worldwide (Arranz-Lopez, Soria-Lara, Witlox, &
Paez, 2019b; Li, Huang, & Axhausen, 2020b; Ortega, MartiN, LOPez-Lambas, & Soria-
Lara, 2021; Rosas-Satizabal, Guzman, & Oviedo, 2020), transportation scholars have
built upon decades of accessibility research that predominantly focused on motorized
travel.

In principle, accessibility analysis is versatile enough to be applied to ATB
accessibility analysis. However, it is crucial to acknowledge the distinctions between
motorized and active travel and how these differences can influence the implementation
of accessibility measures with a focus on active modes (Iacono et al., 2010). Active
modes of transportation have captivated the attention of researchers due to their
profound implications and unique advantages in terms of the environment, health, and
social inclusion (Koszowski et al., 2019; Otero, Nieuwenhuijsen, & Rojas-Rueda, 2018;
Pucher, Buehler, Bassett, & Dannenberg, 2010; Rojas-Rueda, De Nazelle, Tainio, &
Nieuwenhuijsen, 2011; Rojas-Rueda, Nazelle, Teixido, & Nieuwenhuijsen, 2012; Tinessa,
Pagliara, Biggiero, & Veneri, 2021). They have been linked to various health benefits,
such as improved longevity (Hakim et al., 1998), enhanced cognitive function (Weuve
et al., 2004), and better quality of life (Leveille, Guralnik, Ferrucci, & Langlois,
1999; Strawbridge, Cohen, Shema, & Kaplan, 1996). Moreover, active modes are
perceived as cleaner, more efficient, and more sustainable forms of transportation
(Bhopal & Unwin, 1995). Active travel also presents an excellent alternative for mobility,
reducing transportation costs for families, promoting gender equality, fostering resilient
infrastructure, and contributing to the aesthetic value of the environment (Koszowski
et al., 2019). Furthermore, active travel improves accessibility for individuals who do
not have access to other modes of transportation and contributes to the development
of local and regional economies. However, compared to motorized travel, active travel
entails slower speeds, occurs on more minor scales, poses more significant safety risks
due to the higher likelihood of severe injuries in collisions, is used to reach potentially
different destinations, and involves costs, such as physical exertion, which are typically
disregarded in motorized travel analysis (Akgun, Dissanayake, Thorpe, & Bell, 2018; Ng,
Debnath, & Heesch, 2017; Oehl, Brandenburg, & Huemer, 2019; Pokorny, Pritchard, &
Pitera, 2018; Useche, Montoro, Sanmartin, & Alonso, 2019).

The objective of the present study is to investigate active travel-based (ATB)
accessibility, with a specific focus on data sources and requirements, utilizing Canada as
a case study. A thorough understanding of how the input data influences the analysis and
outcomes is essential to propose methods that can be applied uniformly across regions.
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It is worth noting that other reviews on ATB accessibility measures have been conducted
(K. T. Geurs & Van Wee, 2004; Iacono et al., 2010; Maghelal & Capp, 2011; Talen &
Koschinsky, 2013; D. S. Vale, Saraiva, & Pereira, 2016). This paper’s contribution lies
in addressing a literature gap by focusing on the data requirements for various ATB
accessibility measures, comparing measures that can be consistently implemented in
diverse contexts, and identifying the data needs for their standardized implementation.

1.3 Background

Transportation planning has emerged as a distinct field primarily focused on mobility,
which refers to the ease of movement. In this context, mobility indicators such as
travel speed and time have been proposed, mainly focusing on motorized transportation
(Banister, 2008). The concept of accessibility, on the other hand, has long been
adopted in spatial and transportation research to evaluate the quality and extent of
relationships between the spatial development of an area and its transportation system.
Hansen’s seminal work 1959 defined accessibility as “the potential of opportunities for
interaction,” quantifying the number and variety of opportunities accessible from a
specific location through the transportation system. This groundbreaking research led
to a shift in perspective, emphasizing the inclusion of accessibility as a performance
indicator in land use and transportation plans, offering an alternative to mobility-
centered planning (Koenig, 1980; Morris, Dumble, & Wigan, 1979; Wachs & Kumagai,
1973). Moreover, researchers argued that improved accessibility reflects economic and
social benefits within the network, particularly regarding the land value and quality of
life (Koenig, 1980; Wachs & Kumagai, 1973). In recent years, accessibility has become a
critical component in land use and transportation planning, particularly regarding social
equity, economic development, and environmental impacts (Banister, 2008; S. L. Handy,
2002; Lucas, 2012; Preston & Raje, 2007). For instance, Geurs and van Wee (2004)
deconstructed the concept of accessibility into four elements: land use, transportation,
time, and individual factors. Land use encompasses the quality, quantity, and spatial
distribution of destination places such as schools, jobs, hospitals, and recreational
facilities and the demand for opportunities at origin places. Transportation refers
to the transportation system itself, including the disutility experienced by individuals
when traveling from an origin to a destination using a specific mode. Time accounts
for time constraints regarding the availability of opportunities throughout the day and
the time available for individuals to access such opportunities. Finally, the individual
factor considers individuals’ or groups’ specific capabilities and needs, influenced by
factors such as income, education level, travel mode availability, age, and household
situation. Overall, this body of literature highlights the significance of accessibility
as a comprehensive and integrated approach in transportation and land use planning,
encompassing various dimensions and recognizing its multifaceted benefits.

Mobility-based approaches emphasize reducing travel time, whereas accessibility
planning aims to ensure that all individuals have reasonable travel times to a
diverse range of destinations. Consequently, accessibility planning prioritizes active
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and public transportation and incorporates land use policies that minimize distances
between activities (Banister, 2008). Accessibility refers to the ease of reaching
valuable destinations, and its calculation requires the implementation of various access
measures depending on research objectives, transportation modes, data requirements,
activities, land use patterns, and travel costs over connecting transport infrastructure.
Consequently, different aspects of accessibility have led to the development of multiple
measurement methods and indicators, including proximity, cumulative, gravity, utility-
based, and space-time prism models as the prevailing approaches (for example, K. T.
Geurs & Van Wee, 2004; Kelobonye et al., 2019; B. H. Lee, Waddell, Wang, & Pendyala,
2010; Neutens, 2015; Paez, Mercado, Farber, Morency, & Roorda, 2010; Vandenbulcke,
Steenberghen, & Thomas, 2009). However, there are debates and disagreements
concerning evaluating this concept (Castiglione, Hiatt, Chang, & Charlton, 2006; Fan,
Guthrie, & Levinson, 2012; Wang & Chen, 2015).

In general, accessibility can be measured at either the individual-based or locational
level (place-based) (Miller, 2005). Place-based metrics focus on the physical separation
of critical locations, such as an origin and potential destinations, considering the land
use and transportation components. Cumulative-opportunity accessibility and gravity
accessibility are examples of place-based metrics, reflecting the extent to which people
can reach and utilize services, amenities, and opportunities within a specific geographic
area, such as a neighborhood, city, or region. On the other hand, individual-based
metrics consider individuals’ space-time behavior and assess the degree to which a
person can access and utilize services, amenities, and opportunities based on personal
characteristics, including age, gender, income, mobility, and health status. Space-time
accessibility and utility accessibility fall under the category of individual-based metrics.
Individual-based accessibility recognizes individuals’ unique needs and preferences,
considering their ability to access various transportation modes, travel routes, and
types of transportation. Sometimes, individual-based accessibility is integrated into
location-based studies by stratifying the population based on age groups, socioeconomic
characteristics or segmenting destinations (Fan et al., 2012; Harris, 2001; Legrain,
Buliung, & El-Geneidy, 2015, 2016; Paez et al., 2010; D. de S. Vale, 2009). These
two approaches are interconnected, and individual-based measures can be viewed as a
particular case of place-based measures, where the impedance function and cost remain
constant across destinations.

Location-based accessibility offers a notable advantage in terms of ease of
computation (Bhat, 2000). Researchers typically rely on average travel time between
two points, population data, and aggregated activity data when calculating place-based
accessibility. Consequently, cumulative-opportunity accessibility emerges as one of the
most widely employed methods for assessing accessibility. Furthermore, space-time
accessibility examines how individuals can engage in desired activities while encountering
various constraints (Kwan, 1998a; M. S. Lee & McNally, 1998; Miller, 1991). This
framework is based on Hagerstrand’s (1970) time geography model, which identifies
three factors influencing individual accessibility. The first factor is capability constraint,
where people can only engage in activities when awake and face travel impediments
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at all times. The second constraint is coupling, which mandates specific tasks to be
performed at designated times. For instance, individuals typically remain at their
workplace during working hours (e.g., 8 AM to 5 PM). The final constraint is the
authority constraint, which encompasses activity opening hours. As a result, individuals
may be unable to access a park late at night due to its closure. Space-time accessibility,
as measured by Ilag’s (1970) study, captures the number of activities that can be
accomplished under various constraints (Ilagerstrand, 1970). According to the research,
space-time accessibility (i.e., person-based accessibility) is considered a superior measure
to cumulative-opportunity accessibility (i.e., place-based accessibility) since it accounts
for an individual’s actual travel behavior. It is attributed to space-time accessibility
incorporating temporal variations in transportation systems, activities, and individuals’
unique travel patterns.

In contrast, place-based accessibility, which does not fully address temporal
constraints, may yield inaccuracies when assessing accessibility. On the other hand,
space-time accessibility considers temporal variations in activities(Genevieve Boisjoly
& El-Geneidy, 2017; Fransen et al., 2015). Place-based accessibility assumes that all
activities are carried out during hours chosen at random by researchers. However,
activities are only available during their regular business hours. It is necessary to
incorporate factors relevant to active transportation to formulate a comprehensive
accessibility formula for active transportation modes. Presented here is one potential
formula as an illustration equation 1.1:

J
A =37 g(O0) f(e) (1.1)
j=1

With functions for the opportunities that allow this equation 1.2:
9(0;) = 0; (1.2)

as well as possibly agglomeration effects as in equation 1.3:

9(0;) = 05 (13)

This type of accessibility measure is based on Hansen’s work in 1959, which quantifies
accessibility by considering the number of reachable opportunities through an impedance
function, also known as spatial decay. The impedance function decreases opportunities
as travel costs increase, encompassing factors such as time, money, and other relevant
variables. Various formulas, including negative power, exponential, lognormal, and log-
logistic, can be employed to compute the impedance function (K. T. Geurs, Eck, et al.,
2003; Hansen, 1959; Ingram, 1971; Reggiani et al., 2011; D. S. Vale et al., 2016). In
the formula, A;, O;, and Cj; represent matrices of accessibility opportunities and costs,
respectively. Following the development of D. Levinson & Wu (2020), the functions (g
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and f) discount opportunities and costs based on the diminishing value of opportunities
concerning both number and cost. The matrix of weighted opportunities O; can consider
different activity types, times of day, and available modes. In contrast, the matrix of cost
elements Cj; can incorporate total social costs or generalized internal costs, depending
on the specific objectives (D. Levinson & Wu, 2020).

The formulation of the decay function’s cumulative opportunities (rectangular) can
be expressed as equation 1.4:

f() = {1 if ofy <7 (1.4)

0 otherwise

In addition, The widely used exponential decay formulation in gravity models is
frequently given by equation 1.5:

F(ehy) = exp(~0ck) (15)

Generally, proximity plays a significant role in determining preferences for
opportunities, with closer options being preferred over more distant ones (Miller, 2004).
Furthermore, studies have shown that fewer trips occur between distant locations than
nearby ones, indicating that interaction is less likely in remote areas(Ingram, 1971). To
calibrate travel impedance functions, researchers often utilize trip likelihood or trip rate
data from travel surveys, allowing for a better understanding of interaction patterns(K.
T. Geurs & Ritsema van Eck, 2001; Ingram, 1971). Therefore, impedance functions
effectively capture reduced interaction between different places, and trip rates can serve
as valuable calibration parameters for the travel impedance function f(Cj;).

Calculating individual-based accessibility in active modes (e.g., walking, cycling)
can pose challenges due to various factors. The significant constraints involved in
determining individual-based accessibility in active modes are as follows:

1. Individual transportation preferences significantly influence accessibility. People
have varying preferences for modes of transportation, with some preferring walking
or cycling, while others opt for public transportation or driving. Different factors
like distance, time, safety, and comfort contribute to these personal preferences.

2. Physical ability: Similar to place-based accessibility, individual-based accessibility
in active modes is heavily influenced by personal physical ability. Individuals with
disabilities or health issues may face difficulties or limitations when it comes to
traveling on foot or by bike, thereby reducing their accessibility.

3. Time constraints: Time-saving considerations can impact accessibility as
people may choose faster modes of transportation, such as driving or public
transportation, which can diminish accessibility in active modes. It is essential to
acknowledge that individual-based accessibility varies for each person due to factors
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like time of day, purpose, and individual constraints (Miller, 1991). Constraints
arise from spatial and temporal characteristics that restrict an individual’s
activity choices (Chi, Porter, Cosby, & Levinson, 2013; Miller, 1991; Miller &
Bridwell, 2009; Pred, 1977). Time constraints can be illustrated using a time-
space diagram, which accounts for the available time and the transportation
system’s performance (Ilagcrstrand, 1970). The space-time prism, incorporating an
individual’s activity schedule, allows for measuring access to multiple activities and
activity participation time based on behavioral rules (Miller, 1991). Accessibility
is determined by the total number of opportunities within the space-time prism,
encompassing all possible paths while considering time constraints (Tong, Zhou,
& Miller, 2015). Thus, although opportunities may be spatially accessible, the
time available for individuals to reach and engage in these activities is limited.
This perspective leads to a constraints-based or people-based accessibility measure
(Y.-H. Wu & Miller, 2001).

4. Weather conditions, similar to place-based accessibility, can affect individual-based
accessibility in active modes. During extreme weather, individuals may be less
inclined to walk or cycle, reducing their ability to choose these modes.

5. Infrastructure: The quality and availability of infrastructure, such as sidewalks,
bike lanes, and pedestrian crossings, significantly influence individual-based
accessibility in active modes. Poor infrastructure in certain areas can discourage
people from choosing active modes of transportation, consequently reducing their
accessibility options.

Accessibility measures in active modes encompass various measures, including
activity-based, distance-based, topological or infrastructure-based, utility-based,
walkability, and bikeability.  Activity-based measures, such as gravity-based and
cumulative opportunities measures, employ the gravity model to assess accessibility
by weighting opportunities based on a travel impedance function. These measures
consider both the size of opportunities and the cost of traveling to them to evaluate the
accessibility of a place. Distance-based measures focus on analyzing the proximity of
facilities, including the distance to the nearest opportunity, the number of opportunities
within a defined distance or time, the average distance to all opportunities, and
the average distance to a specified number of closest opportunities. Infrastructure-
based measures exclusively rely on street and transportation network features and
are not sensitive to the spatial distribution of activities. Utility-based measures, also
known as benefit measures, are derived from microeconomic random utility theory
and describe accessibility as the outcome of rational decision-making among various
destination transportation alternatives (Apparicio, Abdelmajid, Riva, & Shearmur,
2008; K. T. Geurs & Ritsema van Eck, 2001; Halden, Mcguigan, Nisbet, & Mckinnon,
2000; Kwan, 1998a). Walkability and bikeability measures assess the distribution of
people, households, or jobs over a specific area or quantify the diversity of land uses,
such as offices, housing, retail, entertainment, and services, within a given region (L.
Frank, Engelke, & Schmid, 2003; Leslie et al., 2007). Accurate accessibility measures
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for walking or cycling trips can aid transport planners in making informed decisions
regarding infrastructure provision for non-motorized transportation (Devkota, Dudycha,
& Andrey, 2012; Tacono et al., 2010).

Moreover, calculating ATB accessibility in both approaches requires multiple data
sets relating to travel behavior and land use. Unfortunately, this process has been
hindered by the scarcity of suitable data (Iacono et al., 2010). Specifically, there is
a lack of information regarding the spatial aspects of walking and cycling behavior,
such as the origins and destinations of travel episodes, routes taken, and durations and
distances involved. Consequently, researchers often rely on data obtained from local or
national questionnaires and local maps to fulfill the required data requirements (Devkota
et al., 2012; Tacono et al., 2010; Levine, 2010; Millward et al., 2013; Yang & Diez-Roux,
2012). Additionally, the available data tend to be highly location-specific or confined to
a limited geographic area, thereby inadequately covering the broad scope of large-scale
survey instruments, such as national transportation surveys (Achuthan, Titheridge, &
Mackett, 2007; Ulmer & Hoel, 2003).

1.4 Methods for ATB accessibility analysis

Accessibility measures in active transportation modes can be categorized into two main
types: location-based and individual-based. Location-based measures focus on assessing
distances to opportunities from specific locations, while individual-based measures
consider people’s temporal and spatial constraints. In their study, Vale et al. (2016)
classified location-based accessibility measures into four primary groups. Firstly,
activity-based measures encompass gravity-based measures, also known as attraction-
accessibility or potential measures, as well as cumulative opportunities measures, which
are also referred to as isochrones or contour measures. These measures have been
extensively employed in studies investigating non-motorized accessibility (Iacono et al.,
2010; Li et al., 2020b; M. B. Lowry, Callister, Gresham, & Moore, 2012; Millward
et al.,, 2013; Prins et al., 2014). Secondly, topology infrastructure-based measures
involve conducting topological analyses of the network (Hull, Silva, & Bertolini, 2012;
Lundberg, 2012). Thirdly, distance-based measures encompass analyzing the proximity
of facilities (Apparicio et al., 2008; Sadler, Gilliland, & Arku, 2011). Lastly, the fourth
category comprises utility-based measures, also known as benefit measures (El-Geneidy
& Levinson, 2011; K. T. Geurs & Van Wee, 2004; Hunt & Abraham, 2007; D. de S. Vale,
2009).

One significant reason for the prevalent usage of location-based measures, as
opposed to individual-based measures, in active transportation modes, is their potential
compatibility with regional travel forecasting models. These models rely on data
from various sources to predict travel patterns and demands across different regions.
Employing location-based measures, such as coded networks, makes it easier to extract
travel times and distances between different areas (Iacono et al., 2010; Saghapour et al.,
2017). However, there are limitations associated with using location-based measures for
active travel modes: 1) Active travel modes demonstrate less sensitivity to travel times
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and levels of network congestion when compared to motorized modes. 2) Route choices
for walking and cycling often involve qualitative, experiential, or challenging-to-measure
factors (Hunt & Abraham, 2007; Tacono et al., 2010; Tilahun, Levinson, & Krizek,
2007). 3) Measuring active transport accessibility entirely relies on travel diary data. 4)
Existing methods for evaluating cycling accessibility have not adequately addressed the
accessibility of cycling destinations in terms of service area (Harkey, Reinfurt, Knuiman,
Stewart, et al., 1998; Harkey, Reinfurt, & Knuiman, 1998; Landis et al., 2003; Landis,
Vattikuti, & Brannick, 1997). Some studies have examined the level of services provided
by the bicycle network, such as the Bicycle Compatibility Index (BCI) or Bicycle Level
of Service (BLOS). However, these measures primarily assess the performance of the
bicycle network based on various geometric factors, including the width of bicycle routes,
pavement conditions, route types, and connectivity. Nevertheless, other methods focus
on bikeability in terms of the accessibility of different destinations for bicycles as a mode
of transportation. These methods evaluate the potential for cycling using travel behavior
data (Espada & Luk, 2011; Milakis, Cervero, Van Wee, & Maat, 2015; Rybarczyk &
Gallagher, 2014; Wahlgren & Schantz, 2012).

1.4.1 Activity-based measures

Activity-based measures encompass two types: gravity-based measures (also known
as Hansen-type measures) (Hansen, 1959)) and cumulative opportunities measures.
Gravity-based measures also referred to as attraction-accessibility or potential measures,
consider the number of opportunities weighted by the associated travel cost. These
measures utilize a travel impedance function that assigns higher value to opportunities
closer to proximity. Scholars have emphasized the importance of selecting an appropriate
impedance function, resulting in the application of various functions such as power,
negative exponential, logistic, and Gaussian functions (Iacono et al., 2010; M. B. Lowry
et al., 2012; D. S. Vale & Pereira, 2017; Vasconcelos & Farias, 2012). In a recent study
by Vale and Pereira (2017), twenty pedestrian accessibility measures were examined, and
it was found that the modified Gaussian and exponential functions demonstrated the
highest robustness for modeling walking accessibility. On the other hand, cumulative
opportunity measures, also known as isochrones or contour measures, quantify the
number of opportunities within a specified catchment area (D. S. Vale et al., 2016).

A gravity-based measure is derived from the denominator of the gravity model and
is weighted by opportunities based on an impedance function. This function can be
represented as equation 1.6 (D. S. Vale et al., 2016):

J
A= Wi (eiy) (1.6)

J=1

The equation 1.6 provides the measure of accessibility from the origin location ¢, where
W; represents the relevant opportunities found at j, and f(¢;;) denotes the cost of moving
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between i and j. The function f() defines a kernel centered around location i. Activity-
based measures are valuable in complementary opportunities, such as jobs, services,
people, and parks. In these scenarios, access to more opportunities and proximity (as
modeled in gravity-based models) is advantageous.

Cumulative opportunities, also referred to as isochrones or contour measures, count
the number of opportunities within a specified catchment area. In contrast to the utility
measure, which assesses accessibility based on the “net utility” gained from travel, the
cumulative measure quantifies accessibility by considering the total number of reachable
opportunities and their associated travel costs. In contrast with gravity-based measures,
in a cumulative measure (equation 1.6), the distance decay function is binary and
calculated using equation 1.7:

1 if ey <y

fleij <vi) = { (1.7)

0 otherwise

In the equation 1.7, v represents the threshold value. According to this formula, all
opportunities located within the v threshold are considered accessible. Additionally, f(c)
is an indicator function that yields a value of 1 if the logical statement in the function’s
argument is valid (i.e. if the cost of reaching j from i does not exceed the bandwidth
parameter value), and 0 otherwise. Alternative distance-decay functions (such as inverse
distance or negative exponential) can generate smoother map patterns, as discussed by
OKelly & Horner (2003). However, they require more parameters and introduce distance-
or cost-discounted schemes that are more challenging to interpret. Prior research has
indicated that cumulative opportunity measures exhibit a high degree of correlation,
irrespective of the distance-decay function employed (Kwan, 1998a). Consequently,
our preference lies with simplicity and interpretability when selecting our accessibility
indicator.

1.4.2 Distance-based measures

Distance-based measures consider accessibility in terms of proximity, whether travel
distance, time, or a generalized cost measure between locations. A distance measure
analyzes the closest facilities using the following four criteria: 1. Distance to the nearest
opportunity 2. The number of opportunities within a specified distance or time 3.
The average distance to all opportunities 4. The average distance to a defined number
of the closest opportunities (Apparicio et al., 2008). These measures are applicable
when destinations such as hospitals, transit stops, and convenience stores can be seen
as substitutes for each other. This assumption is based on the idea that individuals
generally prefer accessing the nearest facility.

In distance-based accessibility measures, distance is considered as the travel
impedance. Typically, four types of distances are employed: 1) Euclidean distance, which
is commonly used for walkability assessments, especially in health studies (Apparicio
et al., 2008), 2) Manhattan distance, 3) shortest network distance (Hochmair, 2015;
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Lundberg, 2012), and 4) shortest network time (Paez et al., 2012b; Pearce, Witten,
& Bartie, 2006). Furthermore, there are two approaches to measuring distance. The
first method calculates the distance to the closest facility of each type, determining the
distance from each zone centroid to the closest or the first n closest facilities (e.g., medical
centers). The second method calculates the distance to all nearby facilities, based on
the concept of floating catchment areas, which considers the closest facility irrespective
of distance. It measures the distance from each zone center to the closest or the first
closest facilities of different types (e.g., medical centers, shopping centers, and so on).

Distance to nearest location is calculated based on equation 1.8:

P i .
AT = min(d;;) (1.8)

In this equation 1.8, A? is the accessibility of zone i to the location of type p, LP is
a set of locations of type p, and (d;;) is distance (or travel time for a given mode) from i
to location j in set L,. This measure is consistent with a straightforward location model
in which the nearest location is always chosen with a probability of 1.0. (equation 1.9)

) (1.9)
0 otherwise

P?p _ {1 if dij = minjeLp dij
J

In equation 1.9, P;p represents the probability of selecting location j for purpose p,

given that one is situated in zone 7. However, this measure suffers from two limitations.

Firstly, it needs to account for the size or attractiveness of locations. Secondly, it does not

investigate the cumulative impact of having access to multiple locations. Consequently,

it is not advisable to employ this method as a standalone measure when calculating
accessibility.

1.4.3 Topological or infrastructure-based measures

Topological-based measures consider accessibility in terms of the street network
rather than access from origins to destinations. Topology measures may evaluate
network connectivity, the quality of infrastructure within a catchment area, or some
combination of connectivity and infrastructure quality. Indeed, this measure emphasizes
infrastructure evaluation. Such approaches are applicable in the context of planning —
for example, in identifying priorities for development or identifying potential impacts of
redevelopment.

Topological-based measures examine accessibility in terms of the street network rather
than considering access from origins to destinations. These measures evaluate network
connectivity, infrastructure quality within a defined catchment area, or a combination
of connectivity and infrastructure quality. This approach primarily focuses on assessing
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infrastructure. Such methods find application in planning contexts, such as prioritizing
development initiatives or identifying potential impacts of redevelopment.

There are three types of topological measures: The first group evaluates the level
of service (LOS) within a floating catchment area (FCA)(Sisson, Lee, Burns, & Tudor-
Locke, 2006). The second type is similar to the first one. However, this one used a
pre-defined spatial unit to evaluate LOS, and this is based on the segment instead of the
point (Emery & Crump, 2011; Horacek et al., 2012; M. B. Lowry et al., 2012). The third
one is very different since traffic is not considered a relevant parameter (Hoedl, Titze,
& Oja, 2010; Jabbari, Fonseca, & Ramos, 2021; Zielstra & Hochmair, 2011). These
measures are based on the evaluation of network segments’ infrastructure characteristics
and include variables such as the sidewalk or bike path availability, quality, and length,
among others.

1.4.4 Utility-based measures

Utility-based measures assess accessibility by considering individual preferences and
utilizing the log-sum of discrete choice models applied to destination choice analysis
(M. Ben-Akiva & Lerman, 2021). This approach, often referred to as the benefit
measure, offers a more accurate representation of individual accessibility compared
to location-based measures. Furthermore, individual-based accessibility provides more
representative measurements than place-based accessibility and reflects the population’s
access. Aggregating accessibility through this method is a commonly used approach
(K. T. Geurs et al., 2003; Wachs & Kumagai, 1973). The utility-based measure can be
calculated using two methods:

They are assuming that a decision-maker perceives the utility of a destination as
U; = V; + €, where ¢; represents the individual’s idiosyncratic deviation in terms of
how they perceive the utility of alternative j relative to the population’s average utility,
V;. The person chooses the alternative that generates the maximum perceived utility,
U;. Under commonly used assumptions, the probability that j is the alternative with
the maximum utility and is thus chosen can be calculated using the multinomial logit
(MNL) model (equation 1.10) (Train, 2009):

. Vi Bz;
ip e’ . er =i
B e (1.10)
j/Gsz eJ jIEL'Lp & J

In equation 1.10, V; = BZ; represents the systematic utility of alternative j, where
Zj is a vector of explanatory variables, and /3 is a row vector of parameters.

The actual perceived maximum utility is unobservable. However, in the case of the
MNL model, it has been demonstrated (M. E. Ben-Akiva, Lerman, Lerman, et al., 1985)
that the expected maximum utility (I??) associated with this choice can be calculated
using the following equation, denoted as equation 1.11:
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J jeLw

That is, it is the natural logarithm of the denominator of the logit choice model
(sometimes referred to as the “log sum” term). Further, it can also be shown that
this expected maximum utility is the consumer’s surplus for this choice. Thus, it is a
standard measure of economic benefit. Given this, Ben-Akiva and Lerman (1985) argue
that it also provides a behaviorally and economically sound definition of accessibility:
accessibility for a given activity is the expected utility derived from participation in this
activity, which is the consumer surplus associated with it. That is equation 1.12:

AP =In [ Y €f= (1.12)

jeLw

In our analysis, Tables 1.1 and Tables 1.2 methodically categorize studies based on
the various metrics employed to assess accessibility via active transportation modes,
explicitly walking and cycling. This categorization highlights the varied methodological
approaches adopted in the field. Our literature review indicates that a diverse array
of measures has been applied in the context of cycling to analyze accessibility. These
range from simple distance-based metrics to more complex models. Conversely, the
majority of studies focusing on walking accessibility have predominantly utilized active-
based measures. In addition, a limited number of studies have incorporated utility-based
measures. These metrics generally evaluate the economic benefits and utilities derived
from changes in the network, providing a different perspective on accessibility. However,
a comparative analysis conducted by Vale et al. (2016) illuminates a notable discrepancy
in the research volume focused on cycling-specific accessibility relative to walking. Their
comprehensive review, which encompasses 84 papers on walking and cycling accessibility
published up to September 2013, reveals a significant skew towards walking-oriented
studies. This imbalance underscores the need for more focused research on cycling
accessibility to better understand and enhance this active transportation mode (D. S.
Vale et al., 2016).
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1.4.5 Walkability measures

Walkability indices can be defined based on both the social and physical environment,
serving as predictive indicators of active travel and physical activity in accessing facilities.
These indices measure the usability of the built environment for individuals who walk to
various destinations and for different purposes (e.g., from a clear origin to a specific set
of destinations) (Blevcic et al., 2015; Dovey & Pafka, 2020; Saelens & Handy, 2008; D.
S. Vale et al., 2016). It is essential to note the distinction between gravity- and distance-
based accessibility measures and the walkability index. While walkability considers area
characteristics surrounding origins and destinations in its calculation, it still needs to
consider route characteristics.

There are four main categories of walkability measures: Frank’s Walkability Index,
Walk Score, Objective Walkability Index (OWI), and Graz’s Walkability Index. In
Frank’s index, the walkability score is determined by summing normalized scores across
factors identified based on the concept of walkability. Residential density, land-use
mix, retail floor area ratio, and intersection density are used to measure walkability.
Grasser, Van Dyck, et al. (2013) further enhanced Frank’s index for assessing European
cities by incorporating population density, household density, entropy index for land-
use mix, and three-way intersection density, resulting in the Graz walkability index
(Grasser, Van Dyck, Titze, & Stronegger, 2013). Additionally, other theory-based
methods, such as OWI, have been proposed. Weiss, Maantay, et al. (2010) developed
OWI, which includes street connectivity, land-use mix, pedestrian safety, neighborhood
aesthetics, neighborhood safety, and neighborhood infrastructure(Weiss, Maantay, &
Fahs, 2010). In 2011, Duncan, Aldstadt et al. (2011) introduced a Walk Score to
measure the walkability of neighborhoods. Walk Score identifies eight types of walking
attractors: errands, culture, grocery, park, dining and drinking, school, and shopping.
Although Walk Score can be assessed for any location worldwide, validation is necessary
for locations outside the US, Canada, Australia, and New Zealand due to incomplete
geolocated data (Duncan, Aldstadt, Whalen, Melly, & Gortmaker, 2011; Walk Score,
2020).

Most studies assessing walkability have utilized Frank’s index and Walk Score (L. D.
Frank et al., 2006, 2010, 2005; D. S. Vale et al., 2016). The cr itical difference between
these approaches lies in the methodology employed. Walk Score utilizes a gravity-based
approach, where opportunities are weighted using a distance decay function, while the
Walkability Index relies on a cumulative opportunities measure. Table 1.3 summarizes
this categorization.
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1.4.6 Bikeability measures

Bikeability can be defined in various ways, encompassing the ability of individuals to
bike, the suitability of the urban landscape for biking, and the likelihood of choosing
bicycles as a mode of transportation or leisure (Krizek, Handy, & Forsyth, 2009; Nielsen
& Skov-Petersen, 2018; Winters, Brauer, Setton, & Teschke, 2013). Notably, several
scientists have described the bikeability index. In 2012, Lowry, Callister, et al. explained
it as a measure of the comfort and convenience of an entire bikeway network for accessing
important destinations, highlighting its exclusive focus on bicycle travel (M. B. Lowry et
al., 2012). Furthermore, Winters, Brauer, et al. (2013) presented the Bikeability Index,
which incorporates the three fundamental measures along with factors such as the length
of bicycle routes, slope, and separation from car traffic. Each variable is assigned a score
from 1 to 10, which is then summed to produce the final bikeability score (Winters et
al., 2013).

The assessment of bikeability in an environment involves considering the following
characteristics:

e The suitability of the townscape or infrastructure, including bicycle tracks,
crossings, and parking facilities, as described by Lowry, Callister et al. (2012)
as “bicycle suitability”(M. B. Lowry et al., 2012).

e NThe delineation of neighborhoods based on Euclidean distance rather than
network distance (Greenberg & Renne, 2005; Nielsen & Skov-Petersen, 2018)

e Explicit polygon features created around specific trajectories of individual
respondents, such as buffers or ellipsoids, or based on the topology of the transport
network (L. D. Frank et al., 2017; Madsen, Schipperijn, Christiansen, Nielsen, &
Troelsen, 2014).

e The presence of connected infrastructures as a functional component of entire
towns and urban fabrics (M. B. Lowry et al., 2012). According to Lowry, Callister
et al. (2012), this covers the term “Bikeability.” In the following, Table 1.4 prepares
some of the studies that used the bikeability index.
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1.5 A framework for assessing data sources and needs

Calculating accessibility in active transportation mode requires multiple data sources.
A comprehensive review of the literature revealed that various types of data, such as
travel data (trips), user data (socio-economic and personal data), origin-destination data,
cycling and walking network data, spatial data (boundary, land use, postal code), and
additional data (such as traffic data, weather data, slope, level of traffic stress, impedance
value, and speed), are essential for determining the accessibility of active transportation.

A specific type of data management system known as a data warehouse plays a
vital role in integrating valuable information from diverse and heterogeneous operational
data sources for decision-making purposes. It employs application tools, architectures,
information services, and communication infrastructures. The collected data is
consolidated into a centralized repository, referred to as a data warehouse, which enables
direct querying, analysis, and the creation of logical data marts focused on specific
organizational aspects (Kimball & Ross, 2011). To ensure the reliability and usability of
the data, it undergoes processing steps such as cleaning, homogenization, and integration
within the data warehouse, following the Extraction/Transform/Loading (ETL) process
(Romero & Abello, 2010). The first phase of data warehousing involves addressing
common challenges like inconsistent data, incompatible data formats, varying data
granularity, and other issues prevalent in distributed heterogeneous information services
(Zhuge, Garcia-Molina, & Wiener, 1996). The second step of creating the data warehouse
necessitates different methodologies from those used in operational information systems.
In this study, the design approach follows the multidimensional paradigm, where
the fact/dimension dichotomy distinguishes the multidimensional representation of
data. This representation allows for a comprehensive understanding and evaluation
of data from multiple angles or dimensions of analysis. The multidimensional model
is particularly suitable for non-expert users, such as knowledge workers, who are the
end-users of the data warehouse. The third phase requires leveraging techniques such as
aggregate navigation (Gupta, Harinarayan, & Quass, 1995), complex query optimization
(Chaudhuri & Shim, 1994), advanced indexing strategies (Lomet & Salzberg, 1990), and
user-friendly visual interfaces for online analytical Processing (OLAP) (Chaudhuri &
Dayal, 1997; Colliat, 1996) and data mining (Fayyad, Piatetsky-Shapiro, & Smyth,
1996). These capabilities enhance the navigation of aggregated data, optimize query
performance, and provide user-friendly interfaces for data analysis and exploration.

This study employs a user-centered methodology to support the design of a
multidimensional data warehouse and the elicitation of end-user requirements. The
methodology consists of three key steps:

e The initial step involves a comprehensive analysis of the data sources to identify the
multidimensional information they contain. This analysis focuses on understanding
the data that can be analyzed from a multidimensional perspective without
considering specific requirements at this stage.
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e The second step proposes leveraging the identified multidimensional knowledge
to facilitate the elicitation of user needs. By incorporating this knowledge, the
analytical capabilities of the data sources are fully utilized while ensuring a balance
between the requirements and the available data sources.

e Once the requirements have been established, the next step involves automatically
generating the conceptual schema of the data warehouse and extracting the
multidimensional knowledge from the data sources.

These three steps enable a systematic and efficient approach to designing the data
warehouse and aligning it with the requirements and analytical capabilities of the
available data sources. Table 1.5 shows required data based on each measure. Table 5,
referenced in the study, is crucial in illustrating the specific data requirements associated
with each identified measure. This table provides a detailed overview of the data
elements necessary for each aspect of the multidimensional analysis. It categorizes the
required data based on various dimensions and measures, offering a clear and organized
representation of the data needs. This comprehensive tabulation is instrumental for
users and designers alike, serving as a guide for understanding the data dependencies
and requirements integral to the data warehouse design process. By providing this
level of detail, Table 1.5 ensures that users can readily identify the data components
relevant to their specific analytical needs, thereby enhancing the overall usability and
effectiveness of the data warehouse. This table, referenced in the study, is crucial in
illustrating the specific data requirements associated with each identified measure. This
table provides a detailed overview of the data elements necessary for each aspect of the
multidimensional analysis. It categorizes the required data based on various dimensions
and measures, offering a clear and organized representation of the data needs. This
comprehensive tabulation is instrumental for users and designers alike, serving as a
guide for understanding the data dependencies and requirements integral to the data
warehouse design process. By providing this level of detail, Table 1.5 ensures that users
can readily identify the data components relevant to their specific analytical needs,
thereby enhancing the overall usability and effectiveness of the data warehouse.
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1.6 Assessing Data Availability and Requirements for
Calculating Active Mode Accessibility

In this section of the thesis, we embark on a comprehensive exploration of the various
data sources available in Canada pertinent to studying active mode accessibility. The
focus is on delineating and explicating the diverse array of data repositories, ranging
from governmental databases to local urban mobility surveys, which collectively provide
the necessary empirical foundation for calculating accessibility in active transportation
modes such as walking and cycling. This examination is crucial for understanding the
breadth and depth of data available in the Canadian context, thereby enabling a more
accurate and informed analysis of active mode accessibility. The following subsections
will provide detailed descriptions of each data source, highlighting their specific
characteristics, the type of data they contain, and their relevance and applicability to
the field of active transportation research. Figure 1.1 presents a structured overview
of the classification of required data. The figure delineates two primary categories, trip
data, and spatial data, which are essential for comprehensive accessibility analysis.Under
Trip Data, we identify subcategories such as Travel Data, Users Data, and Origin-
Destination Data. Travel Data encompasses information related to the specifics of trips,
such as duration and mode of transport. Users Data provides socio-economic attributes
of individuals who use active transportation. At the same time, Origin-Destination Data
captures trip start and end points, which is crucial for understanding travel patterns.
Spatial Data is subdivided into Land Use/Land Cover Data, Cycling and Walking
Network Data, and Point of Interest Data. Land Use/Land Cover Data offers insights
into areas’ physical and environmental context, influencing active travel behavior.
Cycling and Walking Network Data relates to the infrastructure supporting active modes
of transportation, including the location of paths, bike lanes, and connectivity. Point of
Interest Data details the locations that attract trips, such as workplaces, schools, and
retail centers, which are vital for calculating accessibility to different destinations.

The figure further specifies key datasets used in the analysis, such as the General
Social Survey (GSS) Data and Household Surveys under Trip Data, and a range of
tools and databases like the Origin-Destination Survey of different regions, Open Street
Map (OSM), Can-BICS, and various municipal open-source data sets under Spatial
Data. This visual classification in Figure 1.1 aids in understanding the intricate web of
data required for active mode accessibility calculation and highlights the comprehensive
approach taken in this study to encompass the multifaceted nature of active travel
behavior and its context within urban settings.

General social survey (GSS)

The General Social Survey (GSS) is a mational survey conducted by Statistics
Canada that collects information on Canadians’ social trends and attitudes. The Survey
has been conducted since 1985 and is conducted every two years, making it one of the
longest-running surveys of its kind in Canada. This Survey (GSS) in Canada covers
various topics related to social trends and attitudes. Some major topics covered by
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the Survey include Social well-being, Health, Education, Work, Family, Social networks,
Crime and justice, and Time use. The Survey is designed to provide a snapshot of social
trends and attitudes in Canada. It is used by researchers, policy-makers, and the general
public to gain a better understanding of the social issues facing Canadians.

The Time Use Survey is a component of the General Social Survey (GSS), which
has been conducted since 1986. This Survey is conducted every five years (1986, 1992,
1998, 2005, and 2015) and continues until 2020. However, the information related to
the 2020 census has not been released yet. So, The most recent Survey was released in
2015. Tt is designed to provide information on how Canadians allocate their time to daily
activities such as paid work, household chores, leisure activities, caregiving activities, and
travel trips. Time Use Survey collects data on how individuals travel from one location
to another during their daily activities. It includes modes of transportation such as
walking, cycling, driving, and taking public transit. The Survey collects information
on the start and end time of each trip, the mode of transportation used, the purpose
of the trip (e.g., work, shopping, leisure), and the distance traveled. In addition, This
dataset contains travel time data for people in many of the Census Metropolitan Areas
(CMAs) and non-CMA areas all over Canada. CMAs include St. John’s, Halifax,
Saint John, Montreal, Quebec City, Toronto, Ottawa, Hamilton, Winnipeg, Regina,
Saskatoon, Calgary, Edmonton, and Vancouver. The non-CMA areas of each of the
ten provinces were also grouped to form ten more strata. The Survey also collects
information on the characteristics of individuals and their households, such as age, sex,
education, employment status, family composition, and income.
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Based on the categories of data mentioned above, this database includes the following
data:

e Travel data (trips) Travel data provides information about the trips, including the
mode of travel, duration of travel, and trip origins and destinations. This dataset
contains 301 bicycle and 4236 walking trips in 2015. Each trip contains pumlID,
start time, end time, duration, origin, and destination.

o User data (Socio-economic and personal data)

Demographic variables of pedestrian and cycling users, including age, gender, and
the number of households, can be obtained from this Survey.

e Origin- destination data

In the GSS database, different travel destinations and locations are considered.
Each location is identified with a specific code, as follows: home or on the property,
someone else’s home or property, work or school, in the neighborhood, Outdoors, Grocery
store, other stores or mall, Library, museum or theatres, Sports center, field or arena,
Restaurant, bar or club, Place of worship, medical, dental or another health clinic, and
Elsewhere.

Household travel survey

One of the existing data sources that can be utilized for data needs is the household
travel survey, which has been conducted in various regions throughout Canada. This
survey provides access to relevant data about travel, users, and origin-destination, which
are essential for calculating accessibility measures accurately. The household travel
survey is a valuable resource for transportation planners, policymakers, and researchers
who seek to comprehensively understand travel behavior patterns and the factors that
influence them. In a household travel survey, several variables are collected, such as
household levels, person level for each person, and trip level for each trip made by each
household member.

The following is an overview of the categories of data that are obtained through the
household travel surveys:

Transportation Tomorrow Survey (TTS)

The Transportation Tomorrow Survey (TTS) is a comprehensive survey (a series
of population-based cross-sectional travel surveys) that gathers information about how
and where people travel. The survey aims to gather detailed information about the
travel patterns of households and individuals. Since 1986, the Greater Toronto Area
(GTA) has been implementing the Transportation Tomorrow Survey (TTS) program
every five years, which has proven to be a highly effective way of collecting travel behavior
data. The Transportation Tomorrow Survey (TTS) is part of an ongoing data collection
program by the Transportation Information Steering Committee (TISC). The survey
data (2016, 2011, 2006, 2001, 1996, 1991, and 1986) are currently under the care of the
Data Management Group. This group is responsible for maintaining the T'TS databases
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TABLE 1.6: A Comprehensive Analysis of Variables in Household Travel

Surveys

Household levels

Person level

Trip level

Home location
Dwelling type
Household size (# people)

Number of vehicles

Number of bicycles

Household income

Home parking (#off-street
spots)

Gender
Age
Driver’s licence

Transit pass

Student status
School level

School location

Origin location

Destination location

Trip departure time (start and
end time)

Purpose of travel (destination
activity)

Mode(s) of travel (up to 5)

Number of vehicle occupants (if
driver or passenger)
Employment status

Workplace location

Parking at work and school(free
or pay)

Other occupational status

Location of residence
Frequency of cycling, walking,
and other active mode use

and making appropriate travel information available for any urban transportation study
in the area.

In 1986, the survey covered the Greater Toronto and Hamilton Area (GTHA), which
included the Municipality of Metropolitan Toronto and the Regional Municipalities of
Durham, York, Peel, Halton, and Hamilton. In 1991, the survey area was expanded
to include the municipalities adjacent to the GTHA boundary, known as the ‘fringe
area’ The 1996 survey included all of the GTHA, plus several additional regions,
including Peterborough County, the City of Peterborough, Victoria County, the Town of
Orangeville, Simcoe County, the City of Barrie, Wellington County, the City of Guelph,
Waterloo Region, and Niagara Region. In 2001, the survey area changed again, with
the addition of Simcoe County and the City of Orillia and the exclusion of the Regional
Municipality of Waterloo and Northumberland County. The 2006 survey area included
the Regional Municipality of Waterloo, the City of Brantford, and Dufferin County, with
interviews conducted in Brant County during interviewer training. The 2011 and 2016
TTS survey areas, including Brant County, were the same as in 2006.

TTS database includes Household attributes (such as Regional municipality of
household, geocode of household, UTM X and Y coordinate of the household, Type
of dwelling unit, Number of persons in the household, Day of week trip data, Number
of vehicles, Number of persons possessing a driver’s licence in the household, Number
of full or part time workers in the household, Number of full or part time students
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in the household, Number of household trips on trip day, and Household’s total
income), Person attributes (such as person number within the household, age, gender,
possession of a driver’s licence, possession of a transit pass, employment status of the
person, person’s occupation type, student status of person, school codes (Starting from
2001), regional/Local municipality of person’s usual place of work, UTM X and Y
coordinate of person’s usual place of work, geocode person’s usual place of work, number
of trips made by the individual on trip day, and number of trips made by individual
on trip day with primary mode being public transit), Trip attributes (such as trip
number for persons in household, start time of the trip, Primary mode of the trip (public
transit, bicycle and walking), purpose of the trip (home-based work (i.e. home-to-work or
work-to-home), home-based-school, home-based-discretionary, non-Home-based), origin
purpose of the trip, Regional municipality of trip origin, planning district of trip origin,
2001 and 2006 traffic zone of trip origin, UTM X and Y coordinate of trip origin, Method
used to geocode trip origin, destination purpose of the trip (second and subsequent school
trips, daycare (not in 1986), entertainment (1986 only), facilitate passenger, home, linked
trip (1991 only), marketing/ Shopping (not in 1991), second and subsequent work trips,
first school trip of the day, first work trip of the day and others), regional municipality
of trip destination, planning district of trip destination, 2001 and 2006 traffic zone of
trip destination, UTM X and Y coordinate of trip destination, method used to geocode
trip destination, straight line trip length in kilometres, manhattan distance trip length
in kilometres).

The information collected through the TTS provides valuable insights into travel
patterns in a given region. It can help transportation planners and policymakers better
understand the needs of travelers and make informed decisions about transportation
infrastructure and services. By analyzing the data collected through the TTS, planners
can identify trends and patterns in travel behavior, such as the most popular modes of
transportation and the busiest travel times, and use this information to develop more
effective transportation policies and programs.

Autorité régionale de transport métropolitain survey (ARTM)

The Montreal OD (Origin-Destination) survey is a large-scale cross-sectional
household travel survey conducted every five years since 1970 in the Montreal
metropolitan area (1970, 1974, 1978, 1982,1987, 1993, 1998, 2003, 2008, 2013, and 2018).
The survey covers 5% of the population residing in the Montreal metropolitan area and
is conducted by the Autorité Régionale de Transport Métropolitain (ARTM).

Its purpose is to provide an accurate picture of all the trips made by region residents
during an average weekday for all modes of transportation, such as walking, cycling, bus,
metro, train, and car. They are descriptive surveys that provide a statistical portrait
of the different characteristics of people’s trips. For each documented trip, the surveys
identify the origin, destination, purpose, departure time, and all the different modes of
transport used. Other socio-demographic variables are also collected. It is primarily a
survey conducted through telephone interviews that aims to provide a general overview
of all trips made by region residents, regardless of the mode of transport used. The 2018
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OD survey included a web questionnaire component for the first time. In addition, this
survey covers an increasingly larger territory that spans the entire metropolitan region,
from the major cities of Montreal, Laval, and Longueuil to the north and south crowns.

The survey collects detailed information on each trip made by all individuals in each
surveyed household (such as home location, size, vehicle ownership, and number of
cars), each person in the household (age, gender, income, education level, driving
license ownership, principal occupation, public transit monthly pass ownership), and
each trip made by each person of 5 years and older ( such as departure time, origin
and destination locations, trip purpose, mode sequence, and others).

Vancouver panel survey (VTS)

The Vancouver Panel Survey is a longitudinal survey of households living in
Vancouver, British Columbia, Canada (Vancouver’s nine transportation zones). The
survey is conducted annually, and its primary goal is to provide a comprehensive picture
of travel behavior and trends over time, as well as the impact of policies and interventions
on these trends. The primary component of this survey is a travel diary in which
individuals record the details of the trips they make on an assigned weekday. This
trip data is then compared to the previous panel surveys conducted from 2018 to 2019
(2008,2011, 2013, and 2019), allowing analysis of transportation trends.

The survey collects detailed information on personal and household characteristics,
including age, gender, income, education, and employment status. It also gathers
information on travel behavior, including trip purpose (such as work, school,
recreational/social/entertainment, home, work business trip, shopping, personal
business, restaurant, drop off/pick up, and drive someone ), mode of transportation
(Auto, transit, cycling, walking, and other), travel distance, start time for each of
their recorded trips, travel time, trip rates, VKT, origin-destination patterns (The daily
origin and destination (O-D) patterns for Vancouver residents based on geocoded trip-
end coordinates), average trip distances (Trip lengths were estimated using the distance
matrix from TransLink’s Regional Transportation Model’s shortest distance assignment)
and trip frequency.

One of the unique features of the survey is the collection of data on active
transportation, such as walking and cycling. This data evaluates the effectiveness of
policies and interventions promoting sustainable transportation modes.

In addition to travel behavior and personal characteristics, the survey collects
information on attitudes and perceptions related to transportation and the built
environment. This information is used to inform policies and interventions to improve
transportation options and promote sustainable and healthy communities.

Origin- Destination survey of National Capital Region

The Origin-Destination (OD) survey of the National Capital Region (NCR) in Canada
is a comprehensive travel survey that aims to gather detailed information on the travel
behavior of residents in the region. This survey was conducted in 1986, 1995, 2005, and
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2011 and is currently being conducted again in 2022. The Origin-Destination (O-D)
Survey examines the “who, where, why, when, and how” of trips made by residents of
the National Capital Region (NCR), resulting in extensive, up-to-date information on
current daily trip patterns of area residents in rural areas, growing suburbs, mature
neighborhoods and downtown areas alike. The survey is a joint project of the TRANS
Committee, comprised of the National Capital Commission, the City of Ottawa, the
City of Gatineau, the Ontario and Quebec Ministries of Transportation, and the transit
agencies of Ottawa and Gatineau.

Total trip numbers account for the age five and older population for the 2011 O-D
survey and the age 11 and older for the 2005 O-D survey. In addition, The survey did
not capture commercial trips or trips generated outside of the National Capital Region.
The survey is designed to capture all trips made by residents in the NCR, including
the trip origin and destination (includes different districts in this region such as Ottawa
Inner Area, Ottawa West, Merivale, Ottawa East, Alta Vista), purpose (such as home,
work, school, shopping, leisure, personal and others(include visiting friends and family,
health-related trips, and other), and pick up or drop off), time of travel, distance of
travel, and mode of transportation. The survey covers various transportation modes,
such as walking, cycling, public transit, and driving.

The survey also collects personal and household information such as age, gender,
income, education, household size, driver’s license, household vehicle availability, and
employment status. These variables are used to understand how travel behavior varies
by demographic group and to identify potential disparities in access to transportation.

Origin- Destination survey of Capital Regional District (CRD)

The Capital Regional District (CRD) conducted a comprehensive trip diary (origin-
destination, or O-D) survey. The survey profiles residents’ travel behavior. The profile
will aid the CRD in its Regional Growth Strategy, the Regional Transportation Plan,
and other ongoing sustainable planning initiatives. The 2017 survey updates surveys
conducted in 2011, 2006, and 2001.

The 2017 study area of the survey consisted of all 13 incorporated municipalities
in the CRD, the Juan de Fuca Electoral Area, and Salt Spring Island. Most of the
reporting described below covers the 13 incorporated municipalities and the Juan de
Fuca Electoral Area: this area corresponds to the area covered by the Regional Growth
Strategy. It is defined as the “Regional Planning Area” (RPA). Households from Salt
Spring Island were included in order to build a better picture of travel between these
regions and the RPA and of the travel patterns of Salt Spring Island residents. The
Southern Gulf Islands and the CVRD were omitted.

Demographic variables

The demographics of the RPA’s residents are essential indicators of travel. The
key factors are population (people make trips), households (members of households
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coordinate their trips, including household size, age, employment, and type of dwelling
), and the vehicle available to each household.

Travel variables

The survey collects information on trip origins and destinations, travel modes
used, trip purposes (such as Work / work-related, Post-secondary school, School,
Personal business, Recreation / social, Dining / Restaurant, Shopping, Pick-up/drop-off
passengers, home, and others), and the time of day that trips are taken.

Origin- Destination survey of Nanaimo City

The City of Nanaimo recently initiated the Nanaimo Transportation Master Plan
(NTMP) process. In preparation for the development of the NTMP, the City undertook
a Pre-Plan Consultation Process in 2011, which included open houses and surveys to
identify key themes and priorities to be considered during the development of the NTMP.

The Origin-Destination (OD) survey of Nanaimo City collects data on the daily
travel patterns of residents and visitors. The survey covers a wide range of travel-
related information, including the purpose of the trip (Commute, Exercise, Recreation,
Shopping/Errands, and others), mode of transportation, trip distance, trip duration,
and demographics of the travelers.

The survey provides detailed information on the different modes of transportation
used by travelers, including driving, walking, cycling, and public transit. It also
documents the frequency and duration of each mode of transportation, and the distance
traveled.

In addition to travel-related data, the survey also collects information on demographic
factors such as age, gender, education level, income, and employment status. This data
provides insights into how different groups of people travel within the City and helps
identify any disparities in transportation access and mobility.

Edmonton and Region Household Travel Survey(ERHTS)

The Edmonton and Region Household Travel Survey (ERHTS) is a comprehensive
travel survey conducted in the Edmonton Metropolitan Region, Alberta, Canada, in
1994, 2005, and 2015. The ERHTS was conducted using a combination of online and
paper-based surveys, with participants randomly selected from over 46,000 residential
addresses in the Edmonton region. The report describes the weekday travel patterns of
the Edmonton Capital Region residents. It travels between the Region and the City of
Edmonton. The survey collected data on travel behavior over a 24-hour weekday period,
with participants being asked to report all trips taken, including their purpose, mode of
transportation, and time of travel.

The survey aims to collect data on travel behavior patterns of households residing
in the Region and demographic characteristics of the population. The travel variables
collected in the survey include the number of trips made, trip duration, distance traveled
(The length of trips taken is an indicator of the spatial characteristics of travel and the
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extent to which people are willing to or forced to travel to complete activities), mode of
transportation (car driver, car passenger, walk, transit, school bus, bicycle, and other),
travel purpose (such as Work, Post-Secondary, School, Shopping, Social / Recreation,
Personal Business, Pick up/Drop off, and other), and travel time. Personal variables
include age, gender, education level, employment status, and household income. In
addition to travel and personal variables, the survey collected information on household
characteristics, including the number of household members, vehicles owned, and housing

type.

The survey found that the most common mode of transportation for all trip purposes
was driving, with 78% of all trips made by private vehicles. Walking was the second most
common mode of transportation, accounting for 10% of all trips. Public transportation
was used for only 6% of all trips, and cycling for 3%. The survey also found that the
average trip distance was 8.7 km, and the average travel time was 29 minutes.

Calgary and Region Travel and Activity Survey (CARTAS)

The Calgary and Region Travel and Activity Survey (CARTAS) was conducted in
2012. Household travel surveys have been conducted approximately every ten years
since 1964 and provide critical information to decision-makers on how travel behavior
and influences change over time. The CARTAS study area includes The City of Calgary,
the Municipal District of Foothills, Rockyview County, Wheatland County, and all the
towns and villages within those boundaries, including Airdrie, Chestermere, Cochrane,
High River, Okotoks, Nanton, and Strathmore. The survey’s primary purpose is to
collect information to update the Regional Transportation Model (RTM). However,
these surveys offer a unique insight into the characteristics of travel in Calgary and
the surrounding region.

The travel data collected in the survey include information on the frequency of travel,
the length of trips, and the types of transportation used, such as walking, cycling, public
transit, and private vehicles. The survey also collected information on the number of
people traveling together, the trip’s purpose, and the time of day the trip was made.

The personal variables collected in the survey include demographic information,
such as age, gender, income, education level, and employment status. The survey also
collected information on household characteristics, such as the number of people living
in the household, the number of vehicles owned by the household, and the availability
of alternative modes of transportation, such as bicycles and public transit.

The survey data were used to analyze travel patterns and trends, assess transportation
infrastructure needs, and evaluate the effectiveness of transportation policies and
programs. The data have been made available to the public. They can be
used by researchers, policymakers, and other stakeholders to inform decision-making
and planning related to transportation and urban development in Calgary and the
surrounding areas.

City of Saskatoon Household Travel Survey
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The 2013 Saskatoon Travel Survey is a comprehensive study of travel behavior in
Saskatoon, Canada. The survey gathered information about residents’ travel habits,
including mode choice, trip purposes, and travel times.

The survey collected data from households within the city limits of Saskatoon
through telephone interviews, asking questions about each individual’s travel on a typical
weekday and weekend day. In addition to travel data, personal characteristics such as
age, gender, employment status, and household size were also collected.

The travel data collected in the survey includes trip purpose, mode of transportation,
origin and destination, time of travel, and travel distance. The survey also collected data
on the frequency of travel, such as the number of trips taken by each individual in a
week and the types of destinations visited.

The survey also included a mode choice analysis to better understand the factors
influencing people’s travel choices, such as personal and trip characteristics.

The data collected from the survey has been used to inform transportation planning
and policy in Saskatoon, as well as to understand deeply the travel behavior of residents
in the city. The information has been used to identify areas where improvements to the
transportation system could be made, such as increasing transit service or building new
cycling infrastructure.

Okanagan Travel Survey (OTS)

The City of Kelowna, City of Vernon, Regional District of Central Okanagan,
West Kelowna, Lake Country, Peachland, and Westbank First Nation, along with the
BC Ministry of Transportation and Infrastructure, have collaborated to conduct the
Okanagan Travel Survey (OTS). The smartTRIPS program, part of the Sustainable
Transportation Partnership of the Central Okanagan (STPCO), supported the survey’s
execution. The OTS employs a methodology that conducts a household travel survey
every five years in the Central Okanagan and City of Vernon region. This type of survey
gathers information on the daily travel patterns of each five-year-old or older household
member based on their travel on the previous day. This survey was conducted in 2007,
2013, and 2018. Like the objectives of the previous Okanagan Travel Surveys conducted
in 2007 and 2013, the data collected through the 2018 OTS creates a repository of
residents’ travel habits. This data can serve as a foundation for developing policies and
transportation plans in the Central Okanagan and The City of Vernon. Additionally, the
2018 OTS contributes to the larger aim of tracking regional travel trends and establishing
a regional transportation demand model for the area.

The Okanagan Travel Survey conducted in 2018 recorded the journeys taken by
individuals within a specific region during a regular working day that lasted 24 hours.
The survey measured the number of personal trips made for different reasons from one
location to another. These trips were taken at a specific time of day and made using
any of the five available modes of transportation.
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The 2018 survey was a household-based survey that collected demographic
information on all household members and travel characteristics. Data is as follows:

e household data includes address, dwelling type, number of householders, number
of vehicles available to householders, number of working bicycles available to
householders, and Household Income.

¢ Person-level data for each person in the household includes gender, age, driver’s
license, student status, school level, employment status, workplace location, and
type of occupation.

o Trip level data for each trip made by each household includes origin (Geocode
origin XY coordinates), destination (Geocode destination XY coordinates), trip
departure time, trip arrival time, trip purpose (or activity at destination location
such as travel to Work, post-Secondary School, School, restaurant, recreation (gym,
swimming, etc.), social outing / meet friends, shopping, personal business, pick
up and drop off a passenger, home and others ), mode of travel (such as auto
driver, auto passenger, public transit, school bus, bicycle, walked, motorcycle or
moped/scooter), transit route(s), number of vehicle occupants, vehicle availability
for trip (if not by automobile and household has vehicles), and additional
information about trip (open-ended response

Winnipeg Area Travel Survey (WATS)

The Winnipeg Area Travel Survey (WATS)is a travel ‘origin-destination’ survey
conducted in autumn 2007. The survey covered the entire City of Winnipeg and the
surrounding area within a 100-km radius of downtown Winnipeg. The 2007 WATS is
the first all household-based trip survey ever done in Winnipeg. In combination with
traffic counts, on-board transit ridership counts, and demographic and employment data
from the Census of Canada and other sources, the 2007 survey provides both a reliable
profile of current conditions and a means to measure trends in local travel.

Typical of origin-destination surveys, there are three categories: household, person,
and trip data. As noted, trip data were collected only for household members 11 years
and older. The 2007 survey was a travel survey that collected demographic information
on all household members and travel characteristics. The dataset is as follows:

Household data consists of location, household size, number of vehicles, type of
dwelling, and household income.

Person data includes age, gender, driver’s license, occupation status (worker, student,
retiree, etc.), usual place of work or school, long-term physical disability, labor force
status, hours of work, and education.

Trip data includes origin, destinations, purpose of travel(such as work, work-related,
school, shopping, social/recreational, restaurant, medical/dental visit, drive someone
somewhere / go pick someone up, return home), mode(s) of travel (such as car driver, car
passenger, Winnipeg Transit, intercity bus, other transit, private transportation service,
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school bus, water taxi3 / ferry, taxi, handi-Transit, bicycle, walk, and motorcycle /
moped), departure time, arrival time, If transit: use of park and ride lot, line(s) used,
transfer point(s).
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The London Household Travel Survey

In 2016, the London Household Travel Survey was conducted to offer an in-depth
understanding of the travel patterns of individuals residing in the City of London and the
nearby Census Metropolitan Area. Vital data concerning travel making, preferences, and
attitudes was collected during the Survey to support the development of infrastructure
and services for road users, public transport passengers, cyclists, and pedestrians. Earlier
editions of this Survey were conducted in 1987, 2002, and 2009. This Survey collected
data on various variables related to households, persons, and trips.

For households, the Survey collected data on the location of residence, the number of
people living in the household, driver’s license, age and gender, employment status, and
income. It also gathered data on the type of dwelling, such as whether it was a single-
family home or an apartment, and the availability of cars and bikes in the household.

For persons, the Survey collected data on their age, gender, employment status,
education level, and income. It also asked about their travel behavior, such as how often
they traveled, what modes of transportation they used, and their travel purposes.

For trip data, the Survey collected data on the location of origin and destination
for each trip, the purpose of the trip (work, post-secondary school, school,
shopping/recreational, other discretionary), the mode of transportation used (such as
auto driver, auto passenger, transit, walk/cycle, and others), the time of day, the distance
traveled, and the duration of the trip. It also gathered information on the origins and
destinations of the trips, such as the home address and the location of the destination.

Kingston Household Travel Survey

The 2019 Kingston Household Travel Survey (KHTS) was undertaken with a random
sample of households in the City of Kingston. Previous household travel surveys of
Kingston residents were conducted in 2002 and 2008. The 2019 survey builds on the
legacy of the previous surveys while expanding the depth of the data collected and
providing more detailed reporting on travel patterns captured by the survey. The
survey gathered information on household and demographic characteristics relevant to
understanding travel patterns. It also captured detailed trip information for residents
aged 5+ years, providing a snapshot of the 24-hour travel patterns throughout a typical
fall weekday.

The survey’s objectives were to gather information to assist the City of Kingston
in transportation planning and promote sustainable modes of transportation, such as
walking, cycling, and public transit—the survey aimed to identify travel patterns and
behavior and opportunities to reduce the reliance on single-occupancy vehicles.

This survey collected information on various aspects of travel and socio-demographic
characteristics, such as:
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e Household data consists of age, gender, income, student number in a household,
type of dwellings, access to automobile, access to a bicycle, transit Passes, and
employment status.

o Trip data includes frequency and purpose of trips (such as usual work, work-
related, post-secondary school, attending K-12 school, shopping, personal business,
restaurant, recreation, social, serving passengers, return home, and other), modes
of transportation used (such as auto Driver, auto Passenger, Kingston transit,
School Bus, Walk, Bicycle, and others), trip distances, and travel times.

North Shore Transportation Survey

The North Shore Transportation Survey (NSTS) 2019 is a biennial survey of North
Shore residents that tracks key transportation metrics associated with residents’ travel
patterns. The Survey is an initiative of the City of North Vancouver (CNV), District of
North Vancouver (DNV), and District of West Vancouver (DWYV). This Survey collected
data on various variables related to households, persons, and trips as follows:

¢ Participant Characteristics: describes the characteristics of North Shore residents
and their households, as captured by the Survey, including age, gender,
household, employment, health status, occupation, bike access, and vehicle access
characteristics. These characteristics are captured to better understand travelers’
needs, challenges, and patterns. The results are based on the survey sample with
selected information from the 2016 census.

o Daily trip characteristics: provides a snapshot of daily (24-hour) travel patterns
from the trips reported by survey participants and includes location, trip demand,
purpose (such as usual work, work-related, school, personal business, restaurant,
recreation, social, serve passenger, return home and others ), mode share (Auto
Driver, Auto Passenger, Transit, Walk, bicycle, and others), and distribution
(include the trip origin and destinations).

The following table is an overview of data sources from various household travel
surveys conducted across Canada, as explained before. The detailed breakdown by
survey, year, and data type provides a comprehensive overview of the methodologies. It
focuses on travel surveys across Canadian regions. It details the type of data collected
in these surveys, categorized into three main sections: Household Data, Person Data,
and Trip Data. The table lists multiple surveys, such as the General Social Survey
(GSS), Transportation Tomorrow Survey (TTS), and Autorité régionale de transport
métropolitain survey (ARTM), among others. For each survey, the table specifies
the year or years of the survey and the kind of information collected. For instance,
the GSS is conducted every five years, such as in 1986, 1992, 1998, 2005, 2010, and
2015 collected household data ( including dwelling type, household size, and household
income), personal data (such as gender, age, student status, school level, and employment
status), and trip data (including modes of travel, the purpose of travel, start time and
end time). Each survey’s data points vary, focusing on demographic information such
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as household size, income, and employment status. In contrast, others delve into trip
specifics like start and end times, trip purposes, and travel modes.
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The Linkable Open Data Environment (LODE)

The Linkable Open Data Environment (LODE) is an exploratory initiative that aims
to enhance the use and harmonization of open microdata primarily from municipal,
provincial, and federal sources. It was compiled by the Centre for Special Business
Projects (CSBP) at Statistics Canada in 2020.

This database includes variables such as address, postal code, city, province, and
latitude and longitude of each facility and includes a Canada-wide Open Database of
educational facilities (this database covers facilities such as early childhood education,
kindergarten, elementary, secondary, and post-secondary institutions, and
specific vocational training centers. The database does not include virtual
educational institutions.) healthcare facilities (including ambulatory healthcare services,
hospitals, and nursing and residential care facilities), cultural and art facilities (such
as arts or cultural centers, artists, festival sites, galleries, heritage or historic sites,
library or archive, museum, theatre/performance and concert hall, and miscellaneous),
and recreational and sports facilities (including trails(such as urban and rural trails or
pathways for walking, hiking, or biking), sports fields, arenas (facilities where sports and
recreational activities take place), athletic parks, beaches, casinos, community centers,
gyms, marinas, parks and green spaces, playgrounds, pools, race tracks, ice rinks, skate
parks, splash pads, stadiums, miscellaneous), and Businesses (this database contains
addresses of business, name, type of business and locations).

e The Open Database of Buildings

The inputs for the ODB are datasets provided by municipal, regional, or provincial
sources available to the general public through open government portals under various
types of open data licenses. The current database version (version 2.0) contains
approximately 4.4 million records and includes provinces and territories where open
building footprints were found during the collection period. Each data provider attached
a different set of variables to their building footprints within the original datasets. The
variables included in the ODB are as follows: Latitude, Longitude, Area, Perimeter, Data
provider, Census subdivision unique identifier, Census subdivision, name, and Unique
building ID.

e The Open Database of Educational Facilities

The Open Database of Educational Facilities (ODEF) is a collection of open data
containing the names, types, and locations of education facilities across Canada. It
is made available under the Open Government Licence - Canada. The inputs for the
ODEF are primarily datasets provided by municipal, regional, or provincial sources
available to the general public through open government portals under various types
of open data licenses or otherwise published on their web pages and released under
an open license with their permission. The variables included in the ODEF are
as follows: Facility Name, Facility Type, Authority Name, International Standard
Classification of Education (ISCED), Level, Official Language Minority School Status,
Address, Unit, Street Number, Street Name, Municipality Name, Province, Postal
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Code, Province Unique Identifier, Census Subdivision Name, Census Subdivision Unique
Identifier, Census Metropolitan Area Name, Census Metropolitan Area Unique Identifier,
Longitude, Latitude, Geocoding Source, Source ID, Unique ID.

¢ The Open Database of Healthcare Facilities

The inputs for the ODHF are datasets whose sources include regional health
authorities, provincial, territorial, and municipal governments, and public healthcare and
professional healthcare bodies. These datasets were available under various types of open
data licenses, e.g., in an open government portal or as publicly available data. In some
instances, data were obtained directly from administrative sources. Details of the sources
used are available in the ODHF metadata. This dataset includes ambulatory healthcare
services, hospitals, and nursing and residential care facilities. The variables included in
the ODHF are as follows: Index, Facility Name, Source Facility, Type, ODHF Facility
Type, Provider, Unit, Street Number, Street Name, Postal Code, City, Province or
Territory, Source-Format Street Address, Census Subdivision Name, Census Subdivision
Unique Identifier, Province or Territory Unique Identifier, Latitude, Longitude.

e The Open Database of Cultural and Art Facilities

The Open Database of Cultural and Art Facilities (ODCAF) collects open data
containing cultural and art facilities’ names, types, and locations across Canada.
This dataset includes arts or cultural centers, artists, festivals, galleries, heritage or
historic sites, libraries or archives, museums, theatre/performance and concert halls,
and miscellaneous.

e The Open Database of Recreational and Sport Facilities

The Open Database of Recreational and Sports Facilities (ODRSF) is a collection of
open data containing the names, types, and locations of recreational and sports facilities
across Canada. Recreational and sports facilities include trails(such as urban and rural
trails or pathways for walking, hiking, or biking), sports fields, arenas (facilities where
sports and recreational activities take place), athletic parks, beaches, casinos, community
centers, gyms, marinas, parks and green spaces, playgrounds, pools, race tracks, ice rinks,
skate parks, splash pads, stadiums, miscellaneous).

e The Open Database of Businesses

The Open Database of Businesses contains addresses of business names and locations.
It also includes information on the type of business and legal nature of business when
supplied by the data providers.

e The Open Database of Infrastructures

The Open Database of Infrastructure contains the name and location of significant
transport and physical infrastructures such as airports, railway stations, bridges, elevated
roads, etc. Infrastructures are classified by type. Records are compiled from open sources
and publicly available data (with permission from the data owners).
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Can-BICS
¢ Cycling and walking networks

Can-BICS is a classification system of five broad bicycle facilities assigned to three
categories: high, medium, and low comfort, based on the facility’s contribution to user
safety and comfort while cycling. 1) High comfort includes low-stress routes that are
comfortable for most people, including those of all ages and abilities, with a record for
best safety, for example, cycle tracks, local street bikeways, and bike paths. 2) medium
comfort is low- or medium-stress routes that are comfortable for some people but whose
safety requires careful design, such as multi-use paths (A two-way paved path shared by
cyclists, pedestrians, and other users). 3) Low-comfort bikeways are high-stress routes
comfortable for a few people, with little or no additional safety, compared to no bicycle
facility, such as painted bike lanes designated by bicycle and diamond pavement markings
and signs exclusively for cyclists. Moreover, 4) non-conforming bicycle facilities do not
meet minimum Can-BICS standards, such as non-conforming - trails (these are multi-use
trails with unpaved surfaces), non-conforming — major roads (shared lanes on significant
roads provide connectivity), and non-conforming - other.

OpenStreetMap (OSM)

Another source for obtaining cycling and walking networks is OpenStreetMap (OSM).
This dataset is a collaborative global map used for active transportation research. OSM
considered cycle lanes, tracks, and sidewalks. A cycle lane lies within the roadway (on-
road), whereas a cycle track is separate from the road (off-road). Tracks are typically
separated from the road by, e.g., curbs, parking lots, grass verges, trees, etc., as well,
trails line that indicates the paths or routes suitable for walking, hiking, bicycling, and
other outdoor activities from 2015 to 2019 can be obtained from scholars Geoportal.

Municipal open data

Municipal open data is a standard source of bicycling infrastructure data, and city
governments are making this spatial data for bicycling infrastructure. Some cities in
Canada, such as Toronto, Montreal, Vancouver, etc., have this dataset. However, open
data of different cities use different definitions for bicycling infrastructure, and they
may have different levels of timeliness, completeness, and documentation (Schoner &
Levinson, 2014). For example, for bicycle facilities, the City of Toronto Open Data
portal consists of a high-resolution geospatial data set with attributes accumulated from
several sources of cycle tracks or bike lanes, road classification (local, collector, minor
arterial, etc.), number of lanes, directions, stop signs and signalized intersections. (City
of Toronto, 2017).

City of Toronto
e Cycling and pedestrian Networks

The Toronto bikeways dataset illustrates the city’s existing cycling network, including
shared and dedicated bikeways. The Toronto bikeways dataset contains the following
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types of bikeways: cycle tracks, bicycle lanes (including buffered bike lanes and contra-
flow bike lanes), neighborhood routes with sharrows (including wayfinding sharrows),
multi-use trails (including off-road and in-boulevard), as well as signed cycling routes.

The Pedestrian Network (pednet) was created by the DAV team at the City of
Toronto, and it is based on the sidewalk inventory from Transportation Services, Toronto
road centrelines, and manual collection from aerial imagery. Pednet is integrated with
centerline intersections, traffic signals, pedestrian crosswalks and crossovers, traffic signal
data from Transportation Services, as well as other City of Toronto datasets.

o Points of Interest (POI) :

Cultural Hotspot: The Cultural Hotspot covers various locations and diverse
neighborhoods, each with distinct characteristics. This dataset provides information
about attractions that interest locals and tourists, including public art installations,
murals, historically and architecturally significant buildings, parks, restaurants, and
other noteworthy establishments.

School Locations - All Types: The present dataset encompasses a geographical
file specifically designed for the City of Toronto, encompassing the entirety of the
points denoting the locations of schools. Furthermore, the dataset includes information
regarding private schools.

Green Spaces: This dataset includes parks and other open spaces within the City of
Toronto.

Land use and Land cover

Property Boundaries: This data is a GIS file that outlines the geographical area of
all properties in the City of Toronto.

Park and Recreation Facility: This dataset provides information on the recreation
facilities administered by Toronto’s Parks, Forestry, and Recreation Division.

Green Spaces includes parks and other open spaces within the City of Toronto.
City of Hamilton

Cycling and pedestrian Networks

o Recreational Pathways

A pathway is defined as land dedicated to pathway use, the pathway is mapped,
signage exists, and has a recreational purpose. Pathways may support a range of non-
motorized recreational uses such as walking, hiking, and bicycling. It includes the length
(kilometers) of all paved and unpaved maintained recreational pathways that fall under
municipal responsibility or control and if the municipality incurs costs to maintain those
pathways. This data excludes non-developed footpaths, sidewalks, and pathways that
link to roadways and does not include unpaved trails maintained by others, such as the
Bruce Trail and similar trail systems.
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Trails This dataset includes the location of recreational trails owned or maintained
by the City of Hamilton, including walking/hiking trails and off-street bikeways.
Types include:

Multi-Use Path Paved Multi-Use Recreational Trail Unpaved (Stone) Multi-Use
Recreational Trail Stairs (with or without Bicycle troughs) Trail/Cycling Networks
(Trans Canada, Waterfront, others)

Road Sidewalk This dataset includes the edge of the sidewalks in Hamilton, and
it captured from the 2019 aerial photography

Bikeways The dataset encompasses the currently available on-street bikeways in
Hamilton, which incorporates proposed enhancements and infrastructural linkages
to neighboring municipalities. The bikeways include Designated Bike Lanes,
Bicycle Paths, Bike Routes (cautionary un-signed and signed on-street), and Paved
Shoulders.

Land use and Land cover

Housing Placements

Housing Placements depicted are the initial occurrence that housing has been secured
for unique individuals participating in a City-funded homelessness program: Intensive
Case Management (ICM), Rapid Re-housing (RRH), and Transitional Living Program
(TLP).

Points of Interest (POI)

Hospitals: includes the location of hospitals in Hamilton (2022).

libraries: This dataset showcases the locations of libraries in Hamilton. The latest
version of this dataset was released in 2022.

Park Sports Fields: The dataset comprises a comprehensive inventory of sports
fields in Hamilton. It encompasses many sporting facilities, including soccer fields,
baseball diamonds, tennis courts, and other venues.

Places of Worship: Location of buildings used for religious congregations.

Recreation and Community Centers contain the location of recreation and
community centers in Hamilton.

Tourism Points of Interest includes the location of points of interest in Hamilton.

Beaches: This data contains the location of the City of Hamilton’s public
recreational swimming beaches.

Educational Institutions: This dataset provides information regarding the
geographic placement of all educational institutions and schools situated within
the boundaries of Hamilton. The categorization encompasses various educational
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levels, including Elementary, Middle, Secondary, Post Secondary, Alternative
Education, and Adult Learning establishments.

Census Population, Age and Gender

In the 2021 Census, Statistics Canada introduced the concept of gender. Given that
the non-binary population is small, data aggregation to a two-category gender variable
was necessary to protect the responses’ confidentiality. In these cases, individuals in the
category “non-binary persons” are distributed into the other two gender categories and
are denoted by the “+” symbol.

Data is derived from custom tabulations of Statistic Canada’s Census obtained by
the City of Hamilton as a consortium member of the Canadian Community Economic
Development Network (CCEDNet) Community Data Program.

City of Vancouver
Cycling and pedestrian Networks
Bikeways

This dataset contains information about bikeways in the City of Vancouver. These
bikeways follow street centrelines, so their placement in the street right of way is
approximate. This dataset is maintained manually. This dataset includes data on shorter
bikeway segments, which can differ from how the bikeways are displayed in the Vancouver
Cycling Map.

Land use and Land cover
o Property addresses

The property addresses dataset contains addresses used for parcel polygon display.
Please note: These addresses are the primary addresses displayed in VanMap and do not
represent a complete set of all addresses. Some addresses are duplicated because they
appear more than once on VanMap.

o Property parcel polygons
The property parcel polygons are assessment-based land polygons.

Points of Interest (POI)

e Parks: This data set provides information on the names and locations of City
parks.

e Cultural Spaces: This data set provides locations and attributes of cultural
spaces in the City of Vancouver, University Endowment Lands, and Musqueam
Community.

e Schools: This dataset includes the name, address, location, and category of schools
in Vancouver.
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e Libraries: This data set contains the name, address, latitude, and longitude of
each of the City’s public libraries.

City of Halifax
Cycling and pedestrian Networks
o Bike Infrastructure and Suggested Routes

Line representation of existing and suggested bike routes and infrastructure within
the Halifax Regional Municipality. This dataset includes Bike Facility ID, Bike Facility
Type, Bike Facility Name, Street Name, Bike Facility Implementation, Pilot Project or
Permanent, One Side Only, Direction, Install Year, Physical Protection.

e Active Travelways

Active Travel Ways is a Linear representation of assets that includes trails, sidewalks,
walkways, pathways, and Multi-Use Pathways.

e Pedestrian Oriented Commercial Streets

The location of pedestrian-oriented commercial streets defined in the Regional Centre
Land Use By-law is depicted as a linear representation.

o Trails Single line representations of trails either owned, maintained, or of interest
to HRM.

Land use and Land cover

e Outdoor Recreation: Polygon representations of HRM-owned or maintained
outdoor recreation areas such as active use areas, sports fields, sports courts, ball
diamonds, and water-related areas.

Points of Interest (POI)

¢ Bus Stops Point represents bus stop locations along roadways, terminals, and park-
and-ride facilities.

e Outdoor Recreation Equipment: Points representation of HRM-owned or
maintained outdoor recreation equipment such as playground equipment, outdoor
gym equipment, basketball hoops, and modular ramps.

e Park Recreation Features: Represent various owned or maintained outdoor
recreational uses.

o Schools: This dataset includes the school locations in Halifax.
City Of Waterloo
Cycling and pedestrian Networks

e Active Transportation
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Active Transportation represents active transportation infrastructure, including
cycling, sidewalks, walkways, and pathways (trails).

e Trail and Sidewalk Clearing
This dataset provides Sidewalks and Trails plowed or shoveled by the City.
o Walkability

This dataset combines sidewalks, trails, and links, forming a continuous network.
To be used in conjunction with the road network. Walkability is a measure of how
accommodating the built environment is to walking. This dataset is a work in progress
and will be updated as new information becomes available.

Points of Interest (POI)
o Places of Worship

¢ Points of Interest: Point locations of various points of interest within the City of
Waterloo.

e Schools

City Of Kitchener

Cycling and pedestrian Networks

e Trails - Community trails are multi-use pathways that exist throughout the city.

o Sidewalk: The sidewalk inventory provides information on the location of sidewalks
along the right of way in the city.

e Cycling Infrastructure: The cycling data contains bicycle lanes, signed bicycle
routes, and pathways.

e Crosswalk: The crosswalk inventory provides information and the location of
crosswalks along the right of way in the city

Points of Interest (POI)

o Parks: This dataset includes the shapefile of parks in Kitchener.

o Libraries: This dataset includes Kitchener Public Library (KPL) locations.
o Playgrounds

o Business Directory: This dataset contains a list of businesses operating in the City
of Kitchener in 2017.

e Landmarks include: education facilities, government services, parks, emergency
services, entertainment, points of interest, and more

e Points of Interest: Point locations of various points of interest within the City of
Kitchener
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Arenas and Outdoor Ice Rinks

e Pools and Splash Pads

¢ Places of Worship

e Public Art and Industrial Artifacts
e Sports facilities

o Education Facility

e Community Centres

o Museums

o Hospitals

City Of Burlington

Cycling and pedestrian Networks

e Pedestrian Network: The pedestrian network contains the location and details
about all pathways and sidewalks in the City of Burlington.

e Cycling Network: Physical cycling facilities within the City of Burlington.
Facilities include bike lanes, paved shoulders, shared use (sharrows), off-road, and
adjacent road multiuse paths.

Points of Interest (POI)

o City of Burlington Address points
e Transit Bus Stops

o Public art

o Parks Points

o Libraries

o Facilities: This dataset includes arenas, pools, community centers, park facilities,
etc. It also includes joint venture features.
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TABLE 1.8: Availability of datasets

Dataset Travel Data Users Data Origin-Destination Cycling and Spatial data Additional data
Data ‘Walking data
General social survey Y Y Y
(GSS)
Transportation Y Y Y Y Y Y

Tomorrow Survey

(TTS) of Toronto

Autorité régionale de Y Y Y Y Y Y
transport

métropolitain (ARTM)

survey of Montreal

The Linkable Open - - Y

Data Environment

(LODE)

Can-BICS Stress Level

open street map
Toronto open data
Vancouver open data
Montreal open data

< <

Table 1.8 presents a structured overview of the availability of different data types
across several travel-related datasets in Canada. The table is organized into seven
categories: Travel Data, Users Data, Origin-Destination Data, Cycling and Walking
Data, Spatial Data, and Additional Data, which we explained in Table 1.5. Each category
corresponds to a specific type of information that might be useful for active travel-
based accessibility analysis. The General Social Survey (GSS), Transportation Tomorrow
Survey (TTS) of Toronto, and Autorité régionale de transport métropolitain (ARTM)
survey of Montreal are comprehensive datasets that provide a wide range of information,
covering most of the data categories identified. For instance, the GSS and TTS both
include Travel, Users, and Origin-Destination Data, with TTS also offering insights into
Cycling and Walking as well as Spatial Data, indicating its extensive coverage of travel
behaviors and patterns. On the other hand, localized datasets such as the Vancouver
open data and Montreal open data, although not as comprehensive as the GSS or TTS,
still offer valuable information in specific categories, including Origin-Destination and
Cycling and Walking data, which are essential for urban planning and promoting active
transportation modes. This categorization and subsequent analysis highlight the richness
and diversity of data available for transportation and urban planning in Canada. It
demonstrates the potential for these datasets to inform policy-making and infrastructure
development, particularly in enhancing active travel accessibility and understanding
spatial dynamics within urban environments. The datasets that provide additional
data, such as stress levels from the Canadian Business Counts (CBC) dataset, suggest
opportunities for multidimensional analyses that can incorporate psychological factors
into accessibility studies.

1.7 Important considerations and possible challenges

1.7.1 Travel time/distance thresholds

Travel time and distance thresholds are essential for assessing accessibility for active
transportation modes, such as walking and cycling. These metrics are pivotal as they
delineate what is deemed accessible, significantly influencing the outcomes of accessibility
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studies. However, the challenge lies in determining these thresholds, which necessitates
a delicate equilibrium between empirical evidence and normative presumptions.

A notable issue with conventional normative methods, as identified by Péaez, Scott,
and Morency (2012), is their underlying assumption that individuals invariably opt for
the nearest available opportunity. This is compounded by their reliance on intuitively
set distance thresholds, which may oversimplify the multifaceted nature of human
mobility and the variance in individual preferences. This could potentially result in
a skewed depiction of accessibility. In contrast, models of positive accessibility present
a more nuanced approach by recognizing deprivation areas based on actual use patterns
rather than normative benchmarks, thus eschewing the need for arbitrary thresholds.
Nevertheless, this approach is contingent upon the availability of detailed data regarding
trip distributions and distances, a requirement that might pose a significant constraint
(Dai, 2011; Luo & Wang, 2003; Paez et al., 2012a).

The task of selecting appropriate travel time or distance thresholds is critically
acknowledged for its substantial impact on research outcomes in accessibility studies.
This selection process demands a refined strategy that accommodates different thresholds
for varied modes of transportation to accurately reflect their distinct attributes and
the diverse abilities of different demographic groups. Despite this necessity, a notable
inconsistency persists in applying these thresholds, even within the same mode,
highlighting an imperative for a more unified methodological approach.

Research, such as the study conducted by Xing et al. (2018), has delved into
the sensitivity of accessibility outcomes to different time thresholds, exploring ranges
between 15 to 35 minutes. These investigations generally reveal minimal variance
within such intervals, suggesting that adopting a multimodal approach could mitigate
overestimations and preserve uniformity across varied time thresholds. Yet, the definitive
influence of threshold selection on accessibility metrics warrants further investigation.
Furthermore, applying universal thresholds across all destination types and demographic
groups fails to account for the heterogeneity in mobility needs and capacities. For
instance, Saghapour (2017) underlines the necessity of differentiating thresholds based on
destination types, advocating for distinct travel times for accessing retail and recreational
centers versus community services. Similarly, imposing identical thresholds on all age
groups neglects the unique mobility challenges seniors and children encounter, who
may navigate slower or require more effort to traverse identical distances. While
such distinctions have been recognized in the context of walking, their application to
cycling remains inadequately addressed, suggesting a potential avenue for methodological
refinement in accessibility studies (Saghapour et al., 2017 ; Xing, Liu, & Liu, 2018). In
the following, Table 1.9 shows the thresholds of bicycle and walking travel time and
distance in different studies.
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1.7.2 Impedance functions

Impedance function is used to describe the willingness of cyclists and pedestrians to
travel to a destination as a function of cost (distance, time, etc.); it is a component
of accessibility (Arranz-Lopez et al., 2019b; Iacono et al., 2010; Yang & Diez-Roux,
2012). The impedance function obtained by fitting to a real dataset provides a
continuous description of cycling and walking probability at different costs. The
spatial distribution of bicycle and pedestrian travel can be expressed using distance
decay functions (Iacono et al., 2010) as the travel distance is a limiting factor for
implementing use(Larsen & El-Geneidy, 2011). Distance decay functions describe the
effect of distance on spatial interactions and typically express distance as a function of
travel impedance (time or cost). Rybarczyk and Wu (2010) identified the importance
of the spatial patterns of bicycle facilities and local network connectivity when studying
accessibility. Furthermore, increased connectivity within a network also allows for
increased accessibility(Rybarczyk & Wu, 2010).

Some researchers have argued that — like maximum travel thresholds — distance-decay
rates should differ according to trip purpose and different population groups (Garcia-
Palomares, Gutierrez, & Cardozo, 2013; X. Wu et al., 2019). Similarly, researchers also
argue that walking and cycling impedance functions should be calculated separately
due to their differing travel speeds and maximum travel ranges (Cheng, Caset, De Vos,
Derudder, & Witlox, 2019). For example, the distance-decay curve for work trips shown
in Figure 1.2 assumes that cyclists are half as likely to reach a work destination 20
minutes away than one 10 minutes away. Therefore, jobs 20 minutes away would be
applied half the weight of jobs 10 minutes away. These cycling weights differ slightly
from walking trips since fewer people are willing to walk longer to work. While adjusting
the distance-decay functions by mode has the potential to improve accuracy, it can also
be said that a consistent approach to measuring accessibility across modes is preferable
due to the possibility of causing one mode to seem less accessible when applying different
decay functions (State et al. Initiative, 2021).

Regarding the types of impedance functions considered, a negative exponential curve
is familiar (Saghapour et al., 2017; X. Wu et al., 2019) — example shown in Figure 1.2.
However, some studies have also calculated study-specific distance-decay curves based
on trip data rather than assuming a standard function. Wu, Lu et al. (2019) calculated
a distance-decay function using data from Shenzhen’s dockless bicycle-sharing system.
Their findings show that a lognormal distance decay best fits the distribution of bike-
sharing trips, with the willingness to cycle increasing up to 500m and decreasing after
that. Garcia-Palomares, Gutiérrez et al. (2013) took a similar approach to measure
walking accessibility to metro stations and found a linear distance-decay trend that
varied significantly by age (Garcia-Palomares et al., 2013; X. Wu et al., 2019).

1.7.3 Slope

One of the factors associated with the natural environment that affects bicycle and
walking trips is the slope. Hence, pedestrians and cyclists will travel out of their way to
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FIGURE 1.2: Example travel time decay functions by mode for work vs
non work trips (Source: State Smart Transportation Initiative - based on
data from 2017 National Household Travel Survey)

bypass segments with steep slopes. For them, small positive increments in slope decrease
travel speeds while increasing energy use and travel time. Besides, due to the differences
in efforts to go up-slope versus down-slope, pedestrians and cyclists may not select the
same way. It is referred to as anisotropic movement (Ebener, El Morjani, Ray, & Black,
2005).

Few studies have considered slope in measures of active accessibility. However, it
is acknowledged as an essential factor since people often avoid routes with significant
elevation gain, and routes with steep slopes may significantly impact accessibility. Often,
network analyst tools use the shortest path from the road network, which may not reflect
actual cycling or walking behavior. Vale, Saraiva, et al. (2015) concluded that slopes
should always be included in the accessibility of bicycling and that they are also crucial
for walking. However, it is mainly absent from walking accessibility measures (D. S. Vale
et al., 2016). However, the greater availability of elevation data and advances in research
in various disciplines offer opportunities to understand the behavior of individuals better
when traveling in infrastructure-poor contexts and challenge assumptions surrounding
the most significant costs to be minimized. Papa, Carpentieri, et al. (2018) also
highlighted a significant difference in catchment areas when including versus excluding
the slope attribute (33% km? difference for adults over 75) (Papa, Carpentieri, &
Guida, 2018). Wood, Jones et al. (2018) studied the sensitivity in distance calculation
to variations in three travel-time modeling approaches, taking as reference a model
that accounted for variations in land cover and directionality in slope (anisotropy).
They found that an approach based on measuring Euclidean distances on a flat surface
underestimated the distance traveled relative to the reference. The second approach,
which calculated the distances constrained to a road network, also varied substantially
from the reference, underestimating it in some areas and overestimating it in others.
Finally, the third approach, which accounted for land cover and elevation but ignored
the directionality of slopes, slightly underestimated travel times (Wood, Jones, Peters,
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& Richards, 2018).

Lundberg (2012) examined the local cycling and walking networks through
Geographic Information Systems (GIS) using accessibility. They extracted a percent
slope raster layer from the DEM layer obtained from part of the National Elevation
Dataset (NED). The percent slope of the DEM ranged from 0 to 360. In Arc Map, the
rise equals the run when the slope angle equals 45 degrees. Expressed as a percentage, the
slope of this angle is 100%. As the slope angle approaches vertical (900), the percentage
slope approaches infinity. An X and Y coordinate was first calculated for the start point
of each line segment. Next, an X and Y coordinate was calculated for the endpoint
of each line segment. Arc Map’s 3D Analyst extension was used to convert the street
network into a 3D layer, at which point the percent slope could be calculated as the Z-
value for each line segment in the network. A Z-value (elevation) was calculated at each
line segment’s start and end points. The equation 1.13 was used to derive the percent
slope for each line segment:

End, — Start,

% 100 (1.13)
\/(Enda; — Start;)? + (End, — Starty)?

Slope values indicate uphill travel, while negative slope values indicate downhill travel.
In this regard, they proposed different walking and cycling speeds based on the different
slopes using Parkin and Rotheram’s (2010) findings on the impact of slopes on bicycle
travel speeds(Parkin & Rotheram, 2010). Table 1.10 summarizes the various bicycle
travel speeds used in the GIS modeling.
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TABLE 1.10: Bicycle travel speeds used in GIS modeling

Slope Speed(mph)
-10 18.8
-7 17.1
-5 16.1
-2 14.5
0 13.4
2 11.7
) 8.9
7 7.2
10 4.5

Pedestrian travel speeds were also calculated based on the effect of slope. Tobler’s
hiking function was used to identify the effect of slope on travel speed. The equation
1.14 represents the modified Tobler’s formula adjusted for percent slope as follows:

V — 66—3.5‘S+0.05| (114)

Where v is velocity, e is the base for natural logarithms, and s is the slope in percent.
Table 1.11 summarizes a pedestrian’s travel speed used in the modeling in GIS.

TABLE 1.11: Pedestrian travel speeds used in GIS modeling

Slope Speed(mph)
10.0 1.6

7.5 2.1

5.0 2.4

2.5 2.8

0.0 3.1

-2.5 3.6

-5.0 3.1

-7.5 2.6
-10.0 2.3

In another study, Paez et al. (2020) calculated the slope from the vertical and
horizontal displacements. The instantaneous slope m is given by the derivative of
y = f(z) concerning x. This is given by the equation 1.15 (Paez et al., 2020):

_av
- Ah

m

(1.15)
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In a DEM layer, two physical aspects of the landscape related to resistance can be
obtained directly from the grid: the vertical and horizontal displacement between nodes
iand j. AV and Ah are vertical and horizontal displacements, respectively. This slope is
linked to speed via Tobler’s formula for hiking travel using equation 1.16 (Tobler, 1993):

S = 100e32Im+0-3| (1.16)

Where the speed S is in m/min, the amount of speed can be converted into travel
time in minutes if it is divided the distance by speed using equation 1.17:

di L 35mt0.5|
t= 1006_3-5‘m+0.5| = ﬁdle m (117)

Where d; can be the distance on the surface as discussed above or can be approximated
by the horizontal distance Ah, as seen in Figure 1.3, travel time tends to increase as the
slope increases. Figure 1.3 by (Paez et al., 2020) illustrates the calibrated results of a
bespoke walking cost function that factors in varying terrain gradients and their impact
on travel efficiency.
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FIGURE 1.3: Relationship between surface distance/travel time and
slope, adapted from Higgins, C. D. (2021). ’Hiking with Tobler:
Tracking Movement and Calibrating a Cost Function for Personalized
3D Accessibility.” Findings, September.
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1.7.4 Weather

Other factors that are associated with the natural environment and have also been shown
to affect cycling and walking trips are as follows: weather, temperature, shade, and
aesthetics. The type of weather an individual has to travel through has been identified
as a principal factor in the decision process for employing non-motorized travel modes.
The pinnacle conditions that individuals consider using non-motorized travel include dry
weather and pleasant temperatures (60 to 75) (Zacharias, 2001). High shade cover over
a network and available aesthetics along a route increase the rates for non-motorized
travel (Zahran, Brody, Maghelal, Prelog, & Lacy, 2008).

1.7.5 Level of Traffic Stress

Several of the cycling accessibility approaches incorporate bicycle infrastructure using the
level of traffic stress (LTS) (Imani, Miller, & Saxe, 2019; Murphy & Owen, 2019). Furth
first proposed the LTS method, Mekuria et al. (2016) to categorize street segments into
four categories based on the number of lanes, the presence of a parking lane, the speed
limit, the bike lane and parking lane width, and any bike lane blockage (Furth, Mekuria,
& Nixon, 2016). Faghih Imani et al. (2019) and Murphy and Owen (2019) compare
cycling accessibility measures using different LTS categories to calculate service areas.
Both studies exclude highways and high-volume roads from the network and classify
them into LTS categories using attribute information from the network dataset and the
City of Toronto open data and OSM data, respectively(Imani et al., 2019; Murphy &
Owen, 2019).

The Canadian Bikeway Comfort and Safety (Can-BICS) Classification System aims
to provide a standard nomenclature for bicycle facilities based on user safety and comfort.
The Can-BICS classification categorizes bicycling facilities into high, medium, and
low comfort infrastructure. There is some general alignment between the Can-BICS
categories and LTS criteria. However, there are a few main differences:

Local street bikeways are classified as high comfort using Can-BICS, but either LTS
1 or 2, depending on the number of lanes.

Painted bike lanes may be assigned LTS 1 to 4 depending on the speed, width, and
presence of parking lanes, whereas in Can-BICS, painted lanes are low-comfort facilities.

Trails and park walkways are LTS 1 but may be categorized as non-conforming Can-
BICS facilities depending on the trail surface (e.g., gravel or dirt vs. paved).

TABLE 1.12: The Canadian Bikeway Comfort and Safety (Can-BICS)
Classification System

Facility Type Can-BICS Class LTS Category
Cycle tracks High comfort 1
Local street bikeway High comfort 1or?2
Bike paths High comfort 1
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Multi-use paths Medium comfort 1
Painted Bike lanes Low comfort 1to4
Park trails and walkways Non-conforming 1

1.7.6 Origins/destinations and applying weights

How opportunities are measured depends on the type of opportunity and whether one
or multiple opportunity types are considered. For example, the studies measuring job
accessibility or number of people served by transit consider a total count, whereas for
urban park access, Reyes et al. (2014) and Cheng et al. (2019) consider cell counts
to account for park area(Cheng et al., 2019; Reyes, Paez, & Morency, 2014). Among
walkability and bikeability indices, weights are expected to be applied to the variables
depending on the goals for analysis (Arellana, Alvarez, Oviedo, & Guzman, 2021; L. D.
Frank et al., 2010; D. S. Vale et al., 2016).

Most studies focus on origin-based accessibility (access to destinations); however,
Vale et al. (2015) argue that accessibility to destinations is also essential. For example,
individuals may reside in highly accessible areas but work in low-accessibility areas. In
this respect, topology-based measures may be preferred, or it may be helpful to consider
accessibility regarding the population served around destinations of interest(D. S. Vale
et al., 2016).

1.8 Summary

Overall, there remains considerable variation in the accessibility measures applied in
walking and cycling. Among the four main types of active accessibility measures
identified, most recent studies use an activity-based approach, either measuring
cumulative opportunities (within a catchment area / weighted by distance from the
origin) or measuring gravity models. The activity-based approaches mainly vary
regarding the travel time, distance thresholds, and weighting impedance functions
considered.

For instance, many of the walking approaches aim to incorporate a variable walking
threshold (depending on age or location). At the same time, this is not seen within
the context of cycling — where prioritization of measures by route infrastructure is more
apparent. Conversely, attention to infrastructure type, or comfort and safety, is not seen
among pedestrian-focused studies.

When selecting an accessibility measure, there is a trade-off between complexity and
measure interpretability. While adding more complexity or multiple indices for different
population groups may increase accuracy, a simple and easy-to-implement measure may
be more critical for widespread use.
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1.9 Discussion

Eliciting user needs data is discovering requirements for a project by accessing available
knowledge sources and communicating with stakeholders who directly or indirectly
influence the requirements. Among the available requirements elicitation techniques, the
most common and effective elicitation technique is interviews with stakeholders(Browne
& Rogich, 2001; Engelbrektsson, Yesil, & Karlsson, 2000; Friedrich & Van Der Poll,
2007; Hadar, Soffer, & Kenzi, 2014). As a result, in this section, we discuss some of the
questions required to extract data users’ requirements.

Figure 1.4 presented is a structured approach for eliciting user needs data
in the context of evaluating transportation projects or policies with a focus on
accessibility, particularly walking and cycling modes. The flowchart is designed
through a comprehensive set of questions tailored to gather detailed information
from organizations on their current practices, preferences, and data needs related
to accessibility analysis. The starting point questions whether the organization has
previously used the accessibility method to evaluate transportation projects or policies
focused on active travel modes like walking and cycling. This dichotomous branch
leads to two separate pathways: If ‘Yes’: The flowchart prompts the interviewer
to inquire about the specific accessibility measurement tools the organization has
used and their preferences among these. Questions then delve into the modes of
transportation, types of destinations analyzed, and whether analyses consider different
traveler capabilities, reflecting inclusivity in their assessments. The organization’s
perspective on the importance of individual traveler characteristics and the scale at
which accessibility analysis is implemented are probed. The flowchart encourages asking
about the evaluation of accessibility by active travel and the data utilized, probing for
additional relevant data sources that may be outside the organization’s current use or
awareness. If ‘No’: The flowchart shifts focus to understanding current methods used
by the organization for analyzing transportation and land use policy, awareness and
perception of accessibility as an analysis method, and the respondent’s own description
of accessibility. It explores the organization’s potential interest in using accessibility
analysis and the expected data needs for such analysis, particularly concerning active
travel. The flowchart ends by emphasizing the need for interviewers to understand any
other relevant data sources the organization is aware of but not currently using, whether
these are publicly available, and what their ideal data would be to support accessibility
by active travel.
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Has your organization ever evaluated a
transportation project or policy (walking and
cycling) using the accessibility method?

which accessibility measurement
have you used, and which ones
do you prefer?

For what modes of
transportation have you used

Which kind of destinations have
you analyzed before?

I
In your analyses do you usually
consider that different travelers
may have different capabilities
(e.g., seniors, minorities, women
compared to men)?
I
which individual characteristics
of travelers do you feel are
important to consider in
accessibility analysis?
[

At what scale has your
organization implemented
accessibility analysis (e.g., whole
metropolitan region, city, parts
of a city, neighborhood.)

I
Has your organization evaluated
accessibility by active travel (i.e.,
walking, cycling)?

[

With respect to accessibility by
active travel, (what are/do you
think would be) your data needs.
[

The report we shared includes an
| extensive list of available data.

Which of those datasets have
you used?

Are is there other data sources
that you have used before but
that are not on this list? Are
these sources publicly available?

Are you aware of any other data
sources that may be relevant but
are not on this list? Are they
publicly available?

l

If you could have any kind of
data from your wish list to
support accessibility by active
travel, what would that be?

YES NO

What methods do you use to
analyze transportation and/or
land use policy?

|

Are you aware of accessibility as a
method for analyzing
transportation and/or land use
policy?

|

Describe accessibility in your own
words

{

Would you be interested in the
use of accessibility to support
your analyses? How do you think
it may complement or support
your current practice?

What data do you anticipate
would be needed if accessibility
analysis was part of your practice,
in particular by active travel?

FIGURE 1.4: Elicitation data needs in interview
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the process of discovering
requirements for a project
by accessing available
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Chapter 2

A Historical Analysis of the
Evolution of Active Travel
Behaviour in Canada

2.1 Abstract

This research delves into urban planning, focusing on sustainable mobility and utilizing
a historical approach to analyze active travel behavior in Canada. The main objective
of this study is an in-depth examination of impedance functions, which are important
tools in accessibility analysis because they capture traveler responses to the geographical
distance between origins and destinations. This study empirically calibers these
functions by leveraging time-use data and assessing the propensity for walking or cycling
to various destinations, including home, work, school, grocery stores, restaurants, sports
venues, etc. Utilizing data from Canada’s General Social Survey (GSS) Cycles 2, 7, 12,
19, 24, and 29, the research offers a comprehensive historical view of active mobility
trends over the past 35 years. These surveys, primarily focused on time use, furnish
detailed information on travel duration via active modes such as cycling and walking,
along with the purpose of each trip. The analysis concentrates on Canadian Census
Metropolitan Areas (CMAs), revealing patterns in active travel. The findings indicate a
preference for walking to grocery stores and other retail outlets, particularly after work
or school. Cycling trips, conversely, are most frequently directed toward sports centers
and arenas after work or school. The study uncovers pronounced distance-decay effects
in active travel, highlighting the impact of distance on travel mode choices. This study
not only sheds light on the behaviors of active travelers in Canada during the examined
period but also offers valuable impedance functions. These findings are instrumental for
future active accessibility analyses within the Canadian context, providing insights and
tools for urban planning to foster sustainable travel behaviors.

Keywords: Impedance function, Accessibility, Active travel mode
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2.2 Introduction

There has been an increasing interest in urban and transportation planning regarding
the concept that cities can influence travel behavior. This is accomplished by creating
an environment that prioritizes accessibility and provides a range of transportation
options. This ultimately encourages the adoption of sustainable modes of transportation
that are more convenient and attractive, such as walking, cycling, and using public
transport. In this context, accessibility refers to the ease individuals can reach desired
destinations, essential services, and various amenities in their urban environment (Iacono
et al., 2008). As a result, In the past few decades, active transportation modes have
garnered significant interest in urban mobility research and policy-making, primarily for
their prospective role in enhancing urban sustainability (Hino, Reis, Sarmiento, Parra,
& Brownson, 2014; Lamiquiz & Lopez-Dominguez, 2015). To illustrate this, there
has been an increase in research focusing on non-motorized transportation methods,
including walking, cycling, and public transportation, as their importance in promoting
sustainable mobility solutions has been recognized (Clifton & Handy, 2001; L. D. Frank
& Engelke, 2001; S. Handy, 1993; Krizek, 2005; Sallis, Frank, Saelens, & Kraft, 2004;
Vandenbulcke et al., 2009; X. Wu et al., 2019). It is important to note that walking and
cycling accessibility are closely linked, and both active transport modes contribute to the
overall concept of “active accessibility” or “non-motorized accessibility.” By considering
and improving active accessibility in urban and transportation planning, cities can create
an environment that facilitates and encourages active modes of transport. This approach
helps reduce dependence on private vehicles and promotes healthier and more sustainable
travel behavior among residents.

In recent decades, a large body of literature has contributed to assessing the
accessibility of active transportation. These studies agree that there are two primary
components for measuring accessibility: (1) the location and attractiveness of urban
opportunities (benefit side) and (2) the barrier to travel from the origin in the network
to the destination (cost side). In particular, calculating accessibility using impedance
functions has become an important research topic that has received much attention
from scholars in the fields of transportation planning, urban geography, and sustainable
development (Currie, 2010; L. D. Frank et al., 2005; Iacono et al., 2010; Krizek, 2005;
Millward et al., 2013; Nassir et al., 2016; Saghapour et al., 2017; X. Wu et al., 2019;
Yang & Diez-Roux, 2012). In its various forms, the impedance function serves as a
measure of the willingness to travel a certain distance to achieve desired goals. It is a
valuable tool for analyzing spatial patterns of travel behavior (Eldridge & Jones I11, 1991;
Fotheringham, 1981; Kwan, 1998b; Luoma, Mikkonen, & Palomaki, 1993; Millward et
al., 2013; Papa & Coppola, 2012; Peter Taylor, 1975; D. S. Vale & Pereira, 2017; Yang &
Diez-Roux, 2012). According to these definitions, areas with higher accessibility are those
characterized by a lower impedance when traveling to desirable destinations. In other
words, the greater the distance between two points, the less likely they can be reached
on foot or by bike (Bhat et al., 2002; Cascetta, Carteni, & Montanino, 2013; Church &
Marston, 2003; K. T. Geurs & Ritsema van Eck, 2001; K. T. Geurs & Van Wee, 2004; S.
L. Handy & Niemeier, 1997; Hansen, 1959; Kwan, Murray, OKelly, & Tiefelsdorf, 2003;
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D. M. Levinson & Krizek, 2005; Pirie, 1979). So, there needs to be more information
on the willingness of some individuals to walk or cycle greater distances. Equally, there
needs to be more data on how distance affects the nature of the activity, the desirability
of the destinations, and the characteristics of those embarking on the trip in different
contexts. Hence, it is imperative to investigate the evolution of impedance function over
time due to its inherently dynamic nature, which fluctuates in response to the evolution
of transportation networks and shifts in urban spatial configurations (Iacono et al.,
2010, 2008). Luoma, Mikkonen, and Palomaki (1993) provided evidence highlighting
a diminishing distance decay parameter over time, attributing this trend to enhanced
travel velocities and the maturation of transportation infrastructures (Luoma et al.,
1993). Subsequent research by Mikkonen and Luoma (1999) delved into elucidating
the factors behind these noted shifts in the parameters of gravity models over periods
(Mikkonen & Luoma, 1999).

Various impedance functions have been utilized to describe the distribution of walking
and cycling trips, both in general and for specific purposes (Iacono et al., 2010, 2008;
Larsen et al., 2010; Li et al., 2020a; Millward et al., 2013; D. S. Vale & Pereira, 2017,
Yang & Diez-Roux, 2012). When assessing accessibility using impedance functions,
different cost decay functions have been employed, including threshold functions
(e.g., binary Step Function and multiple Step Function) and smooth cost decay
functions (e.g., inverse-potential, log-normal, logistic, exponential square-root, and
half-life function) (De Vries et al., 2009; ITF., 2017; Osth et al., 2016; Reggiani et
al., 2011). Scholars place significant emphasis on selecting an appropriate impedance
function, leading to a diverse range of functions being employed. These various
specifications primarily vary in their treatment of the influence of distance, consequently
impacting the accessibility measurement. However, negative exponential distance-decay
functions are commonly used in assessing non-motorized accessibility, capturing the
willingness of individuals to walk or cycle to destinations (K. T. Geurs & Ritsema van
Eck, 2001; S. L. Handy & Niemeier, 1997; Iacono et al., 2010; Li et al., 2020a; Millward
et al., 2013; D. S. Vale & Pereira, 2017; Vega, 2012). The merit of this function lies
in its ability to attribute decreasing influences to more remote opportunities, thereby
offering a more accurate estimation for shorter journeys, especially those undertaken by
non-motorized modes (Fotheringham & O’Kelly, 1989; Iacono et al., 2010; Kanafani,
1983).

In addition to determining the form of the impedance function, the analyst must
also specify the variable used to measure impedance, which can be either time, cost,
or a combination of both. Previous studies have employed both of these measures, and
there are instances where the generalized cost concept has also been applied. The choice
between time and distance as the impedance variable has been found to be acceptable
based on previous research (Hull et al., 2012; Tacono et al., 2010; M. Lowry, Callister,
Gresham, & Moore, 2012; Sun, Lin, & Li, 2012; Vasconcelos & Farias, 2012 ). However,
when it comes to non-motorized travel modes, extracting accurate travel times from
existing network models can be challenging, which limits the options and makes distance
a more practical choice (Arranz-Lopez et al., 2019a; S. L. Handy & Niemeier, 1997;
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Iacono et al., 2010; Yang & Diez-Roux, 2012). Furthermore, researchers specializing
in active modes of transportation have faced challenges stemming from a need for
more objective data concerning walking and cycling behavior. Estimating specialized
impedance functions specific to non-motorized modes requires appropriate travel survey
data that can capture pedestrian and cycle behavior. Often, researchers have resorted
to relying on retrospective questionnaires, which assess subjective aspects such as the
frequency and duration of walking and cycling activities. Notably, regional household
travel surveys, including trips made by non-motorized modes, have been employed for
this purpose (Iacono et al., 2010; Millward et al., 2013).

In contrast to these localized surveys, some datasets provide a nationwide perspective,
encompassing travel for various trip purposes and offering insights into details like travel
episode origins, destinations, and time-based lengths. This comprehensive approach
furnishes a more holistic understanding of active transportation behavior. Nevertheless,
only some studies, such as Yang et al. (2012), have examined active travel behavior
nationally. Addressing the previously identified gaps and precisely the challenge of
using uniform decay curves, such as the negative exponential function for both cycling
and walking in accessibility assessments, this study endeavors to identify the most
appropriate distance decay function for various destinations and time periods. Our
research delves into the complexities of actual travel behavior, emphasizing active
transportation modes. We utilize historical data from the General Social Survey (GSS)
from 1986 to 2015 in Canada to calculate the impedance function for cycling and walking
trips. By doing so, this study conducts a comparative analysis of travel behaviors
associated with these two modes.

Moreover, we recognize that non-work travel encompasses a spectrum of trip
intentions and diverse traveler behaviors, making the impedance function an essential
analytical tool for examining non-work accessibility. Grengs (2015) emphasizes the
importance of crafting distinct functions for each travel purpose, a principle that guides
our analysis (Grengs, 2015). Our investigation will encompass a variety of trip intents,
ranging from commutes to homes, workplaces, or educational institutions to social visits,
outdoor activities, business trips, shopping, cultural outings to libraries, museums, or
theaters, dining out, and engaging in religious practices. By drawing on a nationally
representative sample of Canadian residents, our research intends to bridge the empirical
data gap concerning the frequency and duration of typical pedestrian and cycling trips for
different purposes. In doing so, it aspires to provide a nuanced understanding of active
travel behavior. Ultimately, this comprehensive analysis seeks to contribute meaningfully
to the ongoing conversation on active transportation, shedding light on its role in shaping
travel behavior and accessibility.

2.3 Background

Accessibility is conceptualized as the potential to access geographically dispersed
opportunities, considering the challenges associated with reaching them (Paez et al.,
2012a). The positioning of resources concerning users, the transportation infrastructure,
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and how spatial relations and distances impact the potential utilization of amenities are
fundamental considerations in accessibility and mobility modeling. Typically, the effect
of distance on potential use is expressed by “Impedance functions” or “Distance Decay
functions” (Fotheringham, 1981; Hansen, 1959; Koenig, 1980). These functions are
integral in transportation planning, commonly incorporated into forecasting models to
interpret urban travel behaviors for each mode. They are typically shaped from estimates
grounded in sample data distributions that mirror fluctuations in individuals’ propensity
to travel different distances to reach opportunities. This importance is underscored by
their prevalent use in understanding accessibility to specific locations and areas covered
by different services (Hsiao, Lu, Sterling, & Weatherford, 1997; Iacono et al., 2010;
Li et al., 2020a; Zhao, Chow, Li, Ubaka, & Gan, 2003). Fundamentally, accessing
opportunities is tied to the travel costs to a destination. Indeed, the main goal of the
impedance function is to depict the diminishing intensity of interaction as the separation
between locations augments. These functions delineate how an increase in distance or
associated travel costs inversely affects potential usage; in essence, distant facilities are
less likely to be used compared to those in closer proximity(Fotheringham, 1981; Hansen,
1959; Koenig, 1980; Skov-Petersen, 2001). In addition, the impedance function captures
people’s tendency to reduce the number of trips they take exponentially as the distance
increases. The ‘“'distance-decay’’ effect suggests that adding one unit of distance to a
long trip is less significant than adding one unit to a shorter trip (Carrothers, 1956).
The essence of the impedance function, as highlighted by Carrothers (1956), suggests a
nuanced understanding of travel behavior, particularly in how distance or time additions
impact trips of varying lengths. This concept is further elaborated upon by the idea
that the perceived friction or impedance per unit of distance does not remain constant
but diminishes with increasing distance. Essentially, any additional distance or time
incurred is felt more acutely for shorter trips, creating a higher friction or impedance
against movement. This phenomenon is due to the disproportionately greater friction
per unit of distance for shorter distances compared to longer ones. Conversely, when
considering longer movements, an additional unit of distance or time becomes relatively
less significant. For example, in an urban context, the friction against movement within
a densely populated area for a given distance is generally higher than the same distance
in a less densely developed space. This implies that the effect of an extra mile or minute
is more substantial when added to a shorter trip than to a longer one. Hence, the
impedance function reflects this diminishing sensitivity to distance or time increments as
the length of the trip increases, aligning with the principle that the impact of additional
distance or time diminishes as the total trip length extends.

Examining impedance functions concerning different transportation modes and
destinations is a valuable foundation for comprehending the travel behavior attributed
to each mode. The parameters of impedance functions offer insights into the spatial
coverage provided by each mode of transportation. By segmenting modal trips based
on their purposes, comparing the distribution of trips between various purposes for
each transportation mode (work-related and non-work purposes) becomes possible.
Empirically derived impedance functions offer valuable evidence that can be utilized to
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examine and substantiate various claims about travel behavior, thus supporting urban
planning endeavors. For instance, the current interest in creating “livable” communities
revolves around loosely held assumptions regarding individuals’ willingness to walk and
cycle to different destinations. A common belief is that people are generally willing to
walk up to a quarter of a mile to access most locations (Untermann, 1984). However,
there remains limited information regarding whether specific individuals are open to
walking or cycling longer distances and, if so, how much farther they are willing to
travel. Moreover, there needs to be more evidence concerning the influence of trip
characteristics, destination attractiveness, and individual characteristics on the impact
of distance on walking and cycling behaviors(K. Geurs, 2006).

Since Hansen’s foundational research, various categories of accessibility measures have
been developed, such as active-based, infrastructure-based, individual-based, and utility-
based indicators (K. T. Geurs & Van Wee, 2004; Hansen, 1959). Accessibility metrics,
particularly those of the gravity type or potential measures, have been extensively
utilized in active modes (Miller, 2005). These measures primarily stem from the gravity
model, where an impedance function weighs opportunities. In fact, these are designed
by weighting opportunities within an area according to an attraction measure and then
diminishing each based on an impedance measure (for example, Geertman & Ritsema
Van Eck, 1995; S. Handy, 1993). Equation 2.1 expresses the general representation of
the accessibility equation:

J
AP =" g(05) f(CT) (2.1)

j=1

Research demonstrates that two primary types of accessibility indicators are
predominantly used in studies. According to equation 2.1, the first one revolves around
Opportunities, which are weighted by an impedance (characterized by a relevant
decreasing function of travel cost or time required to access these opportunities. The
accessibility measure Af,i signifies accessibility from an origin i at a specific time t
to a particular destination type k tailored for an individual of type p. The function
g(Oék) quantifies the appeal of opportunities categorized under type k at destination j,
accessible at time t. Simultaneously, f (ij) represents the impedance while traveling
from origin i to destination j for a person belonging to type p. It’s worth noting that the
functional form f() delineates an impedance decay function. Meanwhile, Cf’j signifies
the generalized travel cost, potentially encompassing factors such as time, distance, and
exertion.

Within the gravity model, the second variable concerns the cost associated with the
spatial gap between a trip’s start and end points (origins and destinations). Moreover,
the third pivotal variable, crucial for constructing this model, involves the mathematical
formulation delineating the travel impedance between origins and destinations. This
“cost” can be articulated in terms of physical distance, travel duration, financial outlay,
or a fusion of these elements. Among these, travel duration emerges as the chief
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cost measure and is the metric chosen for this particular investigation(Fotheringham
& O’Kelly, 1989; Grengs, 2004; S. Handy, 1993; Hess, 2005). In fact, when selecting a
format for the impedance function, the researcher must determine which variable (time,
cost, or both) will measure impedance. Historically, both these measures have been
employed, with specific instances incorporating the concept of generalized cost (S. L.
Handy & Niemeier, 1997). For non-motorized travel modes, however, the prevalent
choice is distance, attributed to the challenges in obtaining precise travel times from
existing network models designed for walking and bicycling. Previous studies indicate
that adopting either time or distance as the impedance variable is appropriate (S. L.
Handy & Niemeier, 1997). While the first two variables are derived from the attributes
of the built environment, the impedance parameter captures aspects of human behavior,
making its determination an intricate undertaking.

The second type pertains to the Cumulative-opportunity metrics, often referred
to as isochronic indices. These evaluate accessibility by determining the number
or proportion of opportunities available within a specified travel duration or distance
from a reference point. These metrics avoid making presumptions about travel decay.
They utilize a rectangular function, categorizing travel as “acceptable” within certain
thresholds and “unacceptable” beyond them. One of the main complexities with these
metrics is deciding on the appropriate cutoff point. This decision can be based on
prevailing mobility patterns of the population, or it can mirror established norms,
conventions, or the researcher’s informed projections (Vickerman, 1974). This metric can
be interpreted as a specialized solution of Equation 2.2 In this context, the impedance
function is designated as 1 when C;; < x and 0 when Cj; > x.

1 ife; <
Cij = 1 Gj =7 (2.2)
0 1fcij>a:

The study of travel behaviors has resulted in the development of various mathematical
functions that have been carefully developed by comparing observed walking and cycling
trips with predefined mathematical distributions over time. The choice of the impedance
function is critical, as it is deeply intertwined with the gravitational force of travel,
subsequently influencing accessibility evaluation outcomes (Breheny, 1978; Kwan, 1998b;
Talen & Anselin, 1998). It should be noted that the domain of transportation research
has seen an increased focus on various formulations related to accessibility. Pre-eminent
research in this domain has been presented by the likes of Song (1996), Handy and
Niemeier (1997), Handy and Clifton (2001), and Iacono et al. (2010)(Clifton & Handy,
2001; S. L. Handy & Niemeier, 1997; Tacono et al., 2010; Song, 1996). While the majority
of these studies focus on automobile transportation, Iacono et al. (2010), Millward et
al. (2013), and Vale et al. (2017) investigate active modes of transportation, such as
walking and cycling. Their findings show that the attractiveness of destinations declines
significantly beyond a mile.

The choice of the most appropriate impedance function and the associated parameters
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can significantly vary, especially when considering different modes of travel, particularly
within the realm of active transportation, as well as the specific purpose of the journey
(Tacono et al., 2010, 2008; Larsen et al., 2010; Millward et al., 2013). In the domain of
impedance function modeling for travel behavior analysis, both a simple inverse power
function and a negative exponential function, typically based on distance or travel time,
are frequently employed. However, these conventional models have been criticized for
their rapid attenuation near the origin, as highlighted in Ingram’s seminal work in
1971. Ingram pointed out that these traditional functions tend to diminish more quickly
than empirical data would suggest, particularly in proximity to the starting point of
travel. To address this limitation, he proposed the use of a modified Gaussian function.
This alternative model is characterized by a slower decline rate near the origin and
a less steep fall-off at greater distances, providing a more realistic representation of
travel behavior over varying distances. The modified Gaussian function holds distinct
advantages over its counterparts, including a slower rate of decline in proximity to the
origin and a more gradual approach to zero as distances increase, setting it apart from the
rapid decay exhibited by the negative exponential and inverse power functions(Ingram,
1971). Despite the theoretical promise of the Gaussian function, as proposed by Ingram
(1971), our comprehensive review of the existing literature did not reveal any specific
research applications of this function to assess accessibility within the context of active
transportation. To our knowledge, only Kwan (1998) stands out as the sole researcher to
have employed a Gaussian function to evaluate automobile accessibility (Kwan, 1998b; D.
S. Vale & Pereira, 2017). This absence of utilization in the active transportation context
underscores a notable research gap, leaving the opportunity for future investigations to
explore the potential advantages and implications of adopting the modified Gaussian
function for assessing accessibility in walking and cycling.

Researchers, from Stewart (1941) to Haggett (2001), have reached a consensus
regarding the non-linear nature of inverse distance-decay functions in human
geographical applications (Haggett, 2001; Johnston, 1973; Robinson, n.d.; Stewart, 1941;
PJ Taylor, 1983; P. J. Taylor, 1971). At the same time, simplistic functions may not aptly
reflect the observed data on distance-interaction intensity graphs, and intricate distance-
decay functions have been promoted by Taylor (1983) and Robinson (1998). Among
these functions, bell-shaped curves, such as the Tanner function, March’s function, and
the Box-Cox function, have gained prominence, directed by multiple parameters (Dios
Ortuzar & Willumsen, 2011; Gaudry, 1981; Halas, Klapka, & Kladivo, 2014; Mandel,
Gaudry, & Rothengatter, 1997; Martinez & Viegas, 2013; Paez et al., 2012a; Richardson
et al., 1969; Robinson, n.d.; PJ Taylor, 1983; Tiefelsdorf, 2003; Van Wee, Hagoort, &
Annema, 2001). Mozolin et al. (2000) introduced an approach that integrates distance
and employment numbers, visualized in a 3D diagrammatic representation (Mozolin,
Thill, & Usery, 2000). However, while these functions provide precise fits for specific
scenarios, their general application across varying contexts may be limited.

As mentioned, the choice of impedance functions plays a pivotal role in modeling
accessibility, particularly when analyzing travel behavior within urban environments.
Among the various mathematical forms that can represent impedance functions, the
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negative exponential function has emerged as the dominant choice in traditional
transportation planning models and recent studies (Apparicio et al., 2008; Gutierrez,
Gonzalez, & Gomez, 1996; Iacono et al., 2010, 2008; Kwan, 1998b; Larsen et al., 2010;
Meyer & Miller, 1984; Millward et al., 2013). Its prevalence in the literature can be
attributed to several factors, including its compatibility with travel behavior theory
and its ability to effectively estimate shorter trips, particularly those associated with
non-motorized modes of transportation. As Song (1996) noted in his examination of
alternative accessibility measures, the negative exponential form (e~5%) stands out as the
most useful in explaining population distribution due to its gradual decline, which aligns
with empirical data and accurately captures the influence of proximity on accessibility
(Song, 1996). This choice of impedance function aligns with the rationale that a more
gradual decline near the origin is essential for estimating shorter trips, a characteristic
highly relevant to active modes of transportation, such as walking and cycling. This
preference for the negative exponential form is further corroborated by the work of
Kanafani (1983), who highlighted its suitability for modeling non-motorized modes,
emphasizing its capacity to better estimate shorter trips compared to the power function.
The ubiquity of the negative exponential form in recent studies and its adaptability
to various urban contexts make it a well-suited candidate for estimating impedance
functions, as indicated by a record of numerous empirical applications (De Vries et al.,
2009; Fotheringham & O’Kelly, 1989; Iacono et al., 2010; Kanafani, 1983; Prins et al.,
2014; Signorino et al., 2011).

Furthermore, recent investigations into impedance functions have shed light on their
effectiveness in modeling walking accessibility, with particular attention to the negative
exponential form. In the study conducted by Vale and Pereira (2017), which examined 20
pedestrian accessibility measures, both the modified Gaussian and exponential functions
were found to be robust choices for accurately modeling walking accessibility. These
findings corroborate the suitability of the negative exponential form for capturing
the nuanced patterns of walking behavior within urban areas. Vale and Pereira’s
research introduced a novel cumulative Gaussian function that considers cumulative
opportunities at close distances (e.g., 200 or 400 meters) and a modified Gaussian
curve for longer distances. These functions showcase the adaptability and versatility of
impedance modeling, especially in the context of active travel and pedestrian accessibility
analysis (D. S. Vale & Pereira, 2017). Thus, while alternative impedance functions may
be considered in specific scenarios, the dominance of the negative exponential form
underscores its utility as a fundamental choice for estimating impedance functions,
mainly when dealing with active modes of transportation and urban accessibility
modeling. We present a detailed exposition of the most widely recognized impedance
functions to further elaborate on this aspect. These include the inverse power,
negative exponential, modified Gaussian, logarithmic normal distribution, cumulative
opportunities (both rectangular and linear), gamma, and Log-logistic decay functions.
Each model offers a unique lens through which the relationship between distance or travel
time and accessibility can be understood, thereby providing a comprehensive toolkit for
urban planners and researchers to analyze and predict travel patterns in various contexts.
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¢ Inverse Power equation
The Inverse Power function is defined as (2.3):
1 ift;; <1

ij

(2.3)

otherwise

This function posits that impedance is inversely proportional to travel time (t;;)
(represents the travel time between location i (origin) and location j (destination))raised
to the power of 3, a parameter to be estimated. For travel times less than or equal to
one unit, the impedance is set to 1, reflecting a baseline accessibility. As the travel time
increases beyond one unit, the function decays according to the power of 3, indicating
a diminishing probability of a traveler choosing a destination as the distance increases.

¢ Negative Exponential equation

The Negative Exponential function (2.4) is given by:

f(tij) = eiﬂtij (2.4)

This model suggests that impedance decreases exponentially with increasing travel
time (¢;;). The parameter [ represents the decay rate, with higher values indicating a
faster decrease in accessibility with increasing travel time. This function is widely used
due to its simplicity and ability to model the rapid drop-off in accessibility over distance.

¢ Modified Gaussian equation

The Modified Gaussian function is expressed as (2.5):

2,
ij

f(ty) =e 2 (2.5)

This function follows a Gaussian distribution pattern, implying that the impedance
decreases in a bell-shaped curve as travel time increases, with a slower decline near the
origin and a less steep drop at larger distances. It captures the gradual reduction in
accessibility with distance more realistically than the exponential or power functions.

¢ Logarithmic normal distribution function equation

Presented as Equation 2.6 (X. Wu et al., 2019):

1 _(nt—p?

e 27 (2.6)

fleij) = a

2rxo

Here, the variable x represents the distance traveled in active modes. The parameters,
represented as «, i, and o, hold significant importance in this analysis as they undergo
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estimation. Together, these parameters exert control over the shape of the curve under
investigation. The function accounts for impedance distribution across different travel
times in a log-normal format, offering a more nuanced view of accessibility. (X. Wu et
al., 2019).

¢ Cumulative Opportunities Rectangular Function

Defined as Equation 2.7:

1 iftijgt

0 otherwise

f(tij) = { (2.7)

This function assumes a binary approach to accessibility. For travel times (¢;;) below
a certain threshold ¢, full accessibility (value 1) is granted. Beyond this threshold,
accessibility rapidly drops to zero, representing a stark division between accessible and
inaccessible areas.

¢ Cumulative Opportunities Linear

The equation of cumulative opportunities linear is as follows (Equation 2.8):

1- 4 ift, <t
tii) = ¢ Y= 2.8
g U) {O otherwise (28)

This linear function provides a gradual decrease in accessibility with an increase in
travel time up to a particular average time t. Beyond this average time, accessibility
is considered zero. This model is beneficial for representing a more gradual decay in
accessibility than the abrupt drop-off in the rectangular model.

¢ Gamma distribution

The formula of this function is presented below (Equation 2.9)

1 I .
fleij) = Fr@Cy € ¢ f0<¢; <ooand a,0>0

(2.9)
0 otherwise

The Gamma function introduces a flexible model, parameterized by « and o, to
represent impedance. This function can adjust its shape significantly based on the
parameter values, offering a versatile tool for modeling various types of decay patterns
in travel behavior.

¢ Log-logistic decay functions

The log-logistic function was displayed in Equation 2.10.
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1
1+ exp(a + blnc;y)

In this context, the variable ¢;; denotes the travel time between locations ¢ and j,
while parameters a and b are the subject of estimation. In this log-logistic model, the
impedance is a function of the natural logarithm of travel time In¢;;. Parameters aand
b define the steepness of the decay curve. This function is helpful for scenarios where

a logistic decay pattern is more representative of the travel behavior being modeled
(Thorsen, Uboe, & Naelig; vdal, 1999).

« Beta distribution

The Beta distribution has probability density function (2.11)

fleij) = ﬁ"’?j—l(l — i)’ if 0 <y < oo
i) —

(2.11)
0 otherwise

The Equation 2.11 represents the probability density function of the Beta distribution,
a continuous probability distribution with two shape parameters. In this formula, c;;is
a specific impedance or cost between a point ¢ and point j which is between 0 and 1,
inclusive. It represents the possible outcomes of the Beta distribution, where ¢;; is the
probability of an event occurring. « is the first shape parameter, and § is the second
shape parameter. These parameters control the shape of the Beta distribution, where
both are positive and more than 0. They can be any positive real numbers, and they
determine the behavior of the probability density function, dictating where most of the
distribution’s “weight” is. The term B(a, ) in the denominator is the Beta function,
which is a normalization constant to ensure that the total probability integrates to 1
over the interval from 0 to 1. The Beta function is related to the Gamma function and
is defined for positive values of v and 3. It ensures that the probability density function
is scaled correctly. This formula gives us the likelihood of ¢;; when the distribution is
defined by particular o and § parameters.

« Poisson distribution

Aee—A
Kl

P(cij =k)= for k=0,1,2,... (2.12)

The Poisson distribution (2.12) is a discrete probability distribution that expresses
the likelihood of a given number of events occurring within a fixed interval of time or
space, assuming these events occur with a known constant mean rate and independently
of the time since the last event. It is named after the French mathematician Siméon
Denis Poisson. In Equation 2.12, P(c;; = k) represents the probability that the
impedance between point ¢ and point j is exactly k. The impedance could refer to
various factors such as travel time, cost, or distance that might impede the movement or
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flow between these two points. )\ is the average rate of impedance observed in the system
or estimated from data. It represents the expected number of impedances that occur
over a given interval. In the context of accessibility, it could be the average number
of barriers or frictions encountered when traveling between different locations. k is the
actual observed number of impedances; for example, this could be the actual number of
barriers experienced on a particular route. The use of the Poisson distribution to model
impedance is based on the assumption that the events (or impedances) occur randomly
and independently within a given spatial or temporal frame of reference.

e Weibull distribution

The Weibull distribution with shape o and scale 8 has a probability density function
as follows:

Fley) =4 (5) (5 e (P a0 <oy

(2.13)
0 otherwise

The Weibull distribution (Equation 2.13) is a continuous probability distribution used
to model various data types, particularly where the data shows a changing failure rate
over time. This flexibility makes the Weibull distribution especially suited to reliability
analysis, life data analysis, and modeling failure times. f(c;;) represents the probability
density function (pdf) of the Weibull distribution, with ¢;; being the variable of interest.
here, c;; would represent the impedance value, such as time or cost associated with
traveling between two points. « is the shape parameter of the Weibull distribution. It
determines the form of the probability distribution function and can indicate whether
the failure rate is increasing, constant, or decreasing over time. In fact,it would shape the
distribution of impedance experiences, such as whether impedances are more common
as trips get longer or shorter. 6 is the scale parameter of the Weibull distribution. It
stretches or compresses the distribution along the horizontal axis and is akin to the
‘characteristic life’ in reliability terminology.

Based on the above description, the inverse power, negative exponential, and
modified Gaussian functions consistently diminish the influence of opportunities as travel
time increases, governed by an impedance parameter 8 that incorporates travel cost
considerations. Originating from early gravity models of spatial interaction (Stewart,
1948; Zipf, 1949), the inverse power function exhibits a rapid decrease in opportunity
influence as travel time lengthens. While power functions draw parallels with Newtonian
physics, their direct applicability to human travel behavior has faced scrutiny (Sen &
Smith, 2012). In contrast, the negative exponential function adopts a more gradual
approach. Supported by robust theoretical foundations rooted in entropy maximization
(Wilson, 1971) and choice behavior theory (Fotheringham & O’Kelly, 1989), this function
has emerged as a de facto standard in applied accessibility analysis due to its theoretically
sound underpinnings. On the other hand, the modified Gaussian function displays a
considerably gentler decline in influence near its origin and an overall slower decay rate.
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2.4 Materials and Methods

2.4.1 The GSS survey

It is critical to have appropriate travel survey data that includes pedestrian and cycling
activities to derive impedance functions appropriate for non-motorized modes. The
optimal approach would involve a dedicated survey, intricately designed to capture these
specific behaviors predominantly, or data collected from Global Positioning Systems—an
option that typically has higher costs. When these specific datasets are unavailable, a
broader regional household travel survey can be employed, provided it encompasses trips
made by non-motorized means (Iacono et al., 2010). In this research, we utilized data
from the General Social Survey (GSS), which is administered by Statistics Canada, to
delve into active travel behavior in Canada.

The GSS provides a comprehensive cross-sectional snapshot of the Canadian
population through telephone surveys established in 1985. The survey coverage area
includes both metropolitan and non-metropolitan regions, ensuring a diverse and
representative sample of the Canadian population. Specifically, the ten provinces of
Canada were divided into distinct geographic strata for sampling purposes. Many
Census Metropolitan Areas (CMAs), such as St. John’s, Halifax, Saint John, Montreal,
Quebec City, Toronto, Ottawa, Hamilton, Winnipeg, Regina, Saskatoon, Calgary,
Edmonton, and Vancouver, were treated as separate strata. Additional strata were
formed by grouping other CMAs within Quebec, Ontario, and British Columbia, and
by categorizing non-CMA areas within each province into their own strata. This
stratification results in a total of 27 distinct strata, providing comprehensive coverage
across both densely populated urban areas and more sparsely populated rural regions.

These surveys encompass an array of socio-demographic inquiries combined with
questions concentrating on specific core themes, such as health, time use, and aspects like
social support and aging (Statistics Canada, 2015). One of the standout features of the
GSS is its recurring “time use” cycle, which delves into the daily activities of Canadians.
This cycle captures the amount of time individuals allocate to various tasks and the
sequence, location, and concurrent activities, offering a holistic view of Canadians’ daily
lives. The questions within this cycle have been adapted and refined over the years to
reflect the changing dynamics of daily life, ensuring that the data remains pertinent and
contemporary.

In order to investigate the historical active travel behavior in Canada, Six GSS cycles
were thoroughly considered for this study, namely those from 1986, 1992, 1998, 2005,
2010, and 2015. The 1986 cycle is notable because it was the first national random sample
examining Canadian time-use patterns. Data filtering was essential given the research
focus on travel behavior, particularly walking and cycling. It required an exhaustive
extraction of entries relevant to these two travel modes. Each GSS Cycle is derived
from two microdata sources: the Main and Episode files. The Main file comprises
questionnaire responses and associated data from participants, while the Episode files
furnish detailed insights into every activity episode reported by the respondents. For this
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study, we employed the episode files to establish a comprehensive dataset for impedance
function analysis. This dataset encompasses variables such as individual ID, start time,
end time, time duration, origins and destinations of each walking and cycling trip, and
weight. It should be noted that each record represents a single activity in a respondent’s
day, ensuring that all episodes collectively span twenty-four hours (or 1440 minutes).
The weight parameter signifies the number of time-use episodes that a particular record
in the Episode File represents.

Before diving into the analysis, performing preliminary steps to ensure data
consistency across different time-use surveys was essential. Over the years, these surveys
used diverse coding schemes for activities and contexts. Therefore, harmonizing these
coding systems was crucial. The classifications of various activities have evolved from
1986 to 2015. To achieve uniformity, we synchronized the activity categories from 2005,
2010, and 2015 and similarly aligned those from 1986, 1992, and 1998. As a result, for
the earlier years (1986, 1992, and 1998), trip origins and destinations were categorized as
“home,” “other’s home,” and “work or school.” In the later years (2005, 2010, and 2015),
these categories expanded to include “Restaurant, bar or club,” “Place of worship,”
“Grocery store, other stores or mall,” “outdoors,” and “Library, museum or theater.”
Additionally, it is essential to note that the 1986 dataset solely comprises walking data,
with no records of cycling trips for that year. This careful standardization of data across
different periods was fundamental for a coherent and accurate analysis of travel behavior
trends.

The decision to tap into the time series data of the GSS is motivated by the
opportunity it offers to discern and analyze evolving patterns over an extended time
frame. This approach spans three decades and facilitates a comprehensive longitudinal
assessment of walking and cycling trends in Canada. This depth of temporal coverage
is instrumental in capturing the nuances and shifts in travel behaviors over time.

2.4.2 Estimating impedance function parameters

The foundation of our study rested upon the calculation of impedance functions for
walking and cycling trips in each of the six years (1986, 1992, 1998, 2005, 2010, and 2015)
under investigation. As mentioned before, the impedance function is a fundamental
construct for examining travel behavior, encapsulating the factors influencing the ease
or difficulty of traversing a particular route. Diving deeper into travel behavior
variations, we acknowledged that behaviors are shaped by the mode of travel (such
as walking or cycling), the trip’s purpose, and the location specifics of the trip’s
origin and destination (K. Geurs, 2006; Iacono et al., 2010, 2008; Larsen et al., 2010;
Millward et al., 2013). This insight underscored the challenge of generalizing a single
impedance function, given that different travel modes and purposes necessitate differing
functions. So, in this research, we endeavored to compute the impedance function
individually for each destination and mode of transportation. We employed the R
programming language to initiate this process and leveraged the “fitdistrplus” package.
Our approach was methodical, commencing with a comprehensive exploratory analysis.
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We generated skewness and kurtosis graphs, providing valuable visual representations
of the distributional characteristics inherent in the travel time duration for walking and
cycling trips each year.

The selection of an appropriate probability distribution was pivotal in our analysis.
By closely scrutinizing the skewness and kurtosis graphs, we aimed to identify the
probability distribution that most faithfully mirrored the empirical characteristics of our
data. This step was crucial to ensure the subsequent calculations accurately captured the
underlying travel behavior. In the quest for the optimal distribution, we systematically
evaluated various probability distribution models, including but not limited to the
normal, gamma, exponential, and Weibull distributions. Our choice of the most suitable
distribution hinged on statistical metrics, including the Akaike Information Criterion
(AIC) and Bayesian Information Criterion (BIC). These criteria facilitated a quantitative
assessment of the goodness of fit for different distributional models. Additionally, we
leveraged the maximum likelihood estimation (MLE) method, utilizing the Nelder-Mead
optimization algorithm available within the {fitdistrplus} package (Delignette-Muller &
Dutang, 2015). It ensured precise estimation of distribution parameters, underlining the
rigor of our impedance function calculation.

Following a thorough process of model selection and parameter estimation, we
calculated the impedance function. This crucial component assesses the resistance
or difficulties associated with walking and cycling trips for each year and destination,
considering the different weights of various factors. In defining the impedance function,
we identified travel time as the critical metric for measuring trip impedance (cost). This
choice is based on the premise that walking and cycling usually do not incur direct
monetary costs, aligning with the concepts presented in previous research (Hamidi,
2014). This approach allows for a more precise evaluation of the impediments pedestrians
and cyclists face over time and across different destinations.

2.5 Results and discusion

2.5.1 Descriptive analysis of walking and cycling trips from 1986 to
2015

The General Social Survey (GSS) data emerged as an invaluable repository in our
detailed examination of active travel behavior in Canada. It provided a comprehensive
view of individual preferences and behaviors about active modes of transportation,
specifically walking and cycling. By focusing on the years 1986 to 2015, we sought
to capture the evolution of active travel against the backdrop of crucial urban
development changes, societal shifts in attitudes towards health and the environment,
and modifications in transportation infrastructure and policies.
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TABLE 2.1: Descriptive Analysis of Active Transportation Modes:
Walking and Cycling Statistics from 1986 to 2015

Year
Mode Statistic 1986 1992 1998 2005 2010 2015
cycling Count NA 126 119 330 230 240

max NA 90 90 90 85 90
mean NA 24 21 18 18 22
min NA 5 2 1 1 5
walking Count 4229 1473 1657 5517 4360 3217
max 90 90 90 90 90 90
mean 17 17 10 12 12 16
min 1 1 1 0 0 5

Our primary method was rooted in descriptive analysis. We parsed vast quantities
of data to discern overarching patterns and trends. A salient feature emerging from this
analysis was the duration of trips undertaken.Table 2.1 contains a detailed compilation
of descriptive statistics showing the fluctuating patterns of walking and cycling trips
between 1986 and 2015. The data is categorized under two principal modes of transit:
walking and cycling, with each category further explored through four statistical metrics:
count, maximum (max), mean, and minimum (min), each quantified in minutes. In the
walking trips section, the ‘count’ metric represents the number of recorded trips for each
year. The journey began in 1986 with 384 recorded walking trips, escalating to 1,473
by 1992, indicating a burgeoning preference for walking during this period. The peak
was reached in 1998 with 1,657 trips, which increased to an unprecedented 5,517 trips
by 2005, possibly reflecting societal shifts toward healthier lifestyles or environmental
concerns. However, post-2005, a downward trend emerged, with counts reducing to 4,360
trips in 2010 and further to 2,796 in 2015, possibly due to changing urban landscapes or
the advent of alternative transportation modes.

The ‘max’ time invested in walking trips remains a constant 90 minutes across the
years. However, the ‘mean’ walking time varies: it starts at 24 minutes in 1986, drops
to 17 minutes in 1992, and finally to 10 minutes in 1998. This trend reverses slightly to
12 minutes in both 2005 and 2010 and ascends to 16 minutes in 2015. This fluctuation
in average walking time could reflect evolving urban designs, societal pace, or changing
durations in individuals’ routines. The ‘min’ walking time, initially stable at 1 minute,
drops to nonexistence in 2005 and 2010, then rebounds to 5 minutes in 2015.

For cycling trips, data is absent for 1986. Starting in 1992, 126 trips are noted, dipping
marginally to 119 in 1998, then more than doubling to 325 by 2005—indicative of a surge
in cycling popularity, potentially driven by environmental campaigns or improvements
in cycling infrastructure. The count declined to 214 trips in 2010 but experienced a
marginal recovery to 217 trips by 2015. The ‘max’ cycling time experiences a gradual
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reduction from 90 minutes in the early years to 80 minutes by 2015, possibly reflecting
advancements in bicycle technology or changes in cyclists’ behaviors. The ‘mean’ time
initially recedes from 24 minutes in 1992 to 18 minutes in 2005, then modestly increases,
culminating at 22 minutes in 2015, suggesting that the average trip becomes slightly
longer, which could be due to several factors such as increased commuting distances or a
rise in recreational cycling. The ‘min’ cycling time shows a sharp decline to 1 minute in
2005 and 2010, paralleling the walking trend, before climbing back to 5 minutes in 2015,
which could indicate cycling’s growing popularity as a short-distance travel alternative.

As highlighted in Table 2.1, throughout the 30 years under study, the duration
of walking trips was consistently lower than that of cycling trips. To quantify this
discrepancy, the mean duration for walking trips was approximately 33% of the
corresponding duration for cycling trips, underscoring the inherent differences in these
modes of transportation. An intriguing trend was observed between the years 1986 to
2005. The average duration of walking and cycling trips decreased significantly over
the last two decades. Various factors might have precipitated this trend, such as urban
sprawl, increased reliance on motorized transport, or societal preferences for faster modes
of transportation. However, the subsequent decade (2005-2015) witnessed a marked
reversal in this trend. The average duration for walking and cycling trips stabilized and
began showing signs of resurgence. It could indicate many factors: growing urbanization
leading to more accessible destinations, increased awareness and initiatives promoting
health and sustainability, changes in urban planning that prioritize active modes of
travel and improving required infrastructure, or a combination of these elements. This
resurgence suggests a renewed and possibly growing affinity towards walking and cycling
as viable modes of transportation.

TABLE 2.2: Comparative Trip Stats by Mode and Destination: 1986,

1992, 1998
2005 2010 2015
Destination Mode* Min* Med* Max* P* Min Med Max P Min Med Max P
Home 1 15 90 45.4 1 10 90 58.9 1 5.0 90 51.2
Other’s home Walking 1 10 90 43.0 1 5 90 21.6 1 5.0 90 28.2
Work or school 1 10 90 11.5 2 10 60 19.6 1 6.5 75 20.5
Home NA NA NA NA 5 20 90 54.8 2 15.0 90 52.9
‘Work or school cycling NA NA NA NA 5 15 45 27.8 5 20.0 75 29.4
Other’s home NA NA NA NA | 5 10 70 175 | 2 10.0 80 17.6

TABLE 2.3: Comparative Trip Statistics by Transportation Mode and
Destination: 2005, 2010, and 2015

2005 2010 2015

Destination Mode* Min* Med* Max* P* Min Med Max P Min Med Max P
Home 0 10.0 90 44.3 0 10.0 90 43.6 5 10.0 90 45.0
Work or school Walking 0 10.0 70 17.1 0 10.0 80 15.0 5 10.0 80 15.2
Grocery store 1 10.0 90 12.5 1 7.5 85 13.3 5 10.0 90 11.8
Restaurant 0 5.0 85 9.4 1 5.0 90 10.0 5 10.0 90 8.4
Other’s home 1 5.0 90 11.7 0 5.0 90 11.4 5 10.0 80 7.3
Outdoors 1 5.0 60 3.6 ‘ 0 9.0 90 5.1 5 10.0 80 4.9
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Sport area NA NA NA NA NA NA NA NA 5 10.0 45 3.3
Library 5 12.5 40 0.6 2 10.0 40 0.7 5 10.0 40 1.6
Place of worship 1 10.0 30 0.9 1 8.0 60 0.9 5 15.0 45 1.1
Health clinic NA NA NA NA NA NA NA NA 5 10.0 45 1.0
Business NA NA NA NA NA NA NA NA 5 10.0 30 0.2
Home 1 15.0 75 48.5 1 15.0 75 50.4 5 20.0 80 46.2
‘Work or school cycling 1 15.0 90 22.1 1 15.0 85 24.3 5 15.0 60 28.7
Grocery store 2 10.0 30 10.3 5 10.0 75 9.1 5 15.0 80 6.7
Other’s home 1 15.0 35 9.1 5 10.0 45 9.6 5 15.0 40 5.4
Restaurant 5 20.0 35 3.0 10 12.5 15 1.7 10 17.5 60 4.2
Sport area NA NA NA NA NA NA NA NA 10 15.0 15 2.9
Outdoors 5 15.0 45 6.1 3 7.5 20 3.5 10 25.0 45 2.5
Health clinic NA NA NA NA NA NA NA NA 10 15.0 90 2.1
Library 10 12.5 15 0.6 10 25.0 30 1.3 15 15.0 15 0.8
Place of worship 20 20.0 20 0.3 NA NA NA NA 15 15.0 15 0.4

Tables 2.2 and 2.3 thoroughly explore trip statistics by transportation mode and
destination for the years 1986, 1992, 1998, 2005, 2010, and 2015. These tables detail
the minimum, median, and maximum trip durations, accompanied by their respective
percentages, which reflect the proportion of trips within each category. The temporal
measures are presented in minutes. An analytical comparison of the tables reveals
evolving patterns in transportation behaviors over time, with a particular emphasis
on walking and cycling.

Table 2.2 reveals that for the year 1986, the dataset is limited to walking trips, as
cycling data is not available, possibly indicating a lack of cycling infrastructure or lower
cycling popularity at that time. Walking to home destinations represents a significant
portion of trips, with a median duration of 15 minutes and a maximum of 90 minutes.
Also, walking trips to one’s home had a median duration of 15 minutes and a maximum of
90, accounting for over 40% of trips, suggesting walking was a reasonably common mode
of travel. In contrast, trips to work or school were less frequent, at 14.6%, with similar
median and maximum durations. Walking trips to one’s home had a median duration of
15 minutes and a maximum of 90, accounting for over 40% of trips, suggesting walking
was a reasonably common mode of travel. In contrast, trips to work or school were
less frequent, at 14.6%, with similar median and maximum durations mirroring those to
home, indicating that walking served as a secondary mode of commute.

By 1992, cycling data appears, indicating an introduction or increased adoption of this
mode of travel. The median cycling times to home and other destinations are relatively
low at 20 and 10 minutes, respectively. However, the maximum times are substantial
(90 and 70 minutes), suggesting some cyclists were willing to travel longer distances.
Walking trips to home still dominate, with an increased percentage of nearly 59% and
the median time remaining 10 minutes. The data might suggest an increasing tendency
to reside closer to workplaces or schools or improved pedestrian access. Moreover, the
percentages, reflective of the trip count, showed that over half of the commutes to home
were done by bicycle. The presence of cycling trips to work or school is not recorded,
which might suggest limited adoption or data collection constraints for this purpose. In
1998, walking trips to one’s home accounted for 61.2% of the total trips, a substantial
increase from 43.5% in 1986. The median duration of these trips remained consistent
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at 10 minutes over the years, with a maximum duration of 90 minutes. This indicates
a strong preference for walking as a mode of transport to home, possibly due to various
factors such as the proximity of residential areas to city centers, increased walkability of
cities, or a heightened societal focus on physical health and environmental consciousness.

In comparison, walking trips to work or school comprised 20.5% of trips in 1998,
a slight increase from 14.6% in 1986. The median duration for these trips was 6.5
minutes, notably lower than for walking trips home. It could suggest that work or
school destinations were, on average, closer to the individuals’ starting points or that
there was a selective preference for walking to work or school only when the distance was
relatively short. The percentage of walking trips to ‘other’ destinations was 28.2%, with a
median duration of 5 minutes and a maximum of 90 minutes. The ‘other’ category likely
encompasses a variety of destinations such as shopping, leisure activities, or social visits,
which may be more dispersed in location, hence the broader range in trip durations.

Moving to Table 2.3, by 2005, a variety of destinations are included, such as grocery
stores and restaurants, indicating a more detailed analysis of trip purposes. Cycling to
work or school sees a high median time of 15 minutes and a maximum of 75 minutes,
illustrating that cycling has become a more prominent mode of transportation for longer
distances, possibly due to improved cycling infrastructure or increased environmental
awareness. In addition, In 2005, the destination with the maximum percentage of
walking was the trip to home, holding a significant 44.3%. It suggests that walking
to work or school was the most common trip purpose among pedestrians. The second
most common walking trip was to work or school, with a percentage of 17.1%, followed
by grocery store destinations at 12.5%. The least common walking destinations were
Library, museum, and theater locations, which held a negligible percentage, possibly due
to their infrequency or distance from residential areas. The destination with the highest
percentage for cycling was also to home, at 48.9%. This percentage, while higher than
that of walking, reflects a considerable number of individuals opting to cycle for their
commutes. The second and third most popular cycling destinations were work or school
(22.5%), followed by grocery stores (10.2%).

By 2010, the median durations for cycling to work or school increased to 15.0 minutes.
The trend shifts slightly between 2005 to 2010. The maximum percentage for walking
trips remained home, albeit decreased to 43.6%. The second most common destination
for walking was work or school at 15%, followed by grocery stores at 13.3%. The least
common was again library, museum, and theater locations, similar to 2005, suggesting
a consistent pattern over the years. Cycling to home reached its peak in 2010, with the
highest percentage at 51.4%, overtaking walking for this destination and indicating a
surge in cycling’s popularity for commuting. However, the second destination remains
work or school with 25.7%, and the third destination was changed to restaurants and
bars, which increased to 10.3%.

In 2015, the median time for cycling trips to home and work or school decreased (15.0
and 10.0 minutes, respectively) compared to 2010, which might indicate more efficient
cycling conditions or a shift in the locations of homes relative to workplaces. Walking
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trips maintain a steady percentage, especially to home, which could signal a consistent
preference for walking as a reliable and health-conscious mode of transportation. In 2015,
walking home with 46.7 was the most popular destination for walking. Also, walking to
work or school increased to 17.1%, tying with cycling for the destination with the highest
percentage. It suggests a balancing out of the preferences between the two modes for
commuting. The third most common walking trip was to grocery stores, which increased
to 12.7%, and the fourth was trips to restaurants at 8.9%. The least common walking
destination was to places of worship or business, which had the smallest percentage,
reflecting their specific and potentially less frequent nature. Cycling, while experiencing
a decrease in the percentage of home travel compared to 2010, remained a significant
mode of transportation for that purpose. In 2015, the specific percentages for other
cycling destinations allocated to work or school and grocery stores increased to 31.8 and
decreased to 7.4%.

When comparing walking and cycling, it is evident that cycling has been embraced
for longer-distance commutes over time, as seen in the extended median and maximum
durations. While maintaining a significant share of trips, mainly to home destinations,
walking tends to be favored for shorter distances. This preference may reflect walking’s
inherent limitations in speed and convenience over longer distances compared to cycling.
The evolution from 2005 to 2015 suggests an increasing preference for shorter, more
efficient trips, potentially indicative of changing urban designs and lifestyles that favor
convenience and time-saving. The data points to a population increasingly incorporating
cycling into their routine for various trip purposes, reflecting broader trends towards
sustainable transportation and active lifestyles. Overall, these statistics offer valuable
insights into the dynamics of urban transportation, highlighting the gradual but distinct
shifts in how people choose to travel within their cities. These shifts are influenced
by a confluence of factors, including urban development, cultural trends, environmental
considerations, and transportation policies aimed at promoting active transport modes.

Figure 1 and Figure 2, as depicted, serve as a comprehensive visual compilation
of walking and cycling trip data spanning nearly three decades, from 1986 to 2015.
These heat maps employ a nuanced color gradient to translate complex data into
an easily interpretable format. The spectrum of colors, from deep, rich tones to
pale hues, corresponds directly to the percentage of trips along various origins and
destinations, with the darkest shades representing the highest percentage between origins
and destinations. Lighter shades denote pathways less traveled, offering a clear visual
distinction between the frequented and less frequented corridors of pedestrian/cyclist
movement.

The 2015 heat map particularly highlights the dominance of trips originating from
homes. Walking trips from home to work or school represent a notable 13.2%, depicted
as the darkest cell on the map. This indicates a preference for walking as a mode of
transport for commuting in Canada. In contrast, the map also reveals walking trips from
workplaces or schools back to homes at 13.91%, indicating a return flow in commuting
patterns. Additionally, home-originating trips to other homes, accounting for 9.22%,
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might reflect short neighborhood walks for purposes like exercise or dog walking. Trips
from home to grocery stores, other stores, or malls, making up 7.14% of the trips, suggest
a shift in walking frequency for shopping purposes. Trips originating from other homes
are also prominent, especially to homes (6.95%), possibly indicating social visitation
patterns. Trips from home to restaurants, bars, or clubs, at 4.88%, reveal a social and
recreational aspect of walking trips. However, walking trips starting outdoors are less
frequent, with the highest being trips to homes at 0.51%. The lower end of the spectrum
includes origins like businesses, libraries, museums, theaters, and places of worship,
indicating these as less common walking paths. For example, business-to-restaurant,
bar, or club trips are a mere 0.11%.

The 2010 heatmap shows the most frequent walking trips from home to work or
school, constituting 9.93% of all trips and emphasizing walking in daily commutes. The
return trips from work or school to home also show a high percentage at 9.34%. Notably,
trips from other’s homes back to home, at 8.54%, may indicate a tendency for walking
during social visitations. The third and fourth most common routes are from home to
shopping destinations and back, accounting for 6.51% and 8.7% of the trips, respectively.
Walking trips from home to restaurants or bars make up 3.28%, highlighting walking’s
role in leisure activities. Less frequent trips include those to libraries, places of worship,
and outdoors, indicated by lighter shades on the heatmap. In 2005, the most prevalent
walking trip was from home to work or school, accounting for 13.22% of all walking
trips. The data further reveals that walking trips from other’s homes to homes, at 8.3%,
signify a notable trend in social visitations. Shopping-related walking trips also show
high frequencies. Leisure activities like walking to restaurants or bars account for 3.61%.
Less common trips include those to libraries, places of worship, and outdoors.

The 1998 heatmap reveals a predominance of trips from home to other’s homes, at
21.83%, emphasizing the role of pedestrian mobility in maintaining social connections.
Commuting trips, such as from home to work or school, constitute 11.56% of the trips.
However, trips within the work or school category are least frequent at 1.7%. In
1992, the most frequent walking trips were within the home category, at 27.85%, likely
encompassing leisure, dog walking, or short errands. Social visitations also represent
a significant portion, at 15.88%. Commuting trips from home to work or school made
up 18.62% of the walking trips, with return trips being less frequent at 14.73%. Trips
originating from other’s homes show diverse figures, with ‘other’s home’ to ‘home’ trips
being quite prevalent at 17%. Lastly, in 1986, most walking trips occurred between
homes and other’s homes, with trips from other’s homes to homes being most prevalent at
29.21%. It underscores the importance of walking in maintaining social ties. Commuting
trips, represented at 11.56%, suggest a smaller proportion of walking trips compared to
social visits. Intracategory trips from home to home, likely representing leisure walks,
accounted for 6.01%. Walking trips within the work or school category were low at 1.7%,
possibly due to limited walking opportunities during work or school.

Over nearly three decades, the trends in walking trips reveal significant shifts in
the patterns and preferences of pedestrians. In the earlier years, such as 1986 and
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1992, walking trips were predominantly characterized by social visitations, as evidenced
by the high percentage of trips between ‘home’ and ‘other’s home. In 1986, these
social trips constituted the majority of walking activities, with 29.21% from ’other’s
home’ to ‘home’ and 21.83% in the reverse direction. By 1992, there was a notable
increase in intracategory ‘home’ trips (27.85%), suggesting a rise in walking for leisure
or short errands within the neighborhood. This shift highlights transitioning from
walking predominantly for social purposes to incorporating more leisure and short-
distance errands.

In contrast, in the later years, especially in 2005 and 2015, there has been a clear
trend towards walking being more frequently used for commuting purposes. In 2005, the
commute from ‘home’ to ‘work or school’ was the most prevalent walking trip, accounting
for 13.22% of all walking trips. Similarly, in 2015, walking trips from home to work
or school represented the highest percentage (13.2%), indicating an increased reliance
on walking as a primary mode of transportation for commuting. This transition from
social to commuting purposes reflects broader changes in urban lifestyles and possibly
improvements in pedestrian infrastructure, making walking a more viable option for
daily commutes. The data also shows a consistent pattern of return trips from work
or school to home, further underscoring the bidirectional nature of commuting trips.
These changing patterns indicate how the role of walking in urban environments has
evolved. [Initially, it served primarily as a means of social connectivity and short
leisurely activities. Over time, however, it has increasingly become a key component
of the daily commute, reflecting changes in urban planning, societal habits, and possibly
environmental consciousness. The heat maps’ changing color gradients over the years
visually encapsulate this evolution, marking a shift in the urban pedestrian landscape

In 2015, bicycles were clearly preferred as a primary mode of transportation,
especially for commuting from ‘home’ to ‘work or school,” accounting for 32.73% of
all cycling trips. It underscores the bicycle’s role in daily commutes, reflecting a
commitment to environmental sustainability and fitness. The return journey from
work or school to home also showed a significant volume, representing 30.38% of trips,
indicating a balanced bidirectional commuting pattern. Besides commuting, cycling for
errands and social visitations was notable, with trips to grocery stores and other retail
destinations making up 5.41% and trips for social purposes to another’s home at 3.66%.
Leisure activities, including visits to restaurants, bars, or clubs, accounted for 2.06%
of trips. Additionally, trips from home to home were reported at 4.58%, highlighting
cycling’s role in local mobility.

Commuting remained a key cycling activity in 2010, with 27.97% of trips made from
‘home’ to ‘work or school” and 25.38% in the opposite direction, reinforcing the bicycle’s
importance in daily travel. Social interactions played a significant role, with 8.71% of
trips from ‘home’ to ‘other’s home’ integrating bicycles into the social fabric of Canadian
life. Errands and dining or entertainment purposes remained consistent with previous
years, at 5.01% and 2.06%, respectively. Home-to-home trips accounted for 5.97%,
underscoring the versatility of cycling for various personal needs.
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By 2005, the landscape of cycling trips showed a diverse usage pattern, with
commuting still at 18.74% for trips from ‘work or school’ to ‘home’. The data highlights
the bicycle’s vital role in Canadian daily life as a reliable mode of transport. Interestingly,
trips from ‘home’ to ‘home’ constituted 7.85% of the total, indicating that a significant
portion of cycling activity was dedicated to local and recreational mobility. Social and
errand cycling, at 7.06% and 7.15%, respectively, along with recreational trips, at 2.07%,
show the broadening scope of cycling beyond mere commuting.

In 1998, the data presented a deep color saturation on the heat map for trips from
‘work or school’ to ‘home’ and vice versa, with 26.64% and 30.75% of trips, respectively,
highlighting a strong bidirectional commuting behavior. The role of bicycles in social
visitation was also significant, with 13.53% of trips from ‘home’ to ‘other’s home’ and
20.74% for the return journey. Home-to-home trips were 4.18%, pointing to the growing
trend of using bicycles for a mix of commuting, social, and recreational purposes.The
bicycle’s essential role in commuting was further reinforced in 1992 when data showed
that 26.13% of cycling trips were made from “home” to “work or school,” with a sizable
return trip percentage of 20.33%. Social visitations also featured prominently, with
20.74% of trips from ‘other’s home’ back to ‘home’, indicating the bicycle’s role in
facilitating community connectivity. Cycling trips within the ‘home’ category, indicating
a variety of local uses, were at 15.03%.

Over the years, the cycling trends in Canada have shown an evolving pattern, with
a consistent emphasis on commuting while also demonstrating an increasing integration
of bicycles into various aspects of urban life. In 2015, cycling was predominantly used
for commuting, with 32.73% of trips from ‘home’ to ‘work or school” and a nearly equal
percentage for the return journey. This trend reflects a strong environmental and fitness
consciousness in urban Canadian society. Comparatively, in 2010, while commuting still
remained the primary use of bicycles (27.97% for going to work or school and 25.38% for
returning), there was a noticeable increase in cycling for social visitations, accounting
for 8.71% of trips. This shift indicates a broader adoption of cycling beyond utilitarian
purposes, embedding it more deeply into the social fabric.

In earlier years, such as 2005 and 1998, the emphasis on commuting was still apparent
but with a slightly different focus. For instance 2005, the most prevalent cycling route
was from work or school to home, constituting 18.74% of trips. This difference in the
direction of the dominant route might suggest variations in cycling habits or available
infrastructure at the time. In 1998, the data showed a balance between commuting and
social interactions, with high percentages for trips from work or school to home (26.64%)
and from ‘home’ to ‘other’s home’ (13.53%). This balance demonstrates the role of
bicycles in fostering community interactions and local mobility. Going back to 1992,
cycling for commuting (26.13%) and social visitations (20.74%) were also significant,
highlighting the bicycle’s longstanding role in facilitating professional and interpersonal
connectivity.

Overall, these trends across different years illustrate a consistent reliance on bicycles
for commuting in Canada, coupled with a growing appreciation of their role in social
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and recreational activities. The shifting percentages and patterns of use reflect changing
urban lifestyles, advancements in cycling infrastructure, and an increasing recognition
of the bicycle as a versatile, environmentally friendly, and health-conscious mode of
transportation in Canadian cities

2.5.2 Impedance function analysis

The impedance function figures presented in this section illuminate the changes in
walking and cycling trip durations to various destinations across Canada over an
extensive period from 1986 to 2015. These distance decay curves are pivotal to
understanding impedance functions and are critical for travel behavior analysis. A
fundamental idea of spatial interaction is represented by their depiction of the decreasing
probability of selecting walking or cycling as a mode of transportation as the distance
between the origin and the destination increases. This idea states that the likelihood
of traveling between two points decreases with increasing distance. These curves also
indicate the critical points at which a person’s tendency to walk or cycle abruptly
decreases.

Our exploration of distance decay curves for walking and cycling trips to diverse
destinations utilized the General Social Survey (GSS) dataset, enabling an examination
of how these curves vary across transportation modes and destination types over time.
The data shed light on the frequency and characteristics of walking and cycling trips,
with the years 2005, 2010, and 2015 featuring a wide range of destinations, from homes to
workplaces, schools, other people’s homes, grocery stores, retail outlets, malls, outdoor
spaces, restaurants, bars, clubs, libraries, museums, theaters, and places of worship. This
breadth of destination types signifies a marked expansion from the data of earlier years
(1986, 1992, and 1998), which cataloged trips primarily to homes, other people’s homes,
and work or school. This evolution in data collection reflects a growing understanding
of the complex nature of urban mobility and the diverse purposes that motivate walking
and cycling trips, providing a comprehensive foundation for analyzing distance decay
and its implications for urban planning and sustainable transportation strategies.

A methodical statistical approach was adopted to determine the appropriate
distribution for modeling the distance decay curves for different destinations. The
analysis began with generating Cullen and Frey graphs utilizing the fitdistrplus package
in R, a graphical tool pivotal for suggesting plausible distributions by plotting the
square of skewness against excess kurtosis. This step paved the way for selecting
potential distributions for further assessment. Upon identifying potential distributions,
an empirical evaluation was conducted to fit several candidate distributions to the data,
specifically targeting distributions such as Gamma, Weibull, normal, lognormal, poisson,
logistic, and Exponential, among others. Each distribution was fitted using maximum
likelihood estimation (MLE), with the added complexity of weights incorporated into
the fitting process. This was a crucial step as the dataset included a weight variable,
which is a fundamental weighting element used for estimating the frequency of activities
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conducted by the Canadian population as recorded in the dataset. It aims to portray
the broader behavioral patterns of the population accurately.

To objectively assess the fit of each distribution, model selection criteria such as the
Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and log-
likelihood (logLik) were employed. These criteria are critical in not only capturing the
goodness of fit but also penalizing the complexity of the model to prevent overfitting.
AIC and BIC provide a balance between the model’s accuracy and complexity, where
lower values are indicative of a more economical model. The log-likelihood directly
measures the probability of observing the given data under the assumed statistical model,
with higher values signaling a better fit. The distribution that manifested the lowest
AIC and BIC, coupled with the highest log-likelihood, was deemed the most suitable
for representing the distance decay curve for each specific destination in each year.
This rigorous statistical procedure ensured that the chosen distribution was the most
fitting given the empirical data, reflecting both the underlying process and the observed
variations. The approach guarantees that the final model is not only statistically robust
but also reliable for interpreting the distance decay effect within the study context.
Despite initial considerations for traditional diagnostic methods such as residual analysis
and Q-Q plots, these techniques proved incompatible with the complexities of weighted
data. The variable “WGHT EPI” in the dataset weighting variable is essential for
representing the Canadian population’s activity frequencies at the episode level. While
the fitdistrplus package accommodates weights in estimation, it does not extend this
functionality to diagnostic plots, which are typically unweighted. Consequently, the
reliance on information criteria like AIC and BIC, adjusted for weighted data, became
instrumental in guiding our selection of the most robust and representative model for
our analysis, marking a methodological stride in our statistical practice.

Following the detailed statistical analysis, we present four comprehensive tables that
encapsulate AIC, BIC, and log-likelihood values of each destination by mode and year
(Tables 2.4,2.5, 2.6, and 2.7). These tables summarize the fitting process for each
distribution evaluated, illuminating the decision-making process for selecting the most
suitable distribution for each destination category. The tables illustrate our model
selection process, highlighting the distribution that emerged as the best fit for each
specific context based on the lowest AIC and BIC values and the highest log-likelihood
scores. The first table delineates the statistical metrics for walking trips, while the
second table deals with trips made by bicycle. Each table is organized to showcase the
comparison across different years, thus offering insights into the temporal dynamics of
travel behavior and the evolution of distance decay characteristics. By presenting the
diagnostics in this tabular format, we aim to provide a clear and accessible reference
demonstrating the distributional trends and patterns discerned from the GSS dataset.
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TABLE 2.4: Impedance functions and selection criteria across destinations
for walking trips (1986, 1992 and 1998)

Impedance Function year logLik AIC BIC

Destination: Home

Gamma 1986 -679.70 1363.40 1369.64
Weibull 1986 NA NA NA
Exponential 1986  -692.66 1387.32 1390.43
Gamma 1992 -3445.93 6895.85 6905.38
Weibull 1992 NA NA NA
Exponential 1992 -3462.38 6926.75 6931.52
Gamma 1998 -2822.99 5649.98 5659.47
Weibull 1998 NA NA NA
Exponential 1998 -2829.02 5660.04 5664.78
Destination: Other’s home
Gamma 1986 -646.37 1296.75 1302.91
Weibull 1986 NA NA NA
Exponential 1986  -655.12 1312.24 1315.32
Lognormal 1986 NA NA NA
Gamma 1992 -1097.09 2198.17 2205.70
Weibull 1992 -1108.03 2220.05 2227.58
Exponential 1992  -1114.47 2230.94 2234.70
Lognormal 1992 NA NA NA
Gamma 1998 -1493.73 2991.47 2999.76
Weibull 1998 -1498.74 3001.47 3009.77
Exponential 1998 -1499.40 3000.80 3004.95
Lognormal 1998 NA NA NA
Destination: Work or school
Gamma 1986 -243.98 491.96 496.01
Weibull 1986 NA NA NA
Exponential 1986  -246.96  495.93  497.96
Lognormal 1986 NA NA NA
Gamma 1992 -976.83 1957.66 1964.99
Weibull 1992 NA NA NA
Exponential 1992 -1021.74 2045.48 2049.14
Lognormal 1992 NA NA NA
Gamma 1998 -1173.77 2351.53 2359.19
Weibull 1998 NA NA NA
Exponential 1998 -1177.45 2356.91 2360.74
Lognormal 1998 NA NA NA
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TABLE 2.5: Impedance functions and selection criteria across destinations
for walking trips (2005, 2010, 2015)

Impedance_ Function year logLik AIC BIC
Destination: Home
Gamma 2005 -8561.05 17126.11 17137.71
Weibull 2005 -8585.21 17174.43 17186.03
Exponential 2005 -8618.16 17238.32 17244.12
Gamma 2010 -6773.82 13551.64 13562.73
Weibull 2010 -6785.96 13575.91 13587.01
Exponential 2010 -6791.86 13585.73 13591.28
Gamma 2015 -4899.43 9802.87 9813.22
Weibull 2015 -4959.63 9923.26 9933.61
Exponential 2015 -5050.70 10103.41 10108.58
Destination: work or school
Gamma 2005 -2030.84 4065.68 4074.62
Weibull 2005 -2035.93 4075.86 4084.80
Exponential 2005 -2037.41 4076.81 4081.28
Lognormal 2005 -1996.71 3997.42 4006.36
Gamma 2010 -1565.60 3135.20 3143.61
Weibull 2010 -1563.85 3131.70 3140.11
Exponential 2010 -1565.64 3133.28 3137.49
Lognormal 2010 NA NA NA
Gamma 2015 -805.12 1614.25 1621.11
Weibull 2015 -817.06 1638.13 1644.99
Exponential 2015 -832.40 1666.81 1670.24
Lognormal 2015 NA NA NA
Destination: Other’s home
Gamma 2005 -1672.51 3349.01 3357.51
Exponential 2005 -1707.84 3417.67 3421.92
Weibull 2005 -1685.20 3374.41 3382.91
Lognormal 2005 -1657.24 3318.48 3326.98
Gamma 2010 -1471.84 2947.67 2955.83
Exponential 2010 -1480.30 2962.59 2966.68
Weibull 2010 -1478.49 2960.99 2969.15
Lognormal 2010 NA NA NA
Gamma 2015 -884.43 1772.87 1779.91
Exponential 2015 -921.28 1844.56 1848.08
Weibull 2015 NA NA NA
Lognormal 2015 NA NA NA
Destination: Outdoors
Gamma 2005 -3241.56 6487.13 6496.83
Weibull 2005 -3254.75 6513.50 6523.20
Exponential 2005 -3277.81 6557.62 6562.47
Lognormal 2005 NA NA NA
Gamma 2010 -2243.15 4490.30 4499.27
Weibull 2010 -2252.50 4509.00 4517.97
Exponential 2010 -2269.31 4540.63 4545.11
Lognormal 2010 -2229.51 4463.03 4472.00
Gamma 2015 -1697.00 3398.00 3406.33
Weibull 2015 -1721.97 3447.95 3456.28
Exponential 2015 -1789.93 3581.86 3586.02
Lognormal 2015 NA NA NA
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Impedance_ Function year logLik AIC BIC
Destination: Grocery store
Gamma 2005 -2374.42 4752.83 4761.91
Weibull 2005 -2383.11 4770.22 4779.29
Exponential 2005 -2395.37 4792.74 4797.28
Gamma 2010 -1941.04 3886.07 3894.79
Weibull 2010 -1946.26 3896.51 3905.23
Exponential 2010 -1951.49 3904.97 3909.33
Gamma 2015 -1261.07 2526.14 2533.89
Weibull 2015 -1281.20 2566.40 2574.15
Exponential 2015 -1320.99 2643.99 2647.86
Destination: Restaurant
Gamma 2005 -634.37 1272.73 1279.31
Weibull 2005 -637.63 1279.26 1285.84
Lognormal 2005 NA NA NA
Exponential 2005 -642.38 1286.77 1290.05
Gamma 2010 -96.31 196.62 199.35
Weibull 2010 -96.99 197.97 200.71
Lognormal 2010 -95.82 195.63 198.36
Exponential 2010 -99.43 200.87 202.24
Gamma 2015 -155.78 315.55 319.25
Weibull 2015 -159.04 322.08 325.79
Lognormal 2015 -153.89 311.78 315.48
Exponential 2015 -172.58 347.16 349.01
Gamma 2005 -107.53 219.06 221.99
Poisson 2005 NA NA NA
Weibull 2005 -108.59 221.18 224.11
Exponential 2005 -115.65 233.31 234.77
Normal 2005 -112.96 229.91 232.84
Lognormal 2005 -107.00 217.99 220.92
Destination: Library
Gamma 2010 -743.96 1491.92 1498.75
Poisson 2010 NA NA NA
Weibull 2010 -747.32 1498.63 1505.46
Exponential 2010 -750.52 1503.04 1506.45
Normal 2010 NA NA NA
Lognormal 2010 NA NA NA
Gamma 2015 -334.68 673.36 678.38
Poisson 2015 -606.38 1214.76 1217.27
Weibull 2015 -340.16 684.33 689.35
Exponential 2015 -348.41 698.82 701.33
Normal 2015 NA NA NA
Lognormal 2015 NA NA NA
Destination: Place of worship
Gamma 2005 -154.97 313.93 317.63
Exponential 2005 -160.42 322.85 324.70
Normal 2005 NA NA NA
Lognormal 2005 NA NA NA
Weibull 2005 NA NA NA
Gamma 2010 -131.33 266.67 270.09
Exponential 2010 -135.90 273.81 275.52
Normal 2010 -150.95 305.90 309.33
Lognormal 2010 -139.70 283.40 286.83
Weibull 2010 -133.39 270.77 274.20
Gamma 2015 -127.23 258.47 261.64
Exponential 2015 115.136.37 274.74 276.33
Normal 2015 -132.78 269.56 272.73
Lognormal 2015 -127.01 258.02 261.19

Weibull 2015 -128.23 260.46 263.63
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TABLE 2.6: Impedance functions and selection criteria across destinations
for cycling trips (1992 and 1998)

Impedance Function year logLik AlIC BIC
Destination: Home
Gamma 1992 -296.80 597.61 602.07
Weibull 1992 -297.36  598.72  603.19
Exponential 1992 -299.38  600.77  603.00
Gamma 1998 -250.55 505.09 509.38
Weibull 1998 NA NA NA
Exponential 1998  -253.36  508.72  510.86
Destination: Other’s home
Gamma 1992 -82.31 168.63 170.81
Poisson 1992 NA NA NA
Exponential 1992 -83.18  168.37  169.46
Normal 1992 -91.85  187.69  189.87
Lognormal 1992 -80.22 164.44 166.62
Gamma 1998 -77.65 159.31  161.40
Poisson 1998 NA NA NA
Exponential 1998 -78.97  159.95 160.99
Normal 1998 -88.37  180.73  182.82
Lognormal 1998 -75.86 155.73 157.82
Destination: Work or school
Gamma 1992 -130.98 265.96 269.07
Weibull 1992 -131.06 266.11  269.22
Exponential 1992  -138.32 278.64 280.19
Normal 1992 -134.55 273.10 276.21
Lognormal 1992 NA NA NA
Gamma 1998 -141.00 286.00 289.11
Weibull 1998  -141.71  287.42  290.53
Exponential 1998  -145.69 293.37 294.93
Normal 1998  -148.73 301.45 304.56
Lognormal 1998 NA NA NA
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TABLE 2.7: Impedance functions and selection criteria across destinations
for cycling trips (2005, 2010 and 2015)

Impedance Function year logLik AIC BIC
Destination: Home
Gamma 2005 -626.82 1257.63 1263.78
Weibull 2005  -629.25  1262.51 1268.66
Exponential 2005  -636.08  1274.17 1277.24
Gamma 2010 -428.16 860.32 865.72
Weibull 2010 NA NA NA
Exponential 2010  -436.23 874.46 877.16
Gamma 2015 -411.02 826.04 831.33
Weibull 2015  -415.09 834.17 839.46
Exponential 2015  -431.52 865.03 867.68
Destination: Other’s home
Gamma 2005 -106.61 217.21 220.01
Poisson 2005  -161.62 325.24 326.64
Exponential 2005 NA NA NA
Normal 2005  -110.01 224.03 226.83
Lognormal 2005 NA NA NA
Gamma 2010 -78.57 161.14 163.32
Poisson 2010  -131.33 264.66 265.75
Exponential 2010 -81.04 164.07 165.17
Normal 2010 -84.37 172.74 174.93
Lognormal 2010 NA NA NA
Gamma 2015 -42.17  88.34  89.47
Poisson 2015 -51.23 104.45 105.02
Exponential 2015 -47.87 97.73 98.30
Normal 2015 -45.41 94.82 95.95
Lognormal 2015 NA NA NA
Destination: work or school
Gamma 2005 -292.44 588.88 593.46
Weibull 2005 NA NA NA
Exponential 2005  -296.38 594.77 597.06
Normal 2005 NA NA NA
Lognormal 2005 NA NA NA
Gamma 2010 -215.86 435.73 439.74
Weibull 2010  -216.67 437.34 441.35
Exponential 2010  -222.50 446.99 449.00
Normal 2010 NA NA NA
Lognormal 2010  -218.20 440.39 444.141
Gamma 2015  -255.26 514.52 518.99
Weibull 2015  -258.10 520.20 524.67
Exponential 2015  -279.83 561.66 563.89
Normal 2015  -264.66 533.33 537.80
Lognormal 2015 -254.79 513.58 518.05

117



Environment and Society

Master of Science— Mahdis Moghadasi; McMaster University— School of Earth,

Impedance_Function year logLik AIC BIC
Destination: Outdoors
Gamma 2005 -110.07 224.14 227.14
Logistic 2005 NA NA NA
Lognormal 2005 NA NA NA
Normal 2005 NA NA NA
Exponential 2005 -115.91 233.81 235.31
Poisson 2005 -154.33 310.66 312.16
Gamma 2010 -74.31 152.62 154.62
Logistic 2010 NA NA NA
Lognormal 2010 NA NA NA
Normal 2010 -83.24 170.48 172.47
Exponential 2010 -76.61 155.21 156.21
Poisson 2010 NA NA NA
Gamma 2015 -1261.07 2526.14 2533.89
Logistic 2015 -1336.44 2676.89 2684.63
Lognormal 2015 -1235.05 2474.09 2481.83
Normal 2015 -1386.80 2777.60 2785.35
Exponential 2015 NA NA NA
Poisson 2015 NA NA NA
Destination: Grocery store
Gamma 2005 -70.26 144.53 146.52
Lognormal 2005 -70.63 145.27 147.26
Normal 2005 -72.77 149.54 151.53
Poisson 2005 NA NA NA
Exponential 2005 -75.76 153.52 154.52
Weibull 2005 -70.67 145.33 147.33
Gamma 2010 -21.27 46.54 46.43
Lognormal 2010 -21.27 46.55 46.44
Normal 2010 -22.05 48.11 48.00
Poisson 2010 -25.21 52.41 52.36
Exponential 2010 -22.92 47.83 47.78
Weibull 2010 NA NA NA
Gamma 2015 NA NA NA
Lognormal 2015 NA NA NA
Normal 2015 NA NA NA
Poisson 2015 NA NA NA
Exponential 2015 NA NA NA
Weibull 2015 NA NA NA
Destination: Restaurant
Gamma 2005 -37.19 78.39 78.99
Normal 2005 -37.08 78.15 78.76
poisson 2005 -49.49 100.98 101.28
Exponential 2005 -40.20 82.41 82.71
Gamma 2010 NA NA NA
Normal 2010 NA NA NA
poisson 2010 NA NA NA
Exponential 2010 NA NA NA
Gamma 2015 -884.43 1772.87 1779.91
Normal 2015 -1007.13 2018.27 2025.31
poisson 2015 -1576.02 3154.05 3157.57
Exponential 2015 -921.28 1844.56 1848.08
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The figures below illustrate the frequency distribution of travel times for walking
and cycling to various destinations, as modeled by impedance functions over a range
of years. Each graph shows a curve representing the scaled frequency of trips against
the trip duration in minutes for a specific year, with the peak of the curve indicating
the most common trip duration. The red dots and dashed lines highlight the mode
of the distribution, which is the most frequently observed trip duration. The multiple
curves within each year show the variability or sensitivity of the model under different
assumptions or parameters. From these figures, we can infer trends in travel behavior for
walking and cycling over time. For instance, a shift in the peak towards the right over the
years would suggest an increase in the average duration of trips, possibly due to several
factors such as urban sprawl, changes in urban design, or evolving societal preferences.
Conversely, a shift towards the left would suggest a decrease in trip duration, potentially
indicating improved walking and cycling infrastructure, leading to shorter and possibly
more convenient trips. These figures encapsulate a wealth of information about travel
behavior and serve as a visual summary of the underlying data collected for walking
and cycling trips to different destinations. They provide a snapshot of the changes in
travel time preferences or requirements across the studied years, which is valuable for
urban planners and policymakers aiming to understand and promote sustainable modes
of transportation.

Figure 2.3 illustrates the shifting patterns in walking trip behavior to home
destinations over several years. The red dashed lines and points highlight the peak travel
times that individuals are inclined to walk from their origins to home. A discernible trend
of the peak point moving toward shorter durations indicates a diminishing willingness
to engage in longer walking trips. For instance, the peak travel time in 1986 was around
10 minutes, which then steadily reduced in the following years, with the 2015 data
showing the peak remaining at approximately 10 minutes. The walking trip graphs
consistently show that the frequency of trips declines sharply with increased travel time,
a characteristic of non-motorized transportation. The leftward shift in peak frequency
points to a growing reluctance to extend walking durations, potentially due to factors
such as urban expansion, increased use of private vehicles, enhancements in public
transportation, or shifts in societal norms and lifestyle choices.

Conversely, Figure 2.3 captures the progression of cycling trip behavior for home trips
in Canada from 1992 to 2015. Unlike walking trips, the cycling data reveals an elongation
in the peak travel time. In 1992, the average travel time was approximately five minutes.
This number has gradually increased over time, with a peak of 15 minutes in 2015. This
ascending trend underscores a heightened propensity to cycle for longer periods when
returning home. The motivation behind this shift could be multifaceted, encompassing
enhancements in cycling infrastructure, a heightened emphasis on physical fitness and
environmental sustainability, and the gradual adoption of cycling as a favored means
of transportation for increasingly longer distances. Walking trip patterns significantly
differ from the cycling pattern, reflecting an expanding tolerance for extended travel
times. This discrepancy might result from the inherent distinctions between the two
forms of transportation. Because cycling is a faster mode of transportation, it has
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probably benefited from better pathways and social developments that support active
travel. This has allowed cyclists to cover longer distances more comfortably and easily.
The distribution of cycling trip frequencies, while still demonstrating a decrease as
travel time lengthens, presents a less pronounced decline compared to walking trips.
This suggests a wider acceptance of longer cycling durations. The progressive shift in
peak travel times over the years could be attributed to amplified investments in cycling
infrastructure, such as the introduction of bike lanes and the proliferation of bike-sharing
initiatives, coupled with an overall rise in cycling’s popularity.

Figure 2.4 captures the evolution of walking trip behavior to work or school
destinations over selected years. The graphs reveal an interesting trend: while there
is some fluctuation, there is a general decrease in the peak travel time duration. For
instance, in 1986, the peak travel time was approximately 10 minutes; by 2015, it had
reduced slightly, suggesting a preference for shorter walking commutes. This could
indicate an adjustment in urban layouts that brings residences closer to work and school
locations or a shift in employment or education patterns that favors proximity. The
graphs show a sharp decrease in the frequency of walking trips as the travel time
increases, indicating a strong preference for shorter commutes. The decreasing peak
frequency over the years could reflect improved access to alternative modes of transport
or an increase in the use of private vehicles, which could reduce the need for longer
walking trips.

Figure 2.4 presents the trends for cycling trips to work or school destinations. In
contrast to walking, the peak travel times for cycling vary over the years. In 1992, the
most frequent travel time was nearly 10 minutes, but by 2015, the peak shifted to around
15 minutes. This indicates a growing acceptance or necessity of cycling for slightly longer
durations to reach work or school. The increase in peak travel times might be associated
with several factors, including expanding city boundaries, making longer commutes more
common, or improving cycling infrastructure that make longer distances more feasible
and safe for cyclists. For both walking and cycling, the frequency of trips decreases
markedly as the duration increases. However, cycling trips show a broader acceptance
for longer durations, likely due to the increased speed and efficiency of travel by bike
compared to walking. The data suggests a social shift towards embracing cycling for
daily commutes, which investments in cycling-friendly city planning could support, the
availability of bike-sharing programs, and initiatives to encourage active transportation
for health and environmental benefits.

Figure 2.5 maps the trends in walking trips to another person’s home across a span of
years. In 1986, the peak was observed at a travel time of roughly 10 minutes, suggesting
a preference for short walking trips. Furthermore, most walking trips were completed in
under 50 minutes during these years, emphasizing a strong inclination towards relatively
short distances. There are noticeable fluctuations in the peak travel times from 1986
to 2015. For example, in 2005, the peak duration for walking trips to another’s home
contracts was less than 2 minutes, indicating a shift towards even shorter trips compared
to previous years. This shift could reflect changes in urban design, such as more compact
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neighborhoods or increased use of other transportation modes. By 2010, the willingness
to walk extended to trips under 40 minutes for all purposes, signaling a slight increase
in the acceptance of longer walks. However, by 2015, the data shows a return to shorter
durations for the peak times, with the most common walking trips hovering around
10 minutes again. Turning to cycling, Figure 2.5 reveals the evolution of cycling trip
behavior to another’s home. In contrast to walking, cycling trips exhibit a gradual
increase in the peak travel time. From an average of approximately 5 minutes in
1992, there is a discernible upward trend, with trips averaging less than 25 minutes
in 1998 and rising further to an average of less than 50 minutes by 2015. It suggests
not only an increasing willingness to cycle for longer periods but also possibly a rise in
the number of destinations becoming accessible via cycling, reflecting improvements in
cycling infrastructure or a growing cultural trend towards embracing cycling for various
trip purposes. In both walking and cycling modes, the trend towards shorter trips
dominates, with a marked decrease in trip frequency as duration increases. Nonetheless,
the data on cycling suggests a growing acceptance of cycling as a viable mode of transport
for longer distances over the years, likely due to its efficiency and the positive influence
of environmental sustainability movements that promote cycling.

The distance decay curves in Figure 2.6 and Figure 2.6 reflect the frequency of walking
and cycling trips to grocery stores, other stores, or malls for the years where data
is available, specifically 2005, 2010, and 2015. Analyzing the distance decay curves
provided in Figure 2.6 for walking trips, we see a clear evolution in consumer behavior
over a decade. In 2005, the peak frequency of walking trips to shopping destinations
was approximately 4 minutes, reflecting a preference for very close proximity to these
destinations. However, by 2010, the peak sharply decreases to a travel time of around 2
minutes, indicating an even stronger preference for shopping destinations within a very
short walking distance. Notably, in 2015, the data illustrates a reversal in this trend,
with the peak frequency rising to around 10 minutes. This increase suggests that by
2015, individuals were more inclined to walk longer distances to reach grocery stores,
other stores, or malls, which could be due to changes in urban development or a renewed
interest in walking as a form of exercise and sustainable travel.

For cycling trips, shown in Figure 2.6, we witness a different pattern of change. The
peak frequency in 2005 shows that the most common travel time for cycling to shopping
destinations was around 5 minutes, suitable for quick and convenient trips. This duration
represents a mode of transport that is efficient for nearby stores but utilized less for
farther distances. Moving forward to 2015, we observe a dramatic increase in the peak
travel time to around 10 minutes. This significant rise indicates a marked shift towards
the willingness to cycle longer to reach shopping destinations. In summary, the data
from the provided graphs point to a change in the travel patterns of consumers over the
years. While walking trips for shopping initially showed a trend towards extremely short
distances, there was a notable shift towards longer durations by 2015. Conversely, cycling
trips have expanded in terms of acceptable travel time, with a marked increase in the
duration of trips by 2015, reflecting a broader acceptance and possibly encouragement
of cycling as a preferred mode of transportation for shopping trips.

124



Master of Science— Mahdis Moghadasi; McMaster University— School of Earth,
Environment and Society

leling distance decay curves of walking for Grocery store, other stores or mall destination

0.06
—~ 0.04
3

£ 0.02
0.00

cy (sc

$0.12

2 0.09

(0]

L 0.0
0.03
0.00

1986 1992 1998
0.06 0.08
0.04 0.35
0.04
0.02 0.02
0.00 0.00
2005 2010 2015
0.100 0.08
0.075 0.06
0.050 0.04
I 0.025 | | 0.02 | "t
: 0.000 L 0.00 2
0 25 50 75 100 0 25 50 75 100 0 25 50 75 100

Duration (minutes)

leling distance decay curves of cycling for Grocery store,

0.00

0.06
0.04
L 0.02
0.00

requency (s

Legend
=== Grocery store

— Other destinations
@ Peaks

other stores or mall destination

1992

1998

2005

0.06
0.04
0.02
0.00

0.06
0.04
0.02
0.00

2010

2015

1
o!

0.08
0.06
0.04
0.02
0.00

1
0%

0

25 50 75 100 125

0 25 50 75 100 125
Duration (minutes)

0 25 50 75 100 125

Legend

== Grocery store
— Other destinations
@ Peaks

FIGURE 2.6: Modeling distance decay curves of walking and cycling to
work or school destinations

125



Master of Science— Mahdis Moghadasi; McMaster University— School of Earth,
Environment and Society

0.06
—~ 0.04
3

£ 0.02
0.00

cy (sc

$ 0.12
2 0.09
(0]

2 0.06
0.03
0.00

0.00

0.06
0.04
L 0.02
0.00

requency (s

Modeling distance decay curves of walking for outdoors destination

1986 1992 1998
0.06 0.08
0.04 0.35
0.04
0.02 0.02
0.00 0.00
2005 2010 2015
0.100 0.08
0.075 0.06
0.050 0.04
! 0.025 || 0.02 | /]
' 0.000 L 0.00 L2
0 25 50 75 100 0 25 50 75 100 0 25 50 75 100

Duration (minutes)

Modeling distance decay curves of cycling for outdoors destination

1992

1998

2005

0.06
0.04
0.02
0.00

0.06
0.04
0.02
0.00

0

2010

2015

0.08
0.06
0.04
0.02
0.00

25 50 75 100 125

0 25 50 75 100 125
Duration (minutes)

0 25 50 75 100 125

Legend
— Other destinations

=== Qutdoors
@ Peaks

Legend
— Other destinations

=== Qutdoors
@ Peaks

FIGURE 2.7: Modeling distance decay curves of walking and cycling to
work or school destinations

126



Master of Science— Mahdis Moghadasi; McMaster University— School of Earth,
Environment and Society

In Figure 2.7, for walking trips to outdoor destinations, the blue line in the 2005 graph
exhibits a peak at approximately 3 minutes, indicating that the most common duration
of walking trips was very short. This peak suggests that outdoor destinations were
typically close to the starting point or that there was a preference for quick, accessible
outdoor activities. In 2010, we saw a similar pattern with the peak around the 3-
minute mark, demonstrating a consistent preference for short walking trips over time.
By 2015, the peak shifts to around 10 minutes. This increase in the most common trip
duration may reflect a change in the location of outdoor spaces relative to residential
areas.Turning to cycling (Figure 2.7), the blue line in the 2005 graph peaks at about
10 minutes. This suggests that the typical cycling trip to outdoor destinations was
a moderate distance away, indicating that cycling was used for slightly longer but still
relatively brief excursions. Across both walking and cycling trips to outdoor destinations,
the observed peaks in the blue lines indicate a general trend of short-duration trips, with
a notable increase in the willingness to travel longer distances by bike in recent years.

In the yellow line graph for 2005 (Figure 2.8), there is a distinct peak at around 3
minutes, indicating that the most common duration for walking trips to these social
destinations was very short. This peak suggests that such venues were often chosen
within proximity to the starting point, reflecting a preference for convenience and
accessibility when deciding to walk to restaurants, bars, or clubs. The 2015 graph
reveals a more pronounced change, with the peak frequency occurring around 10 minutes.
This suggests an increased willingness to walk further distances to these destinations
compared to previous years, possibly due to changes in the locations of such venues
or a shift towards healthier lifestyle choices that include more walking. In Figure
2.8, for cycling trips in 2005, the peak in the yellow line graph is at approximately
15 minutes, indicating a preference for moderately distant venues when cycling. This
duration suggests that cyclists were prepared to travel further than walkers to reach
restaurants, bars, or clubs, possibly due to the speed and convenience of cycling over
longer distances. The 2015 graph shows a significant shift in the peak frequency to
around 15 minutes, which points to a clear trend of individuals being willing to cycle for
longer periods to social destinations. Across the years, the yellow line graphs for walking
and cycling to restaurants, bars, or clubs show a general pattern of trips most frequent
at short to moderate durations.

Figure 2.9 presents the frequency of walking trips to places of worship in 2005 and
2015. In 2005, the peak frequency occurred at approximately 5 minutes, demonstrating
that the most common duration for walking trips to places of worship was short.
This implies that, typically, such destinations were located within close proximity to
individuals’ origin points, or there was a preference for accessing nearby places of worship.
By 2015, there is a noticeable shift in the peak frequency to around 10 minutes, indicating
a change in the walking duration to places of worship over the decade. This increase
suggests that people were willing to walk a bit longer to reach their places of worship,
or it could indicate that these places have become more spread out within communities,
requiring longer walk times. The absence of data for the intervening years and cycling
trips leaves a gap in understanding the trend over time. However, the available data
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from 2005 to 2015 indicates a trend of increased walking time for visits to places of
worship. This could reflect changes in urban development, with places of worship being
farther from residential areas or a shift in individual preferences for walking as part of
their religious or spiritual practices. It is important to note that there is no data on
cycling trips to places of worship destinations, which limits our ability to analyze and
compare the full spectrum of non-motorized travel to places of worship.

Figure 2.10 illustrates the walking trip frequency to libraries, museums, or theaters
for 2005 and 2015, as indicated by the green line curves. In 2005, the peak frequency of
walking trips to these cultural destinations was approximately 7 minutes. This suggests
that such venues were commonly located within a short walking distance from the trip
origin, or there was a preference for nearby cultural activities that could be quickly
accessed by foot. By 2015, we see a significant shift in behavior, with the peak frequency
now occurring at around 10 minutes. This change over the decade may reflect a broader
willingness to walk slightly longer distances to reach libraries, museums, or theaters. It
is essential to note the absence of cycling data trips, which indicates a lack of available
information regarding the frequency of cycling trips to these destinations.

The distance decay curves for walking (Figure 2.11 and cycling (Figure 2.12) to
different destinations and for different years from 1986 to 2015 were analyzed. The
analysis revealed that the shape of the distance decay curves varied depending on the
destination and the mode. The destinations for which these functions were estimated
vary across different years, modes of transportation (walking and cycling), and the
available data. For instance, in 2005, 2010, and 2015, the walking destinations
encompassed a wide range, including home, work or school, other people’s homes, grocery
stores, other retail stores or malls, outdoor spaces, restaurants, bars or clubs, libraries,
museums, theaters, and places of worship. In contrast, the destinations for 1986, 1992,
and 1998 were limited to just three categories: home, other people’s homes, and work
or school.
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Between 1986 and 1998, the highest frequency of walking trips occurred within the

5-10 minute range. Subsequently, from 1998 to 2010, the peak shifted to the 0-5 minute
range, only to return to the 5-10 minute range during the period from 2010 to 2015.
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Based on the findings presented in Figures 2.11, it is evident that in 2015, the majority
of walking trips had a duration of less than 50 minutes. The graphical representations
of walking trip patterns exhibit similar trends for destinations such as home, work or
school, other people’s homes, and grocery stores. However, when it comes to recreational
destinations like outdoor locations, restaurants, bars or clubs, places of worship, and
libraries, individuals tend to walk for a shorter duration, typically around 40 minutes.
This observation underscores the discretionary nature of entertainment-related trips,
which often do not adhere to strict time constraints within an individual’s daily activity
schedule. In 2010, individuals exhibited a willingness to engage in walking trips of less
than 40 minutes duration, regardless of their intended purposes. However, this trend
experienced a decline in 2005, with the average walking trip duration decreasing to
approximately less than 30 minutes for all purposes. Furthermore, between 1986 and
1998, there was a notable decrease in people’s willingness to engage in walking trips to
reach destinations such as their own homes, others’ homes, work, and school. Specifically,
the average walking duration decreased from 70 minutes in 1986 to 40 minutes in 1998.
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Apart from walking trips, cycling trips have shown variations in their choice of

destinations between 1992 and 2015 (Figure 2.12. However, due to the limited availability

of

data for cycling trips across different years, it was not feasible to calculate the
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impedance function for various destination categories. Consequently, we derived the
impedance function for specific destinations, namely home, other people’s homes, work
or school, grocery stores, restaurants or bars, and outdoor locations, for the years 2005,
2010, and 2015. For the years 1992 and 1998, the impedance function was specifically
computed for destinations such as home, other people’s homes, and work or school. It’s
essential to highlight that data regarding cycling trips for the year 1986 was not accessible
for analysis. In 1992, individuals exhibited a notable willingness to engage in cycling
trips for an approximate duration of 90 minutes when traveling to their residences. This
indicates that during that period, people were more inclined to use cycling for longer
commutes to their homes. In contrast, for destinations such as others’ homes and work
or school,cycling was favored for shorter-distance trips to these destinations, possibly due
to convenience or the availability of cycling infrastructure. By 1998, the inclination to
cycle for all purposes reduced to around 70 minutes. This suggests a shift in preferences
towards slightly shorter cycling trips. During this time, the willingness to cycle to reach
various destinations appeared to converge, possibly indicating a more balanced use of
cycling for different trip types.

Furthermore, in 2005, individuals tended to cycle for approximately 70 minutes to
reach their homes and work or school, while the duration for other destinations like
grocery shopping, restaurants and bars, outdoor activities, and others was roughly 40
minutes. This might imply that, in 2005, cycling was primarily preferred for commuting
to homes and workplaces or schools. The shorter durations for other destinations may be
attributed to the availability of alternative modes of transportation or the proximity of
these destinations. However, the willingness to cycle to reach homes and work or school
decreased to 60 and 50 minutes in 2010, respectively. This reduction in cycling time may
indicate a shift towards shorter commutes or a preference for alternative transportation
methods during this period. Meanwhile, this duration increased to 80 minutes for cycling
trips to reach homes and grocery shopping, possibly indicating an emphasis on active
transportation for these essential activities. Conversely, the time required to reach work
and school decreased to 60 minutes, possibly reflecting changes in commuting patterns.

A significant observation from the study period of 1986 to 2015 is the predominance
of the home as both the principal origin and destination for walking trips. During the
initial years of the study, specifically in 1986, 1992, and 1998, the subsequent most
frequented destinations were identified as the other’s home and school or workplace
settings, in that order of prevalence (Millward et al., 2013). However, a notable shift
in this pattern emerged between 2005 and 2015. Despite the continued preeminence of
the home as the foremost starting point for pedestrian journeys, there was a reordering
in the popularity of destinations [Millward et al. (2013);]. Educational institutions and
workplaces became the second most common endpoints for these excursions, indicating
changes in the societal or infrastructural dynamics influencing pedestrian movement.
Concurrently, Grocery stores and malls emerged as the third most favored destination,
while visits to the homes of others experienced a decline, positioning them as the fourth
most common choice. Additionally, it should be noted that restaurants, bars, clubs, and
outdoors have been identified as the next significant destinations for pedestrian trips
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during this period.

Our investigation aligns with the body of existing research, which collectively
illustrates that the duration of walking trips is characteristically shorter than those
undertaken by cycling or driving. This observation is supported by Iacono et al. (2010),
who delineated that walking trips are generally shorter in comparison to cycling
excursions. Further reinforcing this notion, Vale et al. (2017) delineated that walking is
predominantly adopted for utilitarian objectives rather than leisure, implying a tendency
towards shorter, purpose-driven journeys.

Likewise, Yang et al. (2012) explored the distance decay effect whereby the frequency
of trips decreases as distance increases and found it more acute for walking than for
cycling. This effect underscores the inherent limitations in walking distance that are
not as pronounced in cycling, likely due to the physical exertion and time investment
required for longer distances on foot. Expanding on the factors influencing walking trip
duration and likelihood, Wu et al. (2019) highlighted the significant role of urban design
elements. Their study elucidated that land use patterns, street connectivity, and the
presence and quality of pedestrian infrastructure are pivotal in shaping the impedance
function for walking trips, effectively determining the ease and appeal of walking as a
mode of transportation.

Moreover, Millward et al. (2013) contributed to this nuanced understanding by
demonstrating that the duration of walking trips is also contingent upon the nature
of the destination. Their findings suggest that utilitarian destinations, such as
workplaces or stores, are typically associated with shorter walking trips, reflecting a
pragmatic approach to pedestrian movement. These studies underscore a multifaceted
understanding of pedestrian mobility, highlighting the influence of physical, urban, and
socio-economic factors on the duration and purpose of walking trips. This body of
research not only provides a comprehensive overview of pedestrian travel behavior but
also offers critical insights for urban planners and policymakers aiming to promote
walking as a sustainable and healthy mode of transportation.(Iacono et al., 2010, 2008;
Millward et al., 2013; X. Wu et al., 2019; Yang & Diez-Roux, 2012).
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Conclusion

This study has embarked on a comprehensive journey through three decades of active
travel behavior in Canada, from 1986 to 2015, leveraging data from the General Social
Survey (GSS) to shed light on individual preferences and behaviors regarding walking
and cycling. This exploration is particularly relevant as it spans a period of significant
urban development, evolving societal attitudes towards health and the environment,
and transformations in transportation infrastructure and policies. Our results show
that walking and cycling have consistently longer trip times, with shorter walking trips.
Between 1986 and 2005, this gap shrunk, suggesting the intricate interactions between
urban sprawl, a greater reliance on motorized transportation, and shifting preferences.git
pus From 2005 to 2015, walking and cycling trip durations increased, likely influenced
by heightened urbanization, health and sustainability concerns awareness, and urban
planning shifts towards active transportation.

The study also uncovered trends in trip destinations, with cycling trips in 2015
primarily directed towards homes, schools, and workplaces, highlighting cycling’s
emergence as a sustainable commuting option. Walking trips predominantly originated
from residential areas to workplaces and educational institutions, reflecting a shift
towards walking for eco-friendly and health-conscious commuting. However, the research
encountered limitations, notably in handling weighted data for statistical tests and
model diagnostics. The reliance on AIC, BIC, and log-likelihood values underscores
the necessity for advanced tools that accommodate weighted data, addressing a
methodological gap in statistical practices. The absence of cycling data further limits
our analysis, presenting an avenue for future research to explore cycling trends and its
potential as an alternative transportation mode for accessing cultural venues.

However, this research also confronts several limitations, including challenges in
handling weighted data and the absence of specific cycling data. This points to a need for
advanced statistical tools that accommodate weighted data to enhance the robustness
of survey-based analyses.

Importantly, the use of impedance functions based on all-Canada data, including
data from both CMAs and non-CMAs, necessitates careful consideration when applied
to specific geographic regions. The impedance functions derived from a national
dataset may not accurately reflect local travel behaviors and impedances due to regional
variations in geography, urban design, and transportation infrastructure. For instance,
urban areas might display shorter travel times and higher active transportation use due
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to better infrastructure and proximity of amenities, unlike rural or less densely populated
regions.

Therefore, while national data provides a broad overview, it is crucial for urban
planners and policymakers to consider local calibration of these functions. Tailoring
impedance functions to specific regions can significantly enhance the precision of
transportation models and policies, ensuring they are more aligned with local needs
and conditions.

In conclusion, while this thesis sheds light on the resurgence of walking and cycling as
prominent transportation modes in Canada, it also underscores the necessity for regional
specificity in data application. Future research should focus on refining methodologies
and expanding data collection to include underrepresented areas like cycling trends. This
will not only fill current gaps but also aid in developing transportation systems that are
both sustainable and attuned to the specific needs of diverse Canadian communities.
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