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LAY ABSTRACT

This thesis explores the use of advanced algorithms in Human Resource Manage-

ment (HRM) and how they affect decision-making in organizations. With the rise of

big data and powerful algorithms, companies can analyze various HR practices like

hiring, compensation, and employee engagement. However, there are concerns about

biases and ethical issues in algorithmic decision-making. This research examines the

benefits and challenges of HRM algorithms and suggests ways to ensure fairness and

ethical considerations in their design and application. By bridging the gap between

theory and practice, this thesis provides insights into the responsible use of algorithms

in HRM. The findings of this research can help organizations make better decisions

while maintaining fairness and upholding ethical standards in HR practices.
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ABSTRACT

The field of Human Resource Management (HRM) has experienced a significant

transformation with the emergence of big data and algorithms. Major technology

companies have introduced software and platforms for analyzing various HRM prac-

tices, such as hiring, compensation, employee engagement, and turnover management,

utilizing algorithmic approaches. However, scholarly research has taken a cautious

stance, questioning the strategic value and causal inference basis of these tools, while

also raising concerns about bias, discrimination, and ethical issues in the applications

of algorithms. Despite these concerns, algorithmic management has gained promi-

nence in large organizations, shaping workforce management practices. This thesis

aims to address the gap between the rapidly changing market of HRM algorithms

and the lack of theoretical understanding.

The thesis begins by conducting a comprehensive review of HRM algorithms in

HRM practice and scholarship, clarifying their definition, exploring their unique fea-

tures, and identifying specific topics and research questions in the field. It aims to

bridge the gap between academia and practice to enhance the understanding and

utilization of algorithms in HRM. I then explore the legal, causal, and moral issues

associated with HR algorithms, comparing fairness criteria and advocating for the

use of causal modeling to evaluate algorithmic fairness. The multifaceted nature of

fairness is illustrated and practical strategies for enhancing justice perceptions and

incorporating fairness into HR algorithms are proposed. Finally, the thesis adopts an

artifact-centric approach to examine the ethical implications of HRM algorithms. It

explores competing views on moral responsibility, introduces the concept of ”ethical

affordances,” and analyzes the distribution of moral responsibility based on different
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types of ethical affordances. The paper provides a framework for analyzing and as-

signing moral responsibility to stakeholders involved in the design, use, and regulation

of HRM algorithms.

Together, these papers contribute to the understanding of algorithms in HRM

by addressing the research-practice gap, exploring fairness and accountability issues,

and investigating the ethical implications. They offer theoretical insights, practical

recommendations, and future research directions for both researchers and practition-

ers.
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Chapter 1 PREFACE

BACKGROUND AND MOTIVATION

Despite Human Resource Management (HRM) traditionally being viewed as one

of the least data-driven business functions (Bersin, 2012; Davenport, 2014; Martin

et al., 2014), the availability of big data and algorithms has transformed the HR

landscape. Major technological giants like Google, Microsoft, IBM, and LinkedIn

have introduced software and platforms for analyzing HRM practices and outcomes

related to hiring, compensation, employee engagement, and turnover management

(Dignan, 2018; Meister, 2017; Walker, 2012; Walter, 2018). Examples of algorith-

mic applications include Deloitte’s prediction of salespeople’s performance based on

resume errors (Bersin, 2013b), Xerox’s identification of turnover risks based on per-

sonality types (Walker, 2012), and IBM’s analysis of overtime work to predict em-

ployee attrition (Alexander, 2016). However, scholarly research has taken a cautious

stance, questioning the strategic value (Angrave et al., 2016) and the causal infer-

ence basis (Cheng, 2017) of these tools. Concerns about bias, discrimination, and

ethical issues surrounding AI applications in HR contexts (Buolamwini & Gebru,

2018; Peña et al., 2020; Vassilopoulou et al., 2023; Wang & Kosinski, 2018) have also

been raised. Nonetheless, algorithmic management is playing an influential role in

large organizations (Faraj et al., 2018; Gal et al., 2020; Kellogg et al., 2020), and

the market for workforce analytics is projected to exceed $1 billion annually by 2022

(ZionMarketResearch, 2021).

Throughout the course of this thesis, the capabilities of algorithms utilized in

HRM have witnessed substantial advancements, largely driven by the incorporation
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of artificial intelligence (AI) techniques borrowed from various domains. This progres-

sion has enabled HRM practitioners to employ AI algorithms originally designed for

managing vehicles to the management of human resources. Over the years, researchers

have highlighted a knowledge gap, with practitioners often lacking awareness of im-

pactful HR research findings (Deadrick & Gibson, 2009; Rynes et al., 2002, 2007).

However, with the rapid advancement of algorithmic tools in HRM practices, con-

cerns have emerged regarding the potential irrelevance of management researchers in

the face of the expanding applications of complex modeling in the workplace (Phan

et al., 2017). However, amidst these developments, a fundamental question remains

unaddressed: as HRM researchers, who often possess limited technical expertise, what

is our responsibility in the context of such algorithmic applications? What unique

contributions can we offer? Moreover, considering the overarching challenge of ethics

in AI, where should our focus lie moving forward? These critical inquiries underscore

the need to critically examine the implications and ethical considerations surrounding

the integration of AI algorithms in HRM, and to identify the role of HRM researchers

in shaping and navigating this evolving landscape.

In summary, I advocates for the equal importance of the ”human” aspect vis-à-vis

understanding the algorithmic black box in the field of Human Resource Management

(HRM). I emphasizes the need to ”put the human back” into HRM while unraveling

the intricacies of HRM algorithms. By recognizing and integrating both aspects, I

contribute to the advancement of HRM research and algorithmic management prac-

tices to encourages interdisciplinary collaboration and highlights the challenges and

opportunities in this rapidly evolving field.
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THESIS OVERVIEW

The research outlined in this thesis has been published or is in the process of

being published.

In light of the reverse research-practice gap, the first paper of this thesis serves

as a comprehensive review by comparing the use of algorithms in HRM practice

and scholarship. Through a thorough examination of high-quality academic research,

trade journals, and popular press articles, I address key aspects of algorithms in HRM.

First, I clarify the definition of algorithms in the HRM context and highlight their

differences from traditional statistical approaches. I explore the unique features and

value of algorithms in HRM decision-making processes. Second, I identify specific top-

ics and issues within HRM that have attracted the interest of those using algorithmic

approaches. By analyzing the existing literature, I uncover the areas where algorithms

have been extensively applied, such as hiring, compensation, employee engagement,

and turnover management. Additionally, I delve into pressing research questions that

arise from the current state of the HRM algorithmic literature. Through critical anal-

ysis, areas that require further investigation are identified. Lastly, I aim to bridge

the divide between scholarship and practice by examining the implications of our

findings for both research-oriented and application-oriented databases. This review

seeks to facilitate knowledge exchange, foster collaboration, and ensure the practical

implementation of algorithmic HRM practices based on evidence-based research. By

closing the gap between academia and management practice, I enhance the under-

standing and utilization of algorithms in HRM, ultimately benefiting organizations

and their workforce.
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The second paper focuses on the legal, causal, and moral issues associated with

the use of algorithms in HR, which refers to software that augments HR-related de-

cisions and automates HRM activities. Building upon the emerging discussion on

fairness in algorithmic HR, this study contributes to the literature in several ways.

Firstly, it presents a comprehensive list of potential sources of unfairness, with a spe-

cific emphasis on legal considerations, which aligns with previous research. Secondly,

it critically compares the concept of counterfactual fairness, widely used in computer

science, to alternative fairness criteria derived from the management and psychology

literatures, such as equity theory and justice theory, highlighting both similarities

and differences. Thirdly, it advocates for the use of causal modeling, specifically

Structural Causal Modeling (SCM), to evaluate the fairness of HR algorithms. The

paper demonstrates how causal modeling can be employed to assess legal compli-

ance aspects related to HR algorithm use. It argues that grounding algorithms in

well-established causal models is crucial to fully address the potential for discrimina-

tion. Fourthly, the study emphasizes the multifaceted and dynamic nature of fairness,

extending beyond legal compliance to encompass moral considerations. It suggests

strategies for employers to enhance justice perceptions regarding the use of HR algo-

rithms, recognizing the challenges involved. Finally, the paper proposes a five-step

model to promote fairness integration into HR algorithms, providing practical guid-

ance for implementation. Through these contributions, I advance the understanding

of algorithmic fairness in HR and provide actionable insights for both researchers and

practitioners.

The third (and final) paper adopts an artifact-centric approach to explore the

ethical implications of HRM algorithms. It examines the competing views on moral
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responsibility in their design and use, one emphasizing accountability on humans and

the other placing responsibility on the owners and users of the algorithms. By de-

veloping the concept of ”ethical affordances” based on affordances theory, the paper

investigates how the intentions of designers and perceptions of users shape the ethical

outcomes and allocation of responsibility. Through the thought experiment method,

a hypothetical case involving an HRM algorithm is analyzed, considering four forms

of moral responsibility: culpability, fair communication, public accountability, and

active responsibility. The paper demonstrates how different types of ethical affor-

dances embedded in HRM algorithms, such as perceptible and real, perceptible but

false, and real but hidden, lead to distinct distributions of moral responsibility among

designers, users, and regulators. This ethical affordances framework provides a clear

basis for analyzing and assigning moral responsibility to major stakeholders and con-

tributes to the existing literature. The paper concludes by discussing theoretical and

practical implications of the framework and identifying areas for future research.

This thesis also includes a research agenda outlining my future work and an

afterword addressing other researchers who may be interested in conducting similar

research.
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Chapter 2 A CRITICAL REVIEW OF ALGORITHMS IN HRM:

DEFINITION, THEORY, AND PRACTICE

ABSTRACT

The recent surge of interest concerning data analytics in both business and

academia has been accompanied by significant advances in the commercialization

of HRM (Human Resource Management)-related algorithmic applications. A review

of the literature uncovered 22 high quality academic papers and 122 practitioner-

oriented items (e.g., popular press and trade journals). As part of the review, I draw

several distinctions between the typical use of HRM algorithms and more traditional

statistical applications. I find that while HRM algorithmic applications tend not to

be especially theory-driven, the “black box” label often invoked by critics of these

efforts is not entirely appropriate. Instead, HRM-related algorithms are best char-

acterized as heuristics. In considering the implications of these findings, I note that

there is already evidence of a research-practitioner divide; relative to scholarly efforts,

practitioner interest in HRM algorithms has grown exponentially in recent years.

Keywords: algorithm, Big Data, HRM, heuristics, causality
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INTRODUCTION

The attributes of volume, velocity, and variety associated with big data (Laney,

2001) cannot contribute to insightful decision-making without developing and apply-

ing proper algorithms. As workforce digitization is creating “ever increasing volumes

of data” (George et al., 2014), algorithms are crucial to the interpretation of the data

in a manner that has the potential to add value. In Human Resource Management

(HRM) specifically, the increased datafication of HRM practices is calling attention

to the development and application of advanced HRM algorithms.

HR used to be viewed as one of the least data-driven of all the business func-

tions (Bersin, 2012; Davenport, 2014; Martin et al., 2014); however, the availability

of big data and associated algorithms has drastically changed the HR landscape.

Major technological giants including Google, Microsoft, IBM, and LinkedIn have all

launched software or platforms that enable the analysis of HRM practices and out-

comes, including those related to hiring, compensation, employee engagement, and

the management of turnover (Dignan, 2018; Meister, 2017; Walker, 2012; Walter,

2018). Although HR-related algorithms have been developed and applied to small

data sets, examples of big-data algorithmically-driven recommendations receive much

of the publicity. Deloitte, for example, found that a lack of grammatical errors on a

large dataset of resumes was predictive of the performance of salespeople to a greater

degree than were academic grades (Bersin, 2013b). Similarly, Xerox found that per-

sonality types predict turnover, such that those identified as creative tended to stay

longer than those regarded as being inquisitive (Walker, 2012). Data-driven analyses

by IBM revealed that employees who worked overtime without rewards or promotion

7
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were more likely to leave the organization (Alexander, 2016). Ultimately, the market

for workforce analytics is projected to exceed 1 billion USD annually by 2022 (Zion-

MarketResearch, 2021). While the use of algorithms seems to be thriving in HRM

practice, the scholarship concerning their use (including related analytical models)

reflects a comparatively cautious, conservative outlook (Angrave et al., 2016; Cheng,

2017; Marler & Boudreau, 2017; Rasmussen & Ulrich, 2015). HRM researchers ques-

tion, for example, the value of analytics-driven software for decision making; Angrave

et al. (2016) concluded that there is little evidence to support the strategic value of

these tools. Relatedly, Cheng (2017) warned that using analytical models without

a strong basis for making causal inference is likely to result in spurious models that

add little value to HRM practice. In all, some believe that the zealous embrace of

algorithmic models in HRM practice will turn out to be a management fad (Angrave

et al., 2016; Rasmussen & Ulrich, 2015).

The major aim of this paper is to provide a review of both high quality academic

research as well as items in trade journals and the popular press concerning the use of

algorithms in HRM. By doing so, I hope to help bridge the long-standing gap between

academics and management practice (Bansal et al., 2012; Bartunek & Rynes, 2010;

Ghoshal, 2005; Hambrick, 1994; Mowday, 1997; Pearce, 2004; Rousseau, 2006; Walsh

et al., 2007). In the past, researchers have indicated a knowledge gap was caused by

practitioners not being aware of impactful HR research findings (Deadrick & Gibson,

2009; Rynes et al., 2002, 2007). However, the recent rapid development of algorithmic

tools in HRM practices leads to concerns that management researchers may be at risk

of being left irrelevant in fast-growing workplace applications of complex modeling

(Phan et al., 2017). As I discuss below, such concern is not unfounded. My analysis
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takes this discrepancy from the realm of speculation (Bartunek & Rynes, 2010; Phan

et al., 2017; Walsh et al., 2007) to empirical evidence.

As part of this review, I address several research questions. First, I seek to

provide clarification concerning the definition of algorithms in the HRM context,

including how their application differs from traditionally used statistical approaches.

Second, I assess the extent to which there are particular topics or issues within HRM

that have attracted the interest of those who use algorithmic approaches. Third,

I identify several especially pressing research questions given the state of the HRM

algorithmic literature. Finally, in line with the goal of helping to bridge the divide

between scholarship and practice, I examine the degree to which the answers to these

questions depend on whether I are dealing with a research-oriented or application-

oriented database.

HRM ALGORITHM IN CONTEXT

As used in math, computer science, and related fields, an algorithm has a strict

definition as an “unambiguous” specification in relation to problem solving (Boolos

et al., 2002; Knuth, 1997; Rogers, 1967). Unambiguity typically refers to three criteria

of clarity: (1) each step in the algorithm is clearly-identified; (2) the inputs and

outputs of the algorithm are well-defined; and (3) the algorithm has a guaranteed

end point that produces a correct result (Knuth, 1997; Rogers, 1967). The underlying

algorithmic logic between the inputs and the outputs of algorithms can be roughly

separated into two categories: deterministic and probabilistic (Cormen et al., 2009,

p. 114-116, 123). The most studied type of algorithms in math and computer science

assumes a deterministic relationship between the inputs and outputs, which means
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that if an input A causes the output B, then A must always be followed by B. For

instance, in one of the most famous algorithms, the Traveling Salesman Problem

(TSP)1, if the location of all cities were known, and the order that the salesman

travel through each cities is fixed, the salesman will always travel the exact same total

distance – not one mile more, not one mile less. The other type of algorithm is used

to uncover probabilistic relationships between inputs and outputs, which means that

the occurrence of A increases the probability of B. Informally, this type of algorithm

is more often used when researchers are only exposed to imperfect knowledge of a

real-life scenario, such as the relationship between smoking and lung cancer. An

algorithm with a probabilistic nature employs a degree of randomness as part of its

logic, therefore it does not guarantee correctness.

The computational nature of algorithms in HRM research is no different than

those from math and computer science and can be either deterministic or probabilis-

tic. For instance, finding the best solution for workforce scheduling is very similar to

TSP – once I know the distances between destinations, the rules of scheduling among

employees, and the sequence of services, the sales person will always spend the same

time to travel the same distance. These optimization problems based on established

deterministic causal relationships are usually at the centre of research in operations

management field in business schools. On the other hand, most HRM researchers are

interested in problems that are probabilistic in nature, for instance, whether consci-

entiousness increases the probability of better individual performance and how much

effect it would have. The traditional regression models used in HRM research follow

1The traveling salesman problem (TSP) was first formulated in 1930 and is one of the most
studied problems requiring optimization algorithms. It asks the following question: “Given a list of
cities and the distances between each pair of cities, what is the shortest possible route that visits
each city and returns to the origin city?” The problem is computationally difficult and has further
applications in planning, logistics, or even DNA sequencing.
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this probabilistic logic and are also algorithms in a broad sense. Since algorithms

with a probabilistic nature do not guarantee correctness, researchers are particularly

careful in applying them to make causal claims. Further discussion on this topic will

be included later.

Both categories of algorithms have significant practical value for HRM practices,

yet I believe that algorithms that are probabilistic in nature would be more mean-

ingful to HRM research due to several considerations. First, these algorithms are

closely-connected to the kinds of questions that HRM field tries to answer, such as

recruitment, selection, turnover, and performance management. Second, algorithms

with non-definitive answers results in a certain level of randomness, which requires

judgment from their users. Third, as a result, decisions regarding such algorithms

may challenge the existing ethical framework of HRM practices. Therefore, this ar-

ticle is aimed at understanding how HRM research and practice use and interpret

algorithms with a probabilistic nature, as well as sparking discussion on the need for

guidance for their application.

DATA AND PRELIMINARY ANALYSIS

Collecting Quality Sources for Review

Articles referring to algorithms in both HRM research and practice were identified

using “integrative synthesis” review procedures (Rousseau et al., 2008), a systematic

methodology to identify a comprehensive pool of literature. I searched two major

multidisciplinary publication databases: ProQuest Databases and Web of Knowl-

edge. ProQuest Databases covers multidisciplinary content from 90,000 authoritative
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publishers and includes business, social sciences, communications, and engineering.

Web of Knowledge, previously known as Web of Science, is a comprehensive research

platform encompassing 256 disciplines, including science, social science, the arts, and

humanities, reflective of more than 12,500 high impact journals, 170,000 conference

proceedings, and 70,000 books. Together, these databases cover both the academic

and non-academic domains of interest.

To address concerns from management scholars that evidence-based reviews are

susceptible to underplaying the importance of the quality of evidence (Barends et al.,

2014; Marler & Boudreau, 2017), I followed Barends et al. (2014)’s recommendation

to evaluate each paper for the degree to which, for example, an explicit research ques-

tion was formulated, followed by data collection and analyses designed to address the

issue. I also followed the Marler and Boudreau (2017) approach by differentiating pa-

pers that were both peer-reviewed and members of the Journal Quality List (Harzing,

2018) for business or organizational contexts, from those that were not. The JQL is

intended to help academics to identify outlets that meet reasonable scholastic stan-

dards (Harzing, 2018) and is often used by universities to evaluate publications for the

purposes of tenure decisions (Marler & Boudreau, 2017). The JQL covers high-quality

journals in multiple business-related disciplines with hundreds of those journals from

Organisation behaviour/Studies, HRM, Industrial Relations, Psychology, and General

Management. Regarding non-academic sources, I deliberately limited this review to

sources that are part of the ProQuest Business Premium Collection such that sources

with less credibility (e.g. company websites, individual blogs, etc.) were excluded.
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HRM Research vs. Practice: The General Trend of Interest in Algorithms

The protocols of “human resource algorithm,” “talent algorithm,” and “workforce

algorithm” were used in conjunction with the targeted databases. Also, in the search

for research content I used the following keyword combinations, each paired with

“algorithm”: recruitment and selection; personnel training; performance; turnover;

job satisfaction; pay and compensation; and salary; yielding 10 protocols containing

“algorithm”.

Regarding the research-based search, a preliminary pool of 536 articles was found,

but 385 of them were ultimately eliminated because they did not involve JQL 2018

list outlets. Of the remaining 151 publications, 24 were excluded because the al-

gorithms involved were either unrelated to HR (e.g. other business disciplines, and

various subfields of computer science) or did not directly describe an algorithm for

HR purposes (e.g., the study of peoples’ perceptions of algorithms). The result was

that 127 high-quality publications met the criteria for the review.

Figure 1(a) shows that the number of articles has grown steadily since 1974.

————————————
Insert Figure 1 about here.
————————————

Turning to the search of practitioner literature, the primary protocols as used

in the research search (human resource algorithm, talent algorithm, and workforce

algorithm) yielded 728 non-academic entries from ProQuest Business Premium Col-

lection. These included newspapers, magazines, trade journals, as well as wire feeds,
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blogs and, websites belonging to institutions. Given the large number of items un-

covered by this initial effort, I elected not to use the additional protocols applied in

the research-oriented search because I was confident that this initial effort sufficiently

reflected the overall trends in practice.

As with the research-oriented findings, I confined the focus concerning practice to

material that directly described the application of an algorithm to one or more HR

functions. Thus, I first removed 144 articles that mentioned the algorithm-related

keywords in general contexts. Second, 241 articles describing the use of algorithms

outside of HR (e.g., finance, healthcare, media and fashion) were removed. Third,

35 articles that were general commentaries concerning the use of algorithms to HR,

without any reference to specific HR functions, were removed. Lastly, I eliminated 86

overlapping items that reflected coverage of the same issue and/or event by multiple

media events (e.g. XYZ company launches/kicks off/creates ABC algorithm). This

resulted in 222 articles that described a computer algorithm that was specifically used

in relation to one or more HR functions. Note that beyond the practitioner material

I cite to illustrate various points in the paper, page constraints prevented us from

providing a complete listing of this work here; a complete list of them is available

from the author.

Figure 1(b) shows a notable surge in coverage of HR-related algorithms in trade

journals and mass media after 2014. Moreover, a comparison of the trendlines shown

in Figures 1(a) and 1(b) reveals that for many years research and practice-oriented

interest in HR-related algorithms grew together, though in the past 5-10 years the

practice content has grown at a much faster rate.
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Analysis of the Literature by Subfields

I now examine the findings by HR function. Regarding the research-oriented

literature, it is notable that 105 of the 127 scholarly articles (82.7%) focused on solv-

ing the challenges of increasing “manpower” efficiency by optimizing the allocation,

routing, and scheduling of a workforce. As explained earlier, this research applies

deterministic logic that yield exact answers as opposed to the algorithms that are

probabilistic in nature and better connected with the HRM field. Examples include

rearranging activities of operators working in transportation (airlines, trucks, rail-

ways, ships, etc.); or in systems requiring on-demand services (call centres, hospitals,

gas stations, etc.). This literature concerning the optimal operation of equipment

and the provision of services is thus most representative of the use of algorithms in

operations management and industrial engineering contexts (Cardoen et al., 2010;

Edwards & Holt, 2009; Ernst et al., 2004; Nof & Grant, 1991). Since, as explained

earlier, the emphasis is on probabilistic algorithms, from this point forward, I focus

on these applications, as reflected in the 22 remaining high-quality peer-reviewed pa-

pers. Also, irrespective of the algorithmic form involved, the interest is in the subset

of HRM activities that view employees as investments with differentiated knowledge,

skills, and abilities (Lado & Wilson, 1994; Noe et al., 2016; Schuler & Jackson, 1987;

Schuler & MacMillan, 1984; Wright et al., 1994) and/or strategic partners in the busi-

ness (Barney & Wright, 1998; Caldwell, 2008; Holbeche, 2009; Lemmergaard, 2009)

who can be a source of sustainable competitive advantage (Lado & Wilson, 1994;

Noe et al., 2016; Schuler & Jackson, 1987; Schuler & MacMillan, 1984), rather than

deterministic algorithms, where the primary aim is to reduce labour costs.
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Regarding the practice literature, this review revealed a similar pattern to that

found with the academic literature. Of the 222 articles, 78 were scheduling, allocation

and/or routing related, while 22 described HR-related automation, including auto-

matic form filling and audio transcription. Thus, the subsequent focus was on the

remaining 122 articles (a listing of the excluded articles is available from the author).

COMPARISON OF THE USE OF ALGORITHMS BETWEEN HRM

RESEARCH AND PRACTICE

Research Articles

In the 22 remaining journal articles, algorithms are applied across many differ-

ent HR concerns, in outlets that span multiple disciplines including management,

industrial relations, operations management, economics, information systems, and

statistics. Table 1 displays the outlets along with the topic(s) of interest, and the

stated purpose of HRM algorithm.

————————————
Insert Table 1 about here.
————————————

At the individual-level of analysis, algorithms are widely used in the descrip-

tion and prediction of work-related attitudes such as job satisfaction (Aouadni &

Rebai, 2017; Becker & Ismail, 2016; Grilli & Rampichini, 2007; Hsiao et al., 2015,?;

Kuron et al., 2016; Liu et al., 2015; Somers & Casal, 2009). Relatedly, algorithms

have also been developed to predict motivation (Canós-Darós, 2013) and employee

turnover (Koch & Rhodes, 1981; Wang et al., 2017). In recruitment and selection,
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an algorithm has been used to predict future performance outcomes when a quota is

imposed for minority group hiring (Kroeck et al., 1983). In training and performance

management, algorithms have been used to rank the importance of HR capabilities

against developmental needs (Lin & Hsu, 2010), and to predict competency gaps in

the management of software engineers (Colomo-Palacios et al., 2014).

At the macro-level, algorithms have been used to describe how ownership separa-

tions and acquisitions influence the composition of HR of organizations (Boudreau &

Berger, 1985). They have also been used to reduce HR overhead (Strub et al., 1994),

to optimize HR-related investments (Gutjahr, 2011), and to analyze the alignment

between various HR practices and the strategic capabilities of small and medium-sized

enterprises (Fabi et al., 2009).

Other applications include efforts to predict labour force participation (Hall et al.,

2004). Bidding and arbitration behaviours in final offer arbitration have been modeled

(Gerchak et al., 2004; Swartz, 2003). Hatfield and Milgrom (2005) endeavour to match

contracts between individuals and organizations (Hatfield & Milgrom, 2005).

HRM Research vs. Practice: Divergence by HR Function

Articles from trade journals and the popular media also reference the use of al-

gorithms across a variety of HR functions. To compare the topics targeted in these

literatures, I grouped the studies in terms of commonly referred to HRM concerns.

For example, the Job Attitudes category includes algorithm studies related to job sat-

isfaction, motivation, engagement, and happiness, while Recruitment and Selection

includes algorithmic resume screening, selection algorithms, and online job match-

ing. In Figure 2, I use percentages to compare the literature pools given the large
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discrepancy in the total number of articles in favour of practice over research.

————————————
Insert Figure 2 about here.
————————————

Figure 2 reveals that use of algorithms in areas such as Performance Management

and Turnover draws attention from both researchers and practitioners, whereas in ar-

eas such as Job Attitudes, Collective Bargaining, Labor Participation, and Strategic

HRM, there has been little or no interest among practitioners, relative to researchers.

In contrast, the HRM functions of Recruitment and Selection, Training and De-

velopment, and Compensation have attracted more interest from practitioners than

researchers. Accordingly, I now turn to a consideration of the research opportunities

that exist in relation to these three areas of practitioner interest.

Research Opportunities

In the course of reviewing both the scholarly and application-oriented literatures

by HR function, several areas especially in need of research became apparent. I now

consider some of these possibilities.

Recruitment: Blind Hiring Algorithms This review reveals a growing trend

in the use of “blind” screening algorithms to eliminate unconscious human bias by

removing demographic markers from application materials, as their disparate influ-

ence on decision makers has been shown, for example, with regard to ethnicity (Kang

et al., 2016) and gender (Moss-Racusin et al., 2012). While research designed to

find viable interventions with a demonstrable positive impact are rare, I found media
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reports (e.g., Erts, 2018) concerning the use of automated text processing software

to reduce the cost and effort of conducting blind resume screening. In addition to

fostering the blind review of candidates, there are algorithmic techniques that help

remove gender bias in job listings. Textio, a software developer, analyzes the wording

in the job listings that may inadvertently attract one gender over another (Silverman

& Gellman, 2015). Their analyses, for example, suggests that use of the term “rock

star” may attract more males than females, and that the phrase “high performer”

should be used instead.

Training and Development: A Bottom-up, Self-driven Training System

The analysis of the practice-oriented literature revealed use of bottom-up training

algorithms that empower employees to make decisions concerning the training content

required for their jobs and/or make suggestions concerning training needs to their

employer. As described by Walker (2012), statistics gathered from current and former

Google employees are used to inform managers of likely training needs at various

points in their career (Walker, 2012). Vencat 2006 describes a platform that employees

at Cisco used to distribute videos, including content from YouTube channels, to

promote learning across teams. At Whirlpool, a digital platform allows engineers to

immediately create interactive webcast tutorials to correct product flaws which can

be shared with other employees across 70 countries (Vencat, 2006). Among other

opportunities, the research community has yet to address the impact of bottom-up,

self-driven approaches to on-the-job training enabled partly by algorithmic platforms.

Compensation Relative to other HR concerns, the topic of compensation has been

a neglected area of research (Gupta & Shaw, 2014). For example, a meta-analysis
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of research concerning the impact of financial incentives on job performance found

only 39 studies over a 40-year timeframe (Jenkins Jr. et al., 1998); this relative

lack of research interest remains unchanged (Gupta & Shaw, 2014). Relatedly, I

did not find any research reflective of the practitioner-oriented trend of applying

algorithms to designing compensation systems. For example, Google has been using

a predictive algorithm to reduce attrition by making timely, flexible adjustments

to compensation packages (Silverman & Gellman, 2015). In the United Kingdom,

large banks are evaluating a pay system based on multilevel modelling that captures

regional variations to attract and retain talent in different locations (Times, 2000).

More broadly, HelloWallet offers an online diagnostic algorithm to compare employer-

offered salary and benefits against open data sources from government (HelloWallet,

2012). From a research perspective, the impacts and effectiveness of these efforts are

open questions.

INVESTIGATING THE NATURE OF HRM ALGORITHMS

Are HRM Algorithms Black Boxes?

In addition to variations between the research and practitioner literatures regard-

ing areas of relative interest, the nature of algorithms themselves tend to be portrayed

differently. It is notable that the term “black box”, while uncommon in the research

literature, is widely adopted by practitioners, especially those who have a general dis-

comfort that these applications are producing solutions that are mystical in nature

(Boulton, 2017; Johnson & Ruane, 2017; Pasquale, 2015; Wilson & Daugherty, 2017).

Wilson, Daugherty, & Morini-Bianzino (2017), for example, note that the “black box”
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nature of sophisticated algorithms made many executives uneasy, especially when the

resulting recommendations conflicted with conventional wisdom. Relatedly, Johnson

and Ruane (2017) note that hidden bias in an algorithm cannot easily be detected

since “you cannot simply read the code to analyze what is happening.” Boulton

(2017) also warns against blind trust in algorithms generally, including in HRM con-

texts, because if “you’re making decisions that impact peoples’ lives you’d better

make sure that everything is 100 percent.”

In comparing the literature pools, the relative differences concerning references to

a black box might be partially because the practitioner-oriented articles rarely discuss

the details of the algorithms involved. In comparison, due to differences in mission

and readership, the algorithms in the research-oriented pool were typically clearly-

defined. The information provided usually consisted of detailed guidelines generated

by humans and communicated to computers via coding. This is important since any

missteps in the process will result in software failures. To address the level of clarity

and transparency, I reviewed each of the 22 research papers for the degree to which the

analysis protocols were clearly-defined with regard to the: (1) independent variables

and dependent variables used, (2) methods of processing unstructured data (e.g.

graphs/video/sound) involved; (3) goal of estimation/optimization (minimization or

maximization) used, and (4) sequence and priority of calculations.

First, most research articles clearly stated the independent and dependent vari-

ables used. For example, the most complex model used 78 factors reflective of eight

categories as antecedents to predict employee motivation (Canós-Darós, 2013). Two

papers employed historical data to predict the future decision-making of arbitrators,

such that the algorithms involved could accommodate all previous events if necessary.
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In terms of dependent variables, most papers used only a single dependent variable

though some used as many as three (Fabi et al., 2009; Hsiao et al., 2015). The simplest

algorithm in the pool used two independent variables (home life and work attitude) to

predict a single dependent variable, job satisfaction (Liu et al., 2015). One exception

to the high level of clarity concerning the variables involved was Lin and Hsu (2010)

who used the generic term “Decision Support System” instead of disclosing the de-

tails of their algorithm. Collectively this review revealed that when researchers use

the term “algorithm” in place of traditional models, the algorithm typically includes

more independent variables than is common in traditional HR research.

Second, none of the articles in the pool involved unstructured data. Nonetheless,

there is an increasing trend to using unstructured data in fields such as social psychol-

ogy. For instance, computerized-text analysis methods, including Linguistic Inquiry

and Word Count (LIWC), were created and validated to count words in psycholog-

ically meaningful categories (Tausczik & Pennebaker, 2010). Related methods are

widely used in marketing (Ludwig et al., 2013), strategic management (Crilly et al.,

2016; Nadkarni & Chen, 2014), and health management (Monrouxe et al., 2014). Im-

age processing represents another new method of unstructured data analysis adopted

by social psychologists. Wang and Kosinski (2018), for example, used deep neural

networks to predict human sexual orientation from facial images shown on a dating

website. Use of wearable sensors to measure geo-spatial data for social network analy-

sis is also an emerging field in management research (Chaffin et al., 2017; Tonidandel

et al., 2018). Use of these methods in HRM scholarship is either absent or nascent.

Third, although the goals of algorithm estimation or optimization varied across

studies, they were typically clearly stated. Several used algorithms to find the best
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fitting model to describe their data (e.g., Becker & Ismail, 2016; Canós-Darós, 2013;

Colomo-Palacios et al., 2014; Hall et al., 2004; Hsiao et al., 2015; Koch & Rhodes,

1981; Somers & Casal, 2009) and for maximizing prediction. Some used algorithms for

clustering (Fabi et al., 2009; Kuron et al., 2016) or generating simulated datasets and

assessing proposed models (Boudreau & Berger, 1985; Kroeck et al., 1983). Others

aimed to minimize the sum of measurement errors as part of a construct measurement,

e.g. measuring multiple facets of job satisfaction (Aouadni & Rebai, 2017).

Fourth, the sequence or priority of operations in the algorithms used was also typ-

ically detailed. This includes the order of calculation in applications of Neural Net-

works or Genetic Algorithms (Aouadni & Rebai, 2017; Colomo-Palacios et al., 2014;

Somers & Casal, 2009), two-step clustering algorithms (Fabi et al., 2009; Kuron et al.,

2016), iterations of estimating likelihood functions (Gerchak et al., 2004; Swartz,

2003), the parameters and steps used in a simulation (Boudreau & Berger, 1985;

Kroeck et al., 1983), the selection of parameters or models following a specific pref-

erence, e.g. using correlations instead of R2, assigning smoothing parameters from

large to small, and matching parameters to their weighting in the population (Becker

& Ismail, 2016; Hall et al., 2004; Hsiao et al., 2015). Only two studies (Lin & Hsu,

2010; Strub et al., 1994) did not detail the mathematical decision-making embedded

in their algorithms.

Given the above, I suggest that the “black-box” perception associated with us-

ing algorithms is primarily a reflection of the techniques used to process complex

data. Factors contributing to the complexity of algorithms include the translation

of graph/video/sound into binary variables, the automatic clustering of data points,

the automatic assignment of various weights to large numbers of variables, and the
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generation of a global solution despite local heterogeneity. Thus, a complete under-

standing of the underlying computational complexity associated with some algorithms

requires detailed knowledge from a variety of fields, including engineering, mathemat-

ics, and/or computer science. Importantly, since most management researchers lack

this background, the “black box” label is appropriate to a limited extent, underscored

by the lack of basic information concerning the algorithms described in the practice

literature.

The Role of Theory is Deemphasized in the use of HRM Algorithms

In the research I reviewed, algorithms largely take the place of traditional statisti-

cal models, typically without highlighting the differences involved. This is important

because the use of traditional statistical approaches such as multiple regression (Co-

hen et al., 2003) are intimately linked with the desire to test a theory. Specifically,

a complete theory has at least four essential “building blocks” – factors (variables,

constructs, concepts), mechanisms (causal relationships), rationale (underlying psy-

chological, economic, or social dynamics), and contextual conditions (who, where,

when) (Dubin, 1978; Whetten, 1989). Hence, the statistical approaches traditionally

used in HRM research have been chosen to align with the testing of theory reflected

by “boxes (constructs)” and “arrows (causal relationships)”, and the underlying ra-

tionale and boundary conditions being sufficiently discussed. In comparison, theory is

downplayed in HR-related algorithmic applications; underlying complex calculations

take on the role of model-building instead. Thus, for example, with the exception

of Becker and Ismail (2016) who specify that their study is intended to assess an

existing model of job attitudes (Hult, 2005), most of the research in the database
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emphasizes what their algorithms are capable of doing (e.g. handling complex an-

tecedents, dealing with a biased sample, processing categorical or ordinal variables,

predicting nonlinear relationship between variables) and/or their mathematical de-

duction. Theory-related discussion was either minimal or non-existent, especially in

studies involving more than 10 antecedents.

In comparison, in applying traditional HRM models, researchers first form causal

hypotheses derived from theory. The hypotheses typically consist of a causal descrip-

tion between theoretical constructs, for instance, job satisfaction, turnover intention,

and turnover behaviour. Some of the constructs may be directly observable (e.g.

turnover—whether the employee left the organization); others are not (e.g. turnover

intention). As such, researchers attempt to operationalize the unobservable constructs

to bridge theoretical constructs with observable measurement. Only then can they

collect observational data based on justified observable measurement, make statisti-

cal inferences, and draw statistical conclusions concerning the statistical significance

of effect sizes. These statistical conclusions are essentially associations with strong

theoretical causal support and are eventually interpreted as research conclusions for

making practical or policy recommendations. In sum, the major source of inferring

causality in traditional HR research is through theoretical discussion such that much

of the research relies heavily on theory to support causal arguments.

In some of the research I reviewed predictive modeling, defined as a statistical

model or data-mining algorithm for the purpose of predicting new or future obser-

vations (Shmueli, 2010), was the explicit goal. For instance, the stated aim of Hall,

Racine, and Li (2004) was to improve the mathematical predictive power of categorical

variables using nonparametric methods, using female participation in the workforce
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as an example. Colomo-Palacios et al. (2014) used Artificial Neural Networks to

predict the competency gaps in key management personnel when the relationships

among variables of interest were nonlinear. Hsiao and his colleagues (2015) applied

Fuzzy Set Qualitative Comparative Analysis to predict happiness-at-work and the job

performance of hospitality employees. A crucial feature among all these predictive

models is the temporal forecasting of the dependent variables involved. Nonethe-

less, predictive modeling has been criticized as “atheoretical” or “unacademic” and

is sometimes disregarded for the purposes of theory testing (Shmueli, 2010). Often,

the debate concerns “whether prediction per se is a legitimate objective of economic

science, and also whether observed data should be used only to shed light on existing

theories or also for the purpose of hypothesis seeking in order to develop new theo-

ries” (Feelders, 2002, p. 174). Importantly, many statisticians emphasize the value of

statistical prediction (Findley & Parzen, 1998; Friedman, 1997), noting that observed

variables can have greater relevance in estimation than artificially constructed ones

(Geisser, 2017). In the end, predictive modeling based on more powerful calculation

capabilities to analyze large, rich datasets may give rise to new hypotheses and help

uncover new causal mechanisms useful in theory testing (Shmueli, 2010).

Some of the research I found was descriptive. In descriptive modeling, theoretical

discussion is either absent or informally characterized (Freedman, 2009). Relative

to predictive modeling, where the aim is to improve predictive accuracy, descriptive

modeling is focused on fully capturing the associations among relevant variables and

fitting a regression model. Strictly speaking, descriptive models aim to present data

in a succinct manner, but not for the purpose of causal inference or prediction per

se. For instance, Hsiao et al.’s (2015) study involving the use of an algorithm with
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four conditions or antecedents that identify and characterize a high performing hos-

pitality employee is descriptive. In fact, none of the antecedents involved (including

whether the frontline employees are happy at work; whether they work well with

other employees, whether they ever cause peer conflicts, or arrive to work on time)

were subject to a rigorous causal analysis or theoretical discussion as part of the

algorithmic estimation. In other words, I can infer from the dataset that people in

a specific organization who fit a set of criteria happen to be high performers, but I

cannot say with certainty that people in the target organization who fit these criteria

will be high performers in the future, nor can I conclude that if I help them improve

on one or more of the antecedents (e.g. warn them to avoid conflict with co-workers,

encourage them to arrive at work on time), that improved performance will result.

In summary, most of the algorithm-related HR research is either descriptive or pre-

dictive, and hence cannot be classified as theory-driven. Causal testing as suggested

by theory is not evident in the reviewed journal articles. Rather, the mechanisms

connecting the variables involved are presumed unknown. Discovery without a priori

assumptions dominates this literature.

HRM Algorithms Are Heuristics

Algorithms used in HRM might best be characterized not as “black boxes” but

as “glass boxes” because they are reflective of some, but not all of the components

associated with a theory. That is, these algorithms usually consist of a large list

of clearly-defined variables, drawing out certain predictive or descriptive “patterns”

without defining their causal direction. Most of the research either predicts variables

of interest to the HR function (e.g., competence gaps; employee happiness; labour
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participation, turnover, etc.) or provides a descriptive estimation of them (e.g., job

satisfaction, alignment between HRM and strategic capabilities, etc.), without ad-

dressing matters of causality. Only in one paper was it noted that the level of predic-

tion achieved might vary considerably as a function of changes in the historical data

used (Colomo-Palacios et al., 2014); yet even here there was no explicit statement of

boundary conditions. As such, much of the algorithmic HR research approximates a

theory, while attempting to maximally account for the phenomenon in question from

incomplete sources of information. Hence, most of the research applications found

in my review are heuristics, which by definition, are approaches to problem solving

that offer sufficient, practical solutions that are not necessarily optimal or perfect

(Kahneman et al., 1982).

Heuristics are a compromise of two criteria, i.e., the need to use simple methods

requiring less resources, and the need to sufficiently distinguish between good and

bad choices (Pearl, 1984). For humans, they relieve the cognitive load associated with

decision making (Kahneman et al., 1982); for computers, they reduce computational

time. Examples include the educated guess, intuitive judgments, rules of thumb, or

common sense (Pearl, 1984). While heuristics work well under many circumstances,

they are relatively simplistic in nature, which can result in bad choices. For instance,

a rule of thumb is that white mushrooms are edible, yet some are actually highly

toxic and could be deadly to humans. In HRM, stereotyping and racial profiling are

examples of heuristics.

Computer software reflective of heuristics can also generate erroneous judgements

or trade-offs to, for example, emphasize computational speed and efficiency. Recom-

mendation algorithms used by major news websites may capture a pattern of reading
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baseball stories and start to “push” news items regarding various baseball teams to

the user, without knowing that the user is interested only in one team. Most im-

portantly, as aforementioned, HRM algorithms of a probabilistic type are not exempt

from errors and biases. For example, in an organization with a dominant demographic

group (e.g. young, Caucasian, males), an algorithm programmed to predict “a good

candidate” based on the past performance of employees may inappropriately favor

the demographics of the existing workforce.

Despite the possible biases associated with the application of heuristics (e.g., Kah-

neman et al., 1982), some researchers (Gigerenzer & Goldstein, 1996; Gigerenzer &

Todd, 1999) highlight their positive aspects, i.e., that in an uncertain world, smart

heuristics or rules of thumb help us adapt to the environment by contributing to

better decisions with less effort. To illustrate, Gigerenzer and Selten (2002) identified

situations in which “less is more” by illustrating the value of several heuristics as part

of a “fast and frugal” toolbox. In developing the toolbox, they created a series of

algorithms in which less knowledge can make for better prediction. The hypothetical

“secretary problem” is an example, in which applicants are randomized and inter-

viewed one by one. To maximize the chance of selecting the best applicant, the first

37% of the applicants should be sampled, followed by selecting the first candidate

thereafter who is regarded as better than all the previous ones (Seale & Rapoport,

1997; Todd & Gigerenzer, 2003). Though this heuristic likely could not be used in

practice given legal and ethical constraints, it illustrates the counterintuitive argu-

ment that some simple algorithms can outperform more complicated ones despite the

reduced effort, such that simple heuristics can “make us smart (Gigerenzer & Todd,

1999).”
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In fully considering the findings of my review, I propose the following definition

of an HRM algorithm:

HRM algorithms are computer programs of a heuristic nature2 that use economical

input of variables, information, or analytical resources to approximate a theoretical

model, enabling an immediate recommendation of screening, selection, training, re-

tention, and other HR functions.

ADVANCING HRM THEORY & PRACTICE USING ALGORITHMS

AS HEURISTICS

Given the view that HRM algorithms are most appropriately regarded as heuris-

tics, I now consider some of the related implications with regard to inferring causality

in research and avoiding adverse impact when HRM algorithms are used in practice,

and in theory building.

Algorithms and Causality Issues in HRM

As discussed earlier, it is important to acknowledge that HRM algorithms are

predominantly predictive or descriptive. Therefore, unlike empirically-tested theo-

ries grounded in causal inference, these algorithms should not be used in isolation to

directly inform decision-making. Confidence in decision making can be fostered by

gaining an understanding for previously uncovered patterns among variables to avoid

inferences based upon spurious relationships and endogeneity issues. Two common

2Please note that here by heuristics I refer to how researchers use algorithms instead of what
kind of algorithms they are using. I am aware of the distinction in math and computer science on
exact algorithm, heuristic algorithm, and approximation algorithm, however I am not referring to
heuristic algorithm here.
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causes of endogeneity are: (1) confounding variable(s) that mask the true underly-

ing cause of the relationship between independent and the dependent variables; and

(2) reverse causality involving variables in the model. Importantly, manipulating in-

dependent variables based upon spurious findings will not necessarily result in the

anticipated effects on the outcome variables of interest. A classic example of the

impact of a confounding variable involves the positive correlation between city-based

ice cream sales and the rate of swimming pool drownings, with more sales and drown-

ings linked with high summer temperatures. Reducing ice cream sales during summer

months would have no impact on drownings.

There is potential for some relationships uncovered by HRM algorithms to be an

unsound basis for decision-making. For instance, at Deloitte, Bersin (2013a) used

textual analysis to identify several factors correlated with success among sales profes-

sionals, one of which was the lack of typographical or grammatical errors on resumes.

Nonetheless, Cheng (2017) cautioned that a selection policy based on this variable

is risky. This results from the implication that typos and grammatical errors are a

suitable proxy for a latent quality that has a causal bearing on future sales perfor-

mance. This may be an inappropriate inference in multinational contexts involving

English-as-second-language applicants.

Antonakis and colleagues (2010) suggested six methods for inferring causality in

non-experimental settings. Two of the more broadly applicable options involve using

statistical adjustments and quasi-experiment designs. Statistical adjustment or mea-

suring and controlling for all possible causes of y, is the simplest way to help ensure

causality inferences (cf. Angrist & Krueger, 1999). However, while it is relatively
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easy to control for some variables (e.g., employee demographics) it is virtually im-

possible to rule out all the possible causes of variance in y. Variations in childhood

experience, for example, may contribute to developing individual emotional processes

and personality, but it is not viable to design an algorithm for employee selection that

would account for this variation.

The use of quasi-experiment designs to test for causality lacks the element of

random assignment to the treatment or the control group that characterizes the gold

standard of experimental design. To help deal with this shortcoming, Antonakis

et al. (2010) suggest that simultaneous-equation models, regression discontinuity,

difference-in-differences models, as well as Heckman selection models, be used to

establish causality when certain assumptions are met. Table 2 briefly describes the

essence of each of the highly recommended approaches.

————————————
Insert Table 2 about here.
————————————

Algorithms and Adverse Impact in HRM Practice

Understanding that HRM algorithms are essentially heuristics is crucial to avoid-

ing the potential for adverse impact that they may introduce to HRM practice. For

instance, it would be fair to say that the algorithms that produce fast recommenda-

tions concerning selection likely involve stereotyping or profiling. Hall, Racine & Li

(2004), for example, demonstrated a non-parametric method in which demographic

variables were included as independent variables (e.g. age, number of children). To

guard against the replication of historical biases and the potential for adverse impact

against protected classes, policies are needed that delineate boundaries around how
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these algorithms can be used to inform decision-making. There is also the potential

for adverse impact even when demographics are not directly involved. For example,

in Hsiao et al. (2015), a person who never arrives late to work fits the top performer

criteria, but it may be that such a person is especially likely to be single or married

without young children.

Interestingly, in 2016, the European Union (EU) ratified the General Data Protec-

tion Regulation (GDPR) intended to protect EU residents guaranteeing them more

control over their personal data and in terms of its movement, collection or process-

ing by an organization (Tankard, 2016; Wachter, 2018). One aspect of the regulation

requires that any algorithms used for decision making must be explainable by those

who engineered them (Kean, 2018). Aligned with the spirit of the GDPR, I propose

that not only the collection of data related to individuals be protected, but also that

HR-related algorithms be regulated such that employers be required to: (1) disclose

to applicants/employees the nature of any decision-making made solely by algorithms;

(2) ensure the right of individuals to contest the outcome of decisions based solely

on algorithms; and relatedly, (3) have sufficient expertise to address challenges to

algorithmic decision making.

Algorithms and HRM Theory Building

While algorithms do not typically allow for strong causal inferences, this does not

mean that they are necessarily irrelevant to developing and verifying HRM theory-

based models (Shmueli, 2010; Shmueli & Koppius, 2011). They can, for example, pro-

vide the foundation for new hypotheses, uncover new measures, suggest improvements

to existing models, and help in assessing the explanatory power of theories. Using
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Hsiao et al. (2015) as an example, it might be hypothesized that conscientiousness

(arriving on time) interacts with collegiality (avoid conflict, work well with others) to

ultimately enhance performance. In the process, the extent to which on-time arrival

reflects conscientiousness in the workplace could be evaluated. New measures and

new hypotheses, in turn, may result in improvements to predictive modeling of job

performance. Predictive modeling can also offer a straightforward way to compare

competing theories by comparing their predictive power and thereby informing future

research.

Importantly, it is also possible to extract considerable value from descriptive

or predictive algorithms to inform decision-making. Specifically, as implied earlier,

algorithm-based research can be viewed as an exploratory step in the quest to establish

causality, and/or as a post-hoc effort to assess causal theories. Over time, I should

look to establish methodological standards regarding the use and interpretation of

algorithms based on a clear understanding of the types and functions of the various

algorithmic models. Triangulation between causal and non-causal modeling can be

valuable in this regard. It should be possible, for example, to develop a weighted

algorithm that draws from various theories of employee performance and turnover (cf.

Harrison, Virick, & William, 1996) and develop new measures for constructs such as

conscientiousness and honesty that are less susceptible to social desirability or faking.

Given that I located only 22 high-quality research papers, there are obviously many

remaining opportunities for scholarly work.
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DISCUSSION AND CONCLUSION

Research is required to better define the nature and characteristics of the range of

algorithms used, especially in HRM practice. Also, as implied earlier, the findings in

this regard are likely to have regulatory implications from a public policy perspective,

especially as the popularity of algorithmic applications in HRM practice grows. For

example, to what degree is adverse impact associated with HRM algorithms used

in practice? If it is a problem, to what degree can the biases be reduced? What

level of accuracy would be considered “good enough” and does the answer depend

on the specific HR issue under consideration? Are there variables that should not be

included in algorithmic models intended to predict human behaviours, e.g., ancestry

information that ends up in the public domain? At present, questions of this nature

are not attracting much attention, but there is potential for that changing. In a

manner analogous to the pressures social media companies such as Facebook are facing

tied to violations of privacy that were contrary to stated policy (Gallagher, 2018),

biased algorithms may conflict with stated organizational diversity goals. Moreover,

research has already begun concerning the steps that organizations may need to take

in order to increase the perceived authenticity of algorithms (Jago, 2019).

As documented earlier, resulting from the ready availability of the tools required,

there is a research opportunity concerning HR-related algorithms that tap into un-

structured data. The gaps include, but are not limited to, the analysis of text, images,

spatial data, voice, and video. There is a need to evaluate the extent to which these

sources of data can inform HRM decision making. HRM researchers are in danger of

falling behind other fields in this regard, and possibly HR practice as well. Hitachi, for
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example has been using social badges or sensors to monitor their employees’ mood

and social interaction for years, and there are claims in the practitioner literature

that 60% of companies are already using applicant tracking systems that apply tex-

tual analysis techniques in recruitment and selection (Bersin, 2013a; Bersin et al.,

2016). The implications of these and other practices need to be evaluated from a

research perspective. Textual analysis, for example, could be used to extract multiple

variables that may be relevant to recruitment and selection, while spatial data may

be useful in analyzing social networks for team building and facilitating knowledge

sharing.

The lack of research in this regard is consistent with the overall finding that

the growth of scholarly interest in HR-related algorithms pales in comparison to the

surge of applications in HR practice. As such, I have the beginnings of another wide

gap between HRM research and practice. By targeting the research opportunities

identified in this review, researchers can seize the opportunity to close the academic-

practitioner divide concerning use of HR-related algorithms and avoid having their

contributions disparaged as “arcane” (Walsh et al., 2007) and “ceremonial” (Bartunek

& Rynes, 2010).
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Chapter 3 FROM COUNTERFACTUAL FAIRNESS TO

ALGORITHMIC FAIRNESS: BUILDING PRINCIPLE

OF EQUITY IN AI MANAGEMENT

ABSTRACT

The issue of fairness associated with the use of algorithms in HRM has only re-

cently gained significant scholarly attention. This paper contributes to this field in

several ways. First, potential sources of unfairness are identified, with emphasis on

legal considerations. Second, the concept of counterfactual fairness, commonly used

as a criterion for fairness in computer science, is critically compared with alternative

principles rooted in equity theory and justice theory from management and psychol-

ogy. Third, this paper presents a case for using causal modeling to fully evaluate the

fairness of HR algorithms. Fourth, and relatedly, I illustrate how causal modeling

can usefully be applied to evaluate several aspects of legal compliance. Fifth, in line

with the call for HR practitioners to build a deeper insight concerning the construct,

I contend that fairness is a multifaceted, dynamic concept, entailing the consideration

of moral issues, beyond legal compliance per se. Potential ways to enhance percep-

tions of justice concerning the application of algorithms for HR decision-making by

employers are suggested. Finally, in concert with offering a broadened definition of

algorithmic fairness, a five-step model is proposed to help ensure its integration into

the use of HR algorithms.

Keywords: AI management; business ethics; algorithmic fairness; algorithms; HR

analytics
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INTRODUCTION

Recent decades have witnessed major advances of artificial intelligence (AI) ap-

plications in computer science, engineering, and health sciences (Frutos-Pascual &

Zapirain, 2017; Mellit et al., 2009; Vaishya et al., 2020). Automated algorithms have

been used in tasks including the game of Go, among others (Frutos-Pascual & Zapi-

rain, 2017; Silver et al., 2016), medical diagnoses and classification, including cancer

imaging and COVID-19 screening (Esteva et al., 2017; Vaishya et al., 2020), autopi-

loted driving (Hecht, 2018), quantum cryptography (Aerts & Czachor, 2004), new

material selection (Jahan et al., 2010; Zhou et al., 2009), and customized recommen-

dations for individual internet users (Lee et al., 2002; Liang et al., 2008). Notably,

these tools have been improved significantly over time in terms of their accuracy and

efficiency, thereby informing human decision-making and fostering paradigm changes

in various disciplines.

Increasingly AI is being used to facilitate decisions that can have a huge im-

pact on the everyday lives of people, such as predictive policing and court decisions

(Brantingham et al., 2018; Medvedeva et al., 2020; Shapiro, 2017), loan lending (Gor-

ton & Pennacchi, 1995; Sachan et al., 2020), insurance-related determinations (Dhieb

et al., 2020; Lamberton et al., 2017), and evidence-based management(Eapen et al.,

2023). Despite these achievements, a major concern is that AI models tend to repli-

cate and/or amplify human biases, including in the context of HR decision making

(Vassilopoulou et al., 2023), which, depending on jurisdiction, involves several legally
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protected attributes, including race or ethnic origin (Peña et al., 2020), gender (Buo-

lamwini & Gebru, 2018), and sexual orientation (Wang & Kosinski, 2018). For ex-

ample, Amazon’s automatic HR tools were found to favour male job candidates over

females due to biased historical data leading to lower scores for female candidates and

penalization for using terms such as “women’s” in resumes (Dastin, 2018). Also in

HR, Google’s ad-targeting algorithm proposed higher salaries in executive openings

for men relative to women (Datta et al., 2015; Simonite, 2015). The use of AI models

in HR contexts has also posed ethical issues involving data privacy, labour relations,

and user perceptions. In particular, AI tools tracking employees’ performance have

been criticized as intrusive workplace surveillance (Moore et al., 2018), abusive of

employee rights (Kellogg et al., 2020), that create a false sense of trustworthiness (in-

fallibility) among users (Glikson & Woolley, 2020; Vassilopoulou et al., 2023). These

issues are of great importance, despite the fact that the ethical considerations as-

sociated with the use of AI can come across as an afterthought among practising

managers (Hao et al., 2023). Moreover, what algorithms do in the background is still

often a black box to the affected employees, and sometimes even to the employer.

This paper concerns a range of legal, causal and moral issues tied to the use of

algorithms in HR, which refers to “software that operates on the basis of digital data

to augment HR-related decisions and/or automate HRM activities” (Meijerink et al.,

2021). As noted by Cheng and Hackett (2021) and Vassilopoulou et al. (2023), the

multifaceted issue of fairness associated with their use has only recently begun to

receive serious consideration. As such, I add to the literature in several ways. First, a

list of potential sources of unfairness, with emphasis on legal considerations is offered;

it reflects many of the same considerations highlighted by Vassilopoulou et al. (2023).
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Second, in line with the call of Vassilopoulou et al. (2023), that we not be lulled by

scientism into a sense of complacency in the use of use of HR algorithms, I criti-

cally compare the concept of counterfactual fairness, widely used in computer science

(Pearl & Mackenzie, 2018; Pessach & Shmueli, 2020) as the criterion for fairness, to

alternative rules from the management and psychology literatures, based on equity

theory, equity (e.g., Adams & Freedman, 1976) and justice theory (Cohen-Charash

& Spector, 2001; Newman et al., 2020; Viswesvaran & Ones, 2002). As I will detail,

there are both similarities and important differences among these criteria. Third,

I present a case for using causal modeling1 to fully evaluate the fairness HR algo-

rithms. Fourth, and relatedly, I illustrate how causal modeling and related analyses

can usefully be applied to evaluate several aspects of legal compliance (e.g., Walsh,

2023) as related to HR algorithm use. I contend that algorithms be grounded in well-

established causal models, as the possibility of discrimination is not fully considered

without their application. Fifth, in line with the call for HR practitioners to build a

deeper insight concerning the construct (Vassilopoulou et al., 2023), I argue that fair-

ness is a multifaceted, dynamic concept (Cook & Hegtvedt, 1983; Jones & Skarlicki,

2013), that entails the consideration of moral issues, beyond legal compliance per

se. I also suggest some ways employers can improve justice perceptions2 concerning

the use HR algorithms, a matter that has proven to be challenging (Newman et al.,

2020). Finally, in concert with offering a broadened definition of fairness, I propose

a five-step model to help ensure that fairness is built into HR algorithms.

1Sometimes referred to as Structural Causal Modeling (SCM), which establishes the mathematical
basis for studying complex causal relationships (Pearl, 2009, 2010) that are not restricted by the
assumptions of normal distribution and linear relationships. Note that SCM is not equivalent to
structural equation modeling (SEM), and SEM can be seen as a special case of SCM.

2A large research interest has emerged around understanding the perception of algorithmic deci-
sions (c.f. Lee 2018), and it is worth noting that this dissertation does not investigate this subfield
as it takes solely an artifact-oriented lens.
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SOURCES OF UNFAIRNESS IN MANAGEMENT ALGORITHMS

As summarized in Table 3, researchers from various fields have identified some-

times overlapping sources of potential bias in algorithms, especially those based on

machine learning (Chouldechova & Roth, 2018; Cowgill & Tucker, 2020; Mart́ınez-

Plumed et al., 2019; Pessach & Shmueli, 2020). Many of the sources in this non-

exhaustive list, which reflects the work of others (e.g. Vassilopoulou et al., 2023),

involve unfairness tied to legal issues that ultimately also have moral implications.

It does not include biases originating with programmers unaware of their own un-

conscious discriminatory tendencies (Floridi et al., 2015; Mittelstadt et al., 2016;

Pessach & Shmueli, 2020), or technical design considerations where for example, HR

algorithmic platforms which may discriminate against certain individuals because of

the specific ways users must engage with it (Vassilopoulou et al., 2023).

1. Causal issues (historical data input)

a. Non-uniform noise: Biases already ingrained in the datasets collected, origi-

nating from, for example, biased measurement processes, historically biased

internal and external human decision making, erroneous reporting. Machine

learning algorithms are essentially designed to replicate these biases.

b. Missing data: Missing values or sample/selection biases can result in datasets

that are not representative of the target population.

2. Legal issues (algorithmic pathways and optimization objectives)

a. Proxy variables: As certain characteristics including race, gender and age,

cannot legally be used in decision making, proxy characteristics, which on

their face are legal, may be used in their place resulting in bias.
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b. Algorithmic feedback loops: Actions derived from an algorithm may result in

the contamination of future training data when the predictions are codified

as “ground truth” (Cowgill, 2019; Cowgill & Tucker, 2020). For example,

judges in the legal system may have been unduly influenced by “high risk

of recidivism” labels generated by “COMPAS” algorithms, resulting in ad-

ditional detention time to defendants (Cowgill, 2019), which in turn may

have led to small increases in two-year re-arrest rates. Such “self-fulfilling

prophecies” can occur as the influence of originally contaminated data input

is amplified over time as the algorithm continues to be used.

c. Conflicting objectives: Organizations may have pre-exiting notions concerning

the types of employees that “fit”, which operate to exclude protected groups.

Moreover, the interests of society overall can conflict with those of minorities.

To the extent that such conflicts are programmed into algorithmic objectives

to minimize aggregated prediction errors, majority groups benefit relative to

minorities.

3. Moral issues: Algorithmic objectives

a. Conflicting objectives between organizations and their employees: When algo-

rithms are applied to manage crowd-work (e.g. online freelancing platforms

like Fiverr or Upwork) or work-on-demand (e.g ride-hailing services like Uber

or Lyft), the underlying working conditions associated with the platform may

deviate from those more favourable to the employees, as established for ex-

ample, via collective bargaining (Birgillito & Birgillito, 2018). For example

Uber’s use of algorithms to oversee drivers, may result in unfair treatment of

drivers stemming from algorithmic parameters such as, earnings of the ride,
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surge pricing for large events, or time to wait for the passengers to maximize

profits, irrespective of the working conditions.

————————————
Insert Table 3 about here.
————————————

ALGORITHMIC FAIRNESS IN COMPUTER SCIENCE VS.

MANAGEMENT

It has been argued that fairness concerns associated with the use of HR algorithms

have not been adequately addressed partly because of scientism, i.e., “the unfounded

prioritization of scientific method over and above other moral and reasoned argu-

ments” (Vassilopoulou et al., 2023). Indeed, in considering this possibility there is

a need to critically consider the concept of counterfactual fairness, which is widely

used in the computer science literature (Chiappa, 2019; Kusner et al., 2017). It refers

to the fairness of a prediction or decision made by a model, when counterfactual or

alternative situations are considered (Pearl & Mackenzie, 2018; Pessach & Shmueli,

2020). Counterfactual fairness involves the evaluation of whether an algorithmic pre-

diction or decision would have been the same if the protected characteristics of the

target individual being predicted or decided upon were different. Importantly, from

this perspective, for an algorithm to be considered counterfactually fair, the same

decision should be generated even when the characteristics of the person are changed

in the counterfactual world. Thus, counterfactual fairness is a theoretical condition

in which an individual with sensitive attribute(s) would be treated exactly the same

way in the counterfactual world in which those attribute(s) are swapped with the

43



Ph.D. Thesis – M.M. Cheng McMaster University – HRM

dominant ones. By sensitive attributes, I am referring to any individual character-

istics that may prompt discrimination or unfair treatment. These include, not only

all prohibited grounds (e.g., race, ethnicity, gender, and age; Walsh, 2023) that could

be used as the basis of a legal claim of discrimination, but also other characteristics

that could result in the unfair treatment, including variables tied to socio-economical

background, such as commuting distance and care-giving responsibilities. A widely

used example used in computer science to illustrate the counterfactual fairness con-

cept involves a recruitment case at Berkeley University (Buolamwini & Gebru, 2018;

Chiappa, 2019) wherein the admission algorithm would be regarded as being fair to

females if it gave a female the same probability of admission in a counterfactual world

in which the applicant were male.

Popular as the concept of counterfactual fairness is, questions about some of its

assumptions have been raised. For instance, Chiappa (2019) contends that individual

choice should also play a role in assessing counterfactual fairness. For example, as

applied to the Berkeley case, female applicants were more likely to be rejected because

they tended to apply to departments with lower acceptance rates. This type of

additional consideration yields to the concept of path-specific counterfactual fairness;

it states that a decision is fair to an individual if it coincides with the determination

that would have been made in a counterfactual world in which the protected attribute,

along the unfair pathways, were different (Chiappa, 2019). The implication is that

the admission decision would be fair for females if it would have remained the same

had the candidates along the pathways been male.

Others question whether counterfactual fairness for all groups can be achieved si-

multaneously. For example, in comparing several criteria used to evaluate the fairness
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of recidivism prediction instruments, Chouldechova and Roth (2018) demonstrate that

all the criteria cannot be simultaneously satisfied when recidivism prevalence differs

across groups. They also found that if a type II error for any observation is prevalent

and differs across groups, e.g., if more black offenders are caught than white offenders,

the finding of empirical fairness may be misleading due to the missing data.

The Berkeley example from the computer science discipline can be generalized so

that the applicability of the counterfactual fairness concept to HR decisions can be

evaluated. Thus, for example, to the extent that job candidates or incumbents possess

the same job-related characteristics (e.g., knowledge, skills, abilities, and opportuni-

ties and performance), their algorithmic evaluation should be the same irrespective

of any sensitive characteristics, such as their race or gender. It is notable that this

counterfactual understanding of fairness has some similarities with equity (Adams

& Freedman, 1976)) and organizational justice theories from management and psy-

chology (Cohen-Charash & Spector, 2001; Newman et al., 2020). First, in all these

theories, the fairness concept is grounded in a comparison between a central individ-

ual and others in the same pool, just as counterfactual fairness compares a person

with minority characteristics to a dominant group. Thus, for example, equity theory

(Adams & Freedman, 1976) compares a person’s perception of their contribution and

benefits to others considered as comparators, while the distributive justice compo-

nent of organizational justice compares the perceived outcomes of a central individual

to that of others (Cohen-Charash & Spector, 2001). Second, all three theories focus

mainly (counterfactual fairness and equity theory) or partially (organizational justice)

on comparisons involving either the objective or subjective distribution of tangible

outcomes. Third, these theories all emphasize the importance of a certain level of
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impartiality, and the absence of favoritism or discrimination. Similarities notwith-

standing, management-based theory differs from counterfactual fairness in significant

ways, as I document below.

“Objectivity” and “Universality”

First, relative to management theory, counterfactual fairness appears to assert a

fairness standard from a more “objective” perspective. This objectivity lies in the

fact that counterfactual fairness is relatively detached from the perceptions of indi-

viduals, thereby offering a universal standard. Even so, individual perceptions enter

counterfactual fairness via the world view of programmers (Bryson, 2020; Martin,

2019) or the AI research community as a whole. Moreover, HR algorithmic decisions

may not typically be perceived as objective by employees, who may view them as

inappropriately reductionist in nature (Newman et al., 2020).

Second, while counterfactual fairness aims to construe a pre-determined, clear,

and universal standard concerning the meaning of fairness, the discussion is largely

limited to the AI community, such that the degree to which the standard is truly

universal is unclear. In comparison, equity (Adams & Freedman, 1976) and orga-

nizational justice (Cohen-Charash & Spector, 2001) theory do not necessarily hold

that perceptions concerning fairness are universal; instead, they are viewed as largely

dependent on individual perceptions and preferences. As such, universality is implied

only to the extent that the data are aggregated across employees to yield an average

perception of those in the targeted organization.
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Comparing the Principles of Equality, Equity, and Justice

Counterfactual fairness, by definition, is based on an equal distribution of re-

sources (e.g. admission probability, performance evaluation) among different minor-

ity/majority groups; it is intuitive to understand and provides a potentially pro-

gressive framework to ensure that the treatment of minority groups is at least no

worse than that of the majority group. The notion of a counterfactual world also

provides a platform for investigating the objective treatment of the protected groups

separately. In practice, for programmers, this equalness is easily quantifiable and exe-

cutable. While there are debates concerning which mathematical equalness standard

(e.g. equal error or any other parameters) should be applied to assess the algorithm,

(Chouldechova & Roth, 2018), the quantifiability of equalness enables the program-

mers to test, evaluate, and model a method of resource distribution to ensure the

outcomes of the algorithms are counterfactually fair. In essence, counterfactual fair-

ness conforms to the principle of equality, which refers to the idea that everyone is

entitled to the same rights, opportunities, and resources, regardless of their individ-

ual circumstances or needs. Notably, while the focus is on the equal distribution of

resources the concept fails to consider the specific needs of individuals, including the

accommodations they might be legally or morally entitled to. Instead, the predictions

or outcomes of the model are driven purely by counterfactual scenarios.

In comparison to counterfactual fairness, in organizations that attend to the con-

cepts of equity (Adams & Freedman, 1976) and organizational justice (Cohen-Charash

& Spector, 2001), managers look to reasonably accommodate the specific needs of in-

dividuals to the extent possible. Specifically, as both equity and organizational justice
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theory center on the subjective fairness or justice perceptions of individuals, it is often

necessary to consider unique circumstances and the tailoring of accommodations to

achieve fairness and justice. For example, since equity theory (Adams & Freedman,

1976) suggests that individuals compare their inputs and outcomes to others to judge

whether they are receiving an equitable share, they may advocate for accommodations

that match their sense of fairness. Similarly, organizational justice involves at least

three components. i.e., procedural justice (evaluation of the fairness of organizational

policies, procedures, and decisions), distributive justice (the allocation of resources

and rewards), (e.g., Newman et al., 2020; Viswesvaran & Ones, 2002 and interac-

tional (the fairness of interpersonal interactions) justice (Cohen-Charash & Spector,

2001). As such, various accommodations may be necessary to ensure these forms of

justice are achieved for all employees. In comparison, counterfactual fairness does not

focus on accommodation; moreover, based on the current definition, it would likely

be a major challenge for programmers to incorporate some of the varying consider-

ations associated with principle of equity, for example, those involving the historical

disadvantages of some minority groups, systemic discrimination, discriminatory or-

ganizational policies and decision-making, and toxic organizational culture.

Moral Agents

Implementation of counterfactual fairness involves both policy makers and pro-

grammers acting as moral agents, setting the rules for allocating resources. In com-

parison, policy makers and direct managers have the role of fostering equity and

justice theory outcomes. In comparison to counterfactual fairness, the implementa-

tion of equity and justice constructs may be more nuanced, in that when employees
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raise concerns about unfair treatment, they may collaborate with management to

come up with a fair solution. Notably, the lack of human involvement in fully auto-

mated algorithmic HR decisions contributes to a lack of perceived justice and lowered

organizational commitment among those impacted by the decisions (Newman et al.,

2020).

These differences concerning moral agents have several implications: First, there

is little analysis or discussion in the literature concerning the rules that govern coun-

terfactual fairness. This is a crucial gap as these rules are foundational to ensuring

fair decision-making by machine learning models. Second, in comparison to the role

of moral agents associated with counterfactual fairness, equity theory, and justice

theory suggest that an overall reexamination of the procedures and methods used to

ensure fairness and justice in decision-making may be required. For example, there

may be a need to involve various stakeholders (e.g., employees and customers) more

deeply than is typically the case. Third, in some instances, the accommodations re-

quired to ensure fairness and justice in decision-making may result in the need to

changes to policies, procedures, and/or systems. Table 4 summarizes the side-by-side

comparisons involving counterfactual fairness, equity theory, and justice theory.

————————————
Insert Table 4 about here.
————————————

CAUSAL MODELING AND OBJECTIVITY

While there are a wide range of potential roadblocks (Vassilopoulou et al., 2023),

the relative objectivity of algorithms designed by programmers has the potential to
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facilitate less biased decision-making because unlike typical human decision making,

algorithms are designed to follow predetermined rules that do not allow personal

biases or subjective judgment. Moreover, even if algorithms are trained based on

biased data, counterfactual fairness can be used to uncover discrimination. For ex-

ample, John-Mathews, Cardon, and Balagué (2022) apply Bontalski and Thevenot’s

(1983) framework to describe the organizational decision-making processes managed

by algorithms as “reality tests” in which the data input into an algorithm constitutes

reality, while the choices or scores transformed from the initial situations are algo-

rithmic tests. To ensure such algorithmic tests based on input data do not ignore

the “world,” that is, causal relationships that underlie potential unfairness, John-

Mathews et al. (2022) contend that “fairness metrics” need to be incorporated to

ensure that the tests reflect both reality and the world.

In line with John-Mathews et al. (2022), I recommend that before applying

fairness metrics to evaluate the algorithmic tests, we also draw from the three levels

of causal inference from Pearl and Mackenzie’s The Book of Why (2018) to improve

how algorithmic tests map both the world and the reality. Indeed, causal inference is

foundational to counterfactual concept as applied in computer science. In their book,

Pearl and Mackenzie (2018) use a causal ladder analogy to articulate three levels

of causality in algorithms. The first level is association, i.e., a correlation between

two variables, that may or may not be causal; that is, if we manipulate one of the

correlated variables, the other would not necessarily be influenced. The second level

in the ladder is intervention, which is satisfied if it were shown that manipulating one

variable influences the other. The third level, which typically does not get considered,

is counterfactual (Pearl & Mackenzie, 2018), which refers to the idea that if variable
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A is not manipulated, then variable B would not be influenced. This corresponds to

the “but for” legal concept (Spellman & Kincannon, 2001) and is the most stringent

test of a causal relationship. Since most HR algorithms can be placed, in terms of

causality, between levels one and two, the analysis that follows focuses mostly on level

two. I contend that attending to all three levels of the causal ladder would allow us

to design algorithms that not only recognize unfairness in data but also unfairness in

the algorithmic pathways that are typically embedded in HR systems.

Level one: Association

A statistical association between sensitive attributes and valued outcomes is the

first step of the recognizing unfairness. Grounded in the ladder of causality (Pearl

& Mackenzie, 2018), in the case of sensitive attributes especially, it is crucial to

remember level one relationships are not necessarily causal, but that further analyses

must be performed as a starting point in the evaluation of potential unfairness. This

step is crucial, since as Pearl and Mackenzie (2018) among others point out, most of

the rapid advances in machine learning systems, including self-driving cars, speech

recognition systems, and even deep-learning algorithms operate almost entirely at the

level one associational mode. At this level, the machine learning systems are capable

of identifying patterns and correlations within data, but they do not understand the

underlying causal relationships between the variables. This means that these systems

can make accurate predictions based on the available data, but they may not be able

to explain how or why these predictions were made, hence limiting the ability to have

a deep understanding of the complex systems.

Level Two: Intervention
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Many would contend that algorithms based purely on associations are not suf-

ficient to inform HR decision making. The second step of the ladder, intervention

or manipulating the independent variable to demonstrate an effect on the outcome

variable, can be facilitated using causal modeling to assist in examining potential un-

fairness; as suggested by statisticians (Freedman, 2009): the purpose of the analysis

is to understand the impact of interventions. This level of causation is compara-

ble to the causal inference drawn from quasi-experiments that lack a strict control

group, which deals with questions such as “What happens if I change a certain vari-

able?” or “What would have happened if a certain intervention had been applied?”

Importantly, most of the data used in HR analytical software are collected under

naturally occurring conditions, which do not meet the quasi-experimental standards

(Cheng & Hackett, 2021) Even so, as Cheng & Hackett (2021) summarized, two of

the six methods for inferring causality in non-experimental settings (cf. Antonakis

et al., 2010) have potential applicability in the HR algorithmic context. These are

statistical adjustments and quasi-experimental designs.

Statistical adjustment or measuring and controlling for all possible causes of y, is

the simplest way to help ensure causality inferences (cf. Angrist & Krueger, 1999).

Even so, while it is relatively easy to control for some common variables such as

employee demographics, it is virtually impossible to rule out all the unknown or

unmeasured factors that may cause variance in y. For instance, childhood experi-

ence may contribute to emotional regulation and personality, but it is not viable for

employers to model these variables for selection or assessment purposes.

Quasi-experimental designs offer another option for improving the quality of

causal inferences. Quasi-experiments can be seen as a way to perform interventions
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in observational studies, and thus are closely related to the second level of causality

defined by Pearl’s framework. They are an improvement over studies based purely

on level one associations but lack random assignment to the treatment and control

groups that characterize the gold standard of traditional experimental designs (An-

tonakis et al., 2010). To help address this shortcoming, Antonakis et al. (2010) sug-

gest that when certain assumptions are met, causality could still be established using

alternative statistical techniques, such as simultaneous-equation models, regression

discontinuity, difference-in-differences models, and Heckman selection models. These

techniques allow researchers to control for potential confounding variables that can

arise in non-randomized studies, and to make inferences about causality. Therefore

by using quasi-experiments, researchers can make causal claims about the effects of

certain interventions, which can inform the development of algorithms and policies in

management and HRM.

Level Three: Counterfactual

The third step in the use of causal modeling for unfairness recognition is based

on the counterfactual fairness concept. At the counterfactual level, causal inference

can be used to: (1) assess whether intentional and direct discrimination against a

protected class, referred to as disparate treatment under employment laws (Walsh,

2023), is legitimate or illegitimate; (2) identify corrective steps that can be taken in

the face of illegitimate disparate treatment; and (3) identify the accountable parties

if accommodations concerning the disparate treatment are not undertaken.

Causal modeling can facilitate the identification of legitimate disparate treat-

ment, that is driven, for example by forces associated with a Bona Fide Occupational

Qualification (BFOQ) (Walsh, 2023), which, under U.S. law refers to a standard or
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criterion that permits employers to make discriminations based an otherwise prohib-

ited classification, because it is reasonably required to perform the job. For instance,

it may be that a church employee must be a member of the denomination to fulfill

the duties of the job. Kilbertus et al. (2017) introduce a similar concept, a “resolving

variable” to describe a legitimate causal mechanism that resembles BFOQ in algo-

rithms. A resolving variable must: (1) fully mediate the existing relationship between

the sensitive attribute and the outcome variable, thus tying it to the ability to do the

job; and (2) generally be accepted as a legitimate requirement3 of the job. In other

words, even if there is a correlation between a sensitive attribute and an outcome

variable (i.e. disparate treatment), a variable that fully mediates the relationship

and is a job requirement may be considered a BFOQ and thus the discrimination

may be considered legal.

The data required to examine the legitimacy of a proposed BFOQ and/or a re-

solving variable may be less-than-ideal to meet the requirement. That is, even though

the underlying aim of counterfactual fairness, from a theoretical perspective, is to es-

tablish a standard of fairness that will be accepted by all involved, Herington (2020)

warns that the assumptions underlying a fair algorithm may not be sustainable due

to matters such as the role of historical injustice (i.e. assuming that the association

between a protected class and an outcome variable is legitimate despite historical

structural disadvantages), unmodelled injustice (e.g. race is what causes black people

are arrested by an explicitly racist police officer), and rectified injustice (i.e. assuming

that the affirmative action programs that are set up to rectify historical injustice are

discriminatory against the dominant groups) from an unfair world. Relatedly, Kilber-

tus et al. (2017) notes that it can be challenging to make a case justifying disparate

3Notably, not all cases of full mediation are likely to be regarded as legitimate.
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treatment because readily available datasets may not be sufficient to demonstrate

full mediation of the associations between sensitive attributes and outcome variables,

leaving systemic discrimination as a possible mechanism. Thus, if disparate treatment

is unresolved, it may be necessary to review and redesign HR policies, practices, and

decision-making processes to, for example, break the norms tied to the dominant

culture.

When variables resolve the existing associations but do not fit the legal definition

of a BFOQ, causal analyses may be helpful in identifying the actual cause(s) of dis-

crimination so that proper intervention and accountability can be established. For

instance, if in a dataset, race involving door-to-door salesmen is significantly asso-

ciated with performance outcomes, and if the variable “diversity of neighbourhood”

resolves the association, the lower performance for black, indigenous and people of

colour (BIPOC) salesmen may reflect racism among neighbourhood residents. Thus,

a workable intervention may be to match BIPOC salespeople with relatively more

diverse neighbourhoods. If after the intervention the association is unresolved or only

partially resolved neighbourhoods, it may be concluded that the source of discrim-

ination is customers or other employees despite the employer acting in good faith,

such that subsequent HR decisions would less likely be regarded as discriminatory.

Notably, the moral responsibility of the employer, which may differ from the legal

obligation, will be considered later in the paper.

In practice, a theoretical causal model used to establish counterfactual fairness

has several limitations. First, it is extremely challenging to build a perfect model,

i.e., one that involves no error variance. Second, causal models represent truth,

only to the extent that the mechanisms associated with bias are not reflected in the
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originating data set. Third, the models in and of themselves do not address issues

of morality. The precision of the model, for example, may be compromised where

fairness considerations are incorporated because fairness itself implies preferential

treatment to minority groups, who are in fact likely to perform less well due to

historical disadvantage and systemic barriers. Such trade-offs are less statistical issues

than moral ones. Thus, both legality and morality are crucial components of fairness

determinations.

LEGAL REQUIREMENTS AND THE PRINCIPLE OF EQUITY

While some computer scientists may suggest that a model that truthfully repre-

sents causation should be considered fair algorithmically, in management practices,

an algorithm that is causal does not ensure fairness given the legal context most em-

ployers face (Walsh, 2023). I contend that causal algorithms are appropriately viewed

as mirrors of management systems that may or may not involve unfairness. Relatedly,

the aim of causal algorithms should be to depict not only how fairness is distributed

among various minority groups, but also why and via what mechanisms it influences

individuals within the system. Accordingly, in this section, I provide a step-by-step

guideline for evaluating the legal compliance of a management algorithm, that reflects

the underlying values and priorities that inform the law in Canada (and to a large

extent, the United States, the United Kingdom, Australia, New Zealand, and many

European countries). In recognition of the fact that many jurisdictional differences

and legal technicalities exist, the discussion is purposely generic, but still useful in

terms of articulating the major considerations. Finally, the steps outlined below rec-

ognize the parallels between the three stages of causality and HR legal compliance
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issues concerning the use of HR algorithms.

Step 1: Association → Assessing Direct Discrimination and Indirect Discrimina-

tion

As referred to earlier, one legally recognized from of discrimination is disparate

treatment where an employer intentionally treats members of a protected class dif-

ferently than others (Walsh, 2023). Decisions driven solely by membership in a pro-

tected classes may be evident in algorithms when they are linked to negative man-

agement decisions. In comparison, disparate impact, another legally recognized form

of discrimination is unintentional, and occurs when HR practices act on a negative

prediction of the model which is correlated with membership in a protected class

(Walsh, 2023). Many cases of disparate impact involve proxy discrimination, where

the model uses information related to a sensitive attribute, that in turn, is related

to a valued outcome, such as performance. Proxy discrimination may be tied to HR

practices (e.g., implicit biases among managerial/HR staff, etc.), systemic barriers

(e.g., misogynous organizational culture; racially discriminatory traditions), and/or

historical disadvantages (e.g., minority groups that are under-represented, under edu-

cated, or under socially-supported). In any case, the underlying reasons for a variable

having a disproportionate effect on a protected class need to be analyzed and under-

stood; if, in practice, decisions are based on the variable in question, allegations of

illegal discrimination could follow.

Step 2: Intervention → Finding Resolving Variables

Resolving variables can be mathematically fair, yet importantly, such fairness

may not meet legal compliance requirements. Employers in many jurisdictions may,

for example, be required to offer reasonable accommodations, or to act affirmatively
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by setting quotas (Walsh, 2023) to address historical disadvantages and systemic

barriers. Thus, in comparison to the counterfactual fairness approach typically taken

in computer science, it is crucial to note that the many underlying legal concepts

were not established with the idea that everyone be treated in the same way. Instead,

the aspiration is that some individual unfairness to majority groups in the present

will help ensure social fairness in the long-term, similar to the policies and actions of

affirmative action.

When evaluating algorithmic fairness, it is important to take into account the re-

quirement for reasonable accommodation. Such consideration goes beyond the scope

of just counterfactual fairness yet is often overlooked. Generally, reasonable accommo-

dation refers to any change to the hiring process, job content, or the work environment

that allows an individual who is otherwise qualified to perform the essential functions

of the target job. The intent is that accommodations be reasonable, i.e., that they do

not create an undue hardship for the employer (Walsh, 2023). Accordingly, there are

at least two implications for HR algorithms. First, the algorithm itself may need to

be modified to accommodate certain individuals. For instance, if a woman has taken

a year away from outside work due to pregnancy, leaving a gap in her career path, her

performance may need to be adjusted to accommodate her legal right to be treated

equally. Second, any existing data used as a basis for algorithmic determinations in

the future must be adjusted to reflect the accommodation, especially regarding the

assessment of performance. In all, both the algorithm and the data must be adjusted

to help ensure legal compliance.

Step 3: Evaluating BFOQ Variables
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As discussed earlier, discrimination is legally permissible when the resolving vari-

able is a BFOQ (Walsh, 2023). Importantly, BFOQ exceptions are defined very

narrowly, typically requiring instead that employers make reasonable accommoda-

tions, which resolving variables do not consider. Thus, again, a feature needs to be

built into the algorithm to reflect the BFOQ legal context. Depending on the juris-

diction, it must adjust the performance evaluations of individuals in various relevant

scenarios, including, pregnancy, disability, grieving, and ageing. Second, accommo-

dation guidelines must be established and be made transparent to employees; they

should be open to discussion and be included in collective agreements as applicable.

Third, when reasonable accommodations cannot offset the barriers involved, the le-

gal responsibility of the employer is to improve the relevant working conditions in a

gradual manner. Fourth, an assessment and auditing system should be in place to

evaluate the fairness of these algorithms in these regards.

ALGORITHMIC FAIRNESS AS A DYNAMIC CONCEPT

In relation to many of the issues raised above, some employers regard legal compli-

ance as the minimum threshold, and strive for a more progressive management policy.

These strivings take us beyond the legal realm and contend that the microlevel con-

ceptualization that underlies much of the research concerning equity (Adams & Freed-

man, 1976) and organizational justice (Cohen-Charash & Spector, 2001) theory could

benefit from the addition of a more macro level perspective (e.g., Cook & Hegtvedt,

1983) that encompasses elements of both the sociomateriality (Vassilopoulou et al.,

2023) and the ensemble (Kim et al., 2021) perspectives of HR management technol-

ogy, but goes beyond them. In this sense, the Cook and Hegtvedt (1983) perspective
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aligns directly with Vassilopoulou et al. (2023) who suggest that HR professionals

working with algorithms need to be open to deepening their perspective concerning

the concept of fairness.

Cook and Hegtvedt (1983) contend that justice is not merely a property of indi-

vidual decisions or outcomes, but that it is also shaped by the larger social, economic,

and political system in which it is embedded. Specifically, they articulate a macro

justice perspective, which entails the examination of the structural and contextual

factors that influence the distribution of resources and opportunities within a society.

This includes the distribution of power and resources as well as social norms and

values. Use of their framework can provide valuable insights concerning how justice

is experienced and perceived by different groups and can help identify ways to pro-

mote more equitable and just outcomes. In all, they caution against oversimplifying

the concept of justice, which they view as a multifaceted, complex, and embedded

by social context. Below, I apply their framework to identify external factors that

potentially impact HR algorithmic models.

Changes in demographics and other characteristics of the population:

Macro-level phenomena, such as the influx of immigrant workers, increased female

participation, and increases in disability rate post-pandemic, can result in underrep-

resentation in the data used to train or test HR algorithmic models. If the dataset

used to train or test HR algorithmic models does not include enough data points

from these groups, then the model may not accurately represent the characteristics

and behaviours of these groups. Any of these changes in demographics and other

characteristics of the population alone or in combination could easily impact model

accuracy. If the data becomes more diverse or includes new features, the model may
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need to be retrained or adjusted to take these changes into account.

Changes in the model’s assumptions or assumptions about the data:

External changes likely affect the assumptions algorithmic models use concerning

the data and/or relationships. For instance, a machine learning model trained pre-

COVID-19 to predict the likelihood of employee turnover, would miss the advent

and phase-out government-sponsored financial aid programs, exacerbated child-care

challenges, and changes in preferred working environment, among others. Model re-

training based on new data and/or other adjustments (e.g., modifying the model’s

architecture, fine-tuning its hyperparameters, or using different pre-processing or fea-

ture engineering techniques) would be required to, for example, reflect changes in the

turnover intention distribution. Reworking the entire model may be required.

Changes in the goals or objectives of the model: Changes in the external

environment can impact the goals or objectives of a model, which can in turn affect its

performance. For example, a model designed to predict retention of only the highest

performing employees may become less effective due to changes in the labour market

or a shift in strategic goals toward accelerated growth. In such cases, the model

may need to reweigh its goals or objectives, potentially sacrificing some accuracy in

predicting employee performance in order to prioritize retention.

Changes in the model’s environment or context: Changes to a model may

be necessitated, for example, by a shift in geographic location or the use of different

hardware. For instance, if a model was developed to predict employee performance

based on their qualifications and past on-site performance, adjustments may be re-

quired should the employer shift to a work from home approach and interactions over

virtual environment. As a result, the data distribution for employee performance
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shifts, and the model assumptions about the data may no longer hold. Retraining

of the model, modifying its architecture, fine-tuning the parameters, or using differ-

ent processing or feature engineering techniques may be needed to adjust to the new

performance profile.

MANAGING DYNAMIC CHANGE IN JUSTICE PERCEPTIONS

Notably, the examples of external change used above are simplifications for many

employers who typically face many types of change simultaneously. Moreover, the

examples do not capture the rate of change, which can be especially challenging in

building fairness into machine learning systems. From a micro-justice perspective, re-

searchers have also pointed out how the perceptions of fairness can change over time

in response to various factors. Jones and Skarlicki (2013), for example, proposed a

dynamic model of organizational justice, which suggests that fairness perceptions are

influenced by experience, current events, as well as future expectations, which all in-

teract on an ongoing basis in complex ways. As such, they contend that organizations

must be ready to address the dynamic nature of fairness perceptions as they signif-

icantly impact employee attitudes and behaviour (Cohen-Charash & Spector, 2001;

Vassilopoulou et al., 2023). Jones and Skarlicki (2013) suggest that employers can

improve fairness perceptions by being transparent and consistent in their decision-

making processes, providing opportunities for employees to voice, and by addressing

issues and/or conflicts as they arise. Below I illustrate how their recommendations

have implications for HR algorithmic fairness.
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Being transparent

As discussed earlier, biases in HR algorithms can arise from the data used in the

training stage, which may not represent the full diversity of examples and inputs that

the model is expected to handle. For instance, if the data used for training is heavily

skewed towards a particular demographic, the model may perform well with regard

that group, but poorly on others. As implied earlier, the use of diverse training data

can help to reduce model bias by exposing it to a wide range of examples and inputs.

In turn, this is likely to lead to more accurate generalizations and the avoidance of

over generalizations. Being transparent about the data used includes the size, quality,

and diversity of the data set, as well as any preprocessing or filtering that may have

been applied. Even so, Newman, Fast, and Harmon (2020) found that increasing

transparency concerning the factors used in algorithms failed to ease perceptions of

unfairness across a wide range of HR decisions. Instead, people preferred meaningful

human involvement over purely automated processes, due to their belief that algo-

rithms cannot apply to qualitative factors. In other words, people still prefer human

involvement in HR decisions even if the algorithm is transparent and the factors used

are clear.

Being consistent

Being consistent means ensuring that algorithmic management models remain

fair and unbiased over time. As reflected throughout this paper, regular evaluation

and monitoring of models is required to detect changes in performance that involve

issues of fairness. Some key elements of this strategy include conducting bias audits,
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evaluating the model performance for specific subgroups, and monitoring for changes

in the data that may lead to unintended bias. For example, a bias audit entails the

systematic review of predictions and decisions of the model to identify systematic

problems. Subgroup performance evaluation involves examining the accuracy, fair-

ness, and other performance metrics of the model when applied to the targeted group

as a function of different types of inputs. Finally, monitoring for changes in the data

entails regularly checking the training data and other input data to ensure that they

remain representative of the population and are not subject to bias or changes that

produce unintended consequences.

Incorporate voice

Incorporating the voice of employees, which is crucial to perceptions of procedu-

ral justice (e.g., Lind et al., 1990) helps ensure that algorithmic management systems

are fair and just for these direct stakeholders. The design of algorithmic HR sys-

tems should take into consideration the perspectives of all stakeholders, including

employees who will be impacted by its predictions and decisions. One option for in-

corporating employee voice is through direct engagement and consultation. Employ-

ers can solicit input and feedback from employees using, for example, focus groups,

and surveys conducted by third parties. Third-party audits to ensure an unbiased

review of the algorithm can yield an independent perspective concerning system fair-

ness and performance. Areas in need of improvement from the perspective of various

stakeholders that were not evident to the employer can potentially be identified. The

algorithms can thus be retrained to incorporate various feedback, their parameters

adjusted to be more accurate, and new features added to afford new functionality.
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Address conflicts

Encouraging stakeholder engagement and collaboration can be helpful in address-

ing issues or conflicts that arise during the implementation of an algorithmic HR

system. By engaging employees, customers, and other stakeholders one can better

understand the full range of needs and perspectives. Relatedly, creating a fair, trans-

parent appeals process, accessible to all stakeholders, can help address any issues

arising as a result of decisions made by the algorithmic system.

In sum, to foster a dynamic perception of algorithmic fairness, employers should

use diverse training data, conduct bias audits, including the evaluation of perfor-

mance by specific subgroups. Moreover, employees need to be transparent in their

representation of training data, be consistent in evaluating and monitoring the model,

incorporate the voice of key stakeholders, engage their collaboration, and incorporate

their feedback, including that obtained from a well-designed transparent appeals pro-

cess.

BUILDING HR ALGORITHMIC FAIRNESS: A PROCESS MODEL

Definition of HR Algorithmic Fairness

In consolidating the various perspectives discussed in this paper, I offer the fol-

lowing definition of algorithmic fairness:
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Algorithmic fairness in management contexts refers to a set of processes en-

suring the proactive removal of inappropriate social barriers through the iden-

tification of unfairness based on causal inference, the accommodating of per-

sonal needs grounded in legal compliance, system implementation based on

the principle of equity, and regular system reevaluation that incorporates the

feedback of key stakeholders.

Relatedly, Figure 3 depicts a five-step process model that incorporates the major

considerations concerning the evaluation of HR algorithmic fairness.

————————————
Insert Figure 3 about here.
————————————

A Five Step Process Model for Building Algorithmic Fairness

First, the use of causal modelling is proposed to uncover existing biases, including

the analysis of the processes that generated it. The first step in addressing existing

employer biases involves the identification of the variables that comprise the causal

model, such as demographic

characteristics and those tied to organizational policies or practices. Second, a

careful consideration of all other variables that may be related to the outcome of in-

terest should be undertaken (e.g., age, gender, education level) that could potentially

confound the relationships involving the variables of interest. Third, data relating

to potentially confounding variables should be obtained so that their impact on vari-

ables of interest can be assessed and controlled, using regression analysis and/or

causal modeling. Finally, the findings associated with the initial analysis should be

carefully evaluated in relation to, for example, the potential influence of resolving
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variables. Additional analyses or adjustments can be made as required, to control for

their influence.

Second, a multi-step assessment concerning legal requirements can be undertaken.

This begins with research concerning laws that apply to jurisdictions, including the

extent to which the employer is subject to additional requirements, for example, as

a government contractor (Walsh, 2023). Given the range and depth associated with

this step, consulting with legal counsel (either in-house or external) is likely required.

Next, guidelines concerning accommodations need to be developed that are clear and

transparent to all employees, via regular communication, employee handbooks, and

collective agreements as applicable. These should address, for example, those in need

of accommodations should first contact the organization, and the extent to which

the employer requires documentation of the need (Casey, 2023). The guidelines once

established, should be integrated into the algorithm to ensure that the appropriate

evaluations and adjustments are made. This may involve programming the algorithm

to recognize and respond to specific circumstances as required by law to ensure that

the relevant guidelines are consistently and objectively followed.

The third step in building algorithmic fairness is to plan for accommodations

based on both the legal requirements and the moral values of the employer. One of the

key objectives of AI researchers is to ensure the alignment of AI systems with human

values. However, in a world characterized by diverse backgrounds, resources, and

beliefs, the selection of principles to govern AI becomes a challenging task. To address

such complexity, researchers from Google DeepMind proposed to operationalize the

application of John Rawls’ concept of the Veil of Ignorance (Weidinger et al., 2023).

Based on the thought experiment of the Veil of Ignorance (Rawls, 1999, p. 118),
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participants are allowed to choose principles without any knowledge of their own

position in society. The study findings indicate that participants when shielded from

awareness about their own circumstances, exhibited a higher frequency of selecting

and endorsing principles that prioritize the well-being of the most disadvantaged

individuals. This suggests that the Veil of Ignorance holds promise as a viable process

for the selection of principles to govern real-world applications of AI, above and

beyond the legal requirements.

The fourth step concerns implementing the principle of equity in the algorithm

and testing it to ensure it effectively promotes fairness. This component of the process

should begin by communicating the principle of equity and its goal to all employees,

who should be involved in its development and implementation. Relevant policies and

procedures to foster its implementation should be subject to employee input and feed-

back, via, for example, focus groups and surveys. Channels of communication should

be established, for example, through dedicated email, to allow for ongoing employee

feedback. Aided perhaps by specific goal setting, progress relating to the principle

of equity should be monitored by collecting data concerning the representation and

treatment of various groups of employees.

As a final step in promoting fairness (see Figure 3), the algorithm should be

regularly reviewed and updated in response to changes in the data, objectives, and

the external environment. This may involve reconsideration of the strategic resources,

capabilities, and goals of the organization in tandem with the needs of employees, and

the repetition of some of the earlier steps in the process. In any case, it is crucial to

hold individuals accountable for their actions in relation to the algorithm. Thus, in

both this and the earlier steps, supporting organizational structures and governance
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are required to help ensure effectiveness (cf. Vassilopoulou et al., 2023).

FURTHER DISCUSSION AND CONCLUSION

This paper offers a conceptual framework to build understanding concerning a

highly controversial topic, the concept of algorithmic fairness in HR management.

In doing so, I contrast the computer science and management perspectives concern-

ing the construct to broaden its definition by incorporating causal, legal, and moral

components. I also present a five-step model intended to help ensure HR algorithmic

fairness.

The associated traceability of HR algorithms in management provides an excellent

opportunity for both researchers and practitioners to review and identify potential

systemic discrimination in management systems. While from a strictly legal perspec-

tive there may be sufficient language to qualitatively describe unfair discrimination,

the crux of governance is in quantifying it in a manner that allows algorithms to assist

in its effective management and eradication.
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Chapter 4 TOWARDS ASSIGNING MORAL ACCOUNTABILITY

IN THE DESIGN AND USE OF HRM ALGORITHMS:

ETHICAL AFFORDANCES AND MORAL

DELEGATION

ABSTRACT

I identify two competing views, grounded largely in the computer science and

management disciplines respectively, concerning who should bear much of the moral

responsibility associated with the design and use of HRM algorithms. Using an

artifact-centric approach, I apply affordances theory to develop the construct of ethical

affordances that describe various properties of algorithms which significantly affect

the distribution of moral responsibility among the designers, users, and regulators

involved. I present a thought experiment to illustrate how, relative to the exist-

ing literature, the application of my ethical affordances framework provides a much

clearer basis for analyzing and assigning moral responsibility (i.e., culpability, fair

communication, public accountability, and active responsibility) among the major

stakeholders. Finally, I outline some theoretical and practical implications associated

with the framework, including some areas in need of future research. This includes a

call for the establishment of a comprehensive legal framework and certification system

to help ensure accountability in the design and use of HRM algorithms.

Keywords: Algorithm; ethical affordances; accountability; transparency; artificial

intelligence
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INTRODUCTION

Algorithmic management has rapidly grown to play an influential role in man-

aging workforces in large organizations (Faraj et al., 2018; Gal et al., 2020; Kellogg

et al., 2020; Parent-Rocheleau & Parker, 2022; Robert et al., 2020). Computer-based

algorithms are used to evaluate credit scores, the risks associated with providing in-

surance, and in recent years, HRM decisions including hiring, compensation, employee

engagement, and the management of turnover (Dignan, 2018; Meister, 2017; Walker,

2012; Walter, 2018). Early examples of HRM algorithms include Deloitte’s “grammat-

ical errors on resumes” (Bersin, 2013b), Xerox’s “creative personality type” (Walker,

2012), and IBM’s “working overtime without rewards or promotion” (Alexander,

2016). Much more complex algorithmic management systems, like Uber, Upwork,

and Deliveroo, are now able to coordinate and assign tasks to many workers, provide

evaluation and feedback, and maximize the profit of organizations across different in-

dustries (Bucher et al., 2021; Kellogg et al., 2020; Meijerink et al., 2021; Schildt, 2017;

Tambe et al., 2019). The scholarship concerning their use, including related analytical

models, reflects a cautious, conservative outlook (Angrave et al., 2016; Cheng et al.,

2018; Marler & Boudreau, 2017; Rasmussen & Ulrich, 2015). While some of those

systems have incorporated human input and interventions, many have the capacity

to make fully automated decisions that are criticized as “human-out-of-the-loop sys-

tems” (Danaher, 2016, p. 246). Some management researchers have questioned the

ethical and practical implications of these algorithms; Angrave et al. (2016), for ex-

ample, concluded there is little evidence to support the strategic value of these tools.

Relatedly, Cheng (2017) warned that these analytical models typically lack a strong
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basis for making causal inferences and that the resulting recommendations could be

discriminatory against protected minority groups. Furthermore, algorithms are crit-

icized as discriminatory through replicating the existing biases in the data they are

trained on, producing inaccurate or misleading content, and creating ethical dilem-

mas based on opaque and unaccountable decisions (Neale, 2023). Even so, contrary

to early perspectives that the zealous embrace of algorithmic models in management

practice would turn out to be a fad (e.g., Angrave et al. (2016); Rasmussen & Ulrich

(2015), projections for the size of the workforce analytics market exceed 3.5 billion

USD annually (ZionMarketResearch, 2021).

Much of the initial research on algorithms and management focuses on examining

these algorithmic systems without unpacking what is inside the black box (Basukie

et al., 2020; Evans & Kitchin, 2018; Galière, 2020; Malik et al., 2022; Meijerink &

Bondarouk, 2023). The conceptualization of algorithms in such research is centered

on: (a) the context of the algorithms, such as the regimes of control that govern

and discipline the big data systems (Evans & Kitchin, 2018) or the intervention of

managers and platform workers on the algorithmic management platforms (Galière,

2020); (b) the discrete capabilities of the artifact, such as capabilities of AI-enabled

bots in carrying out a range of HRM tasks (Malik et al., 2022) or the duality of

HRM algorithms to both restrain and enable worker autonomy and value (Meijerink

& Bondarouk, 2023); or (c) the dependent variable such as unintended negative ef-

fects including algorithm bias (Basukie et al., 2020). While valuable, research of this

nature often treats the notions of this technology as fixed and unified, without pro-

viding detailed descriptions or theoretical explanations for the algorithm. Orlikowski

& Iacono (2001) argue that researchers have assigned greater theoretical significance
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to the contextual factors within which the technology operates, yet the technology

itself tends to fade from view, being taken for granted or presumed unproblematic

once constructed. The term “artifact” is widely used in the field of information sys-

tems to refer to such technology, as the collection of material and cultural elements

assembled in a socially recognizable manner, which usually takes the form of hard-

ware and/or software (Orlikowski & Iacono, 2001). Many researchers have raised

concerns over algorithms from an artifact-centric perspective, including transparency

issues, labeling algorithmic recommendations as a “black box” that lacks explanation

(Boulton, 2017; Johnson & Ruane, 2017; Pasquale, 2015; Wilson & Daugherty, 2017).

Relatedly, Johnson and Ruane (2017) note that bias hidden in an algorithm cannot

easily be detected as users “cannot simply read the code to analyze what is hap-

pening.” Boulton (2017) warns against blind trust in algorithms generally, including

in management contexts, as he argues that the underlying modeling must be accu-

rate when the decisions impact peoples’ lives. Martin (2019) argues that software

designers bear the primary responsibility for the moral implications associated with

algorithmic recommendations, as programmers can redelegate (shift) the associated

moral obligations to various stakeholders (e.g., via the use of default settings). Mar-

tin’s view reflects the concerns of many that important information embedded in the

software has bearing on its ethical application but is often hidden from users.

While many computer scientists also share the view that accountability should

be pinned on humans instead of the artifacts, others argue that the owners and users

of the artifacts should be held solely responsible for their ethical use (Bryson, 2018;

Bryson & Kime, 2011; Bryson & Theodorou, 2019). To lend clarity to the debate, I

use an artifact-centric approach to analyze the properties of the HRM algorithms and
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examine the ethical implications associated with various decision making scenarios.

First, I elaborate on the two competing views, grounded largely in the computer sci-

ence and management disciplines respectively, concerning who should bear the moral

responsibility1 associated with the design and use of HRM algorithms. Second, based

on affordances theory (Gaver, 1991), I develop the construct of ethical affordances to

describe properties of algorithms that vary in terms of the intentions of the designers

and the perceptions of users; these in turn have ethical impacts for the individuals be-

ing evaluated and on the assignment of ethical responsibility for the outcomes. Third,

I apply the thought experiment method (Gendler, 1998, 2011; Kornberger & Man-

tere, 2020) to develop a hypothetical case involving the use of an HRM algorithm, in

which four forms of moral responsibility (i.e., culpability, fair communication, public

accountability, and active responsibility; Santoni de Sio & Mecacci, 2021) are con-

sidered. Fourth, I show how various types of ethical affordances commonly designed

into HRM algorithms (i.e., perceptible to users and real; perceptible to users, but

false or misleading in their effects; and real but hidden to users) result in significantly

different distributions of moral responsibility for designers, users, and regulators (i.e.,

the primary moral agents involved). Importantly, relative to the existing literature,

the ethical affordances framework I present provides a much clearer basis for analyz-

ing and assigning moral responsibility to the major stakeholders. Finally, I outline

some theoretical and practical implications associated with the ethical affordances

framework, including some areas in need of future research.

1In this essay, the terms “morality” and “ethics” are primarily used interchangeably, following
the headword “Ethics” of the Encyclopaedia Britannica (Singer, 1985).
Nevertheless, the author consciously distinguishes “moral” behaviours to highlight their personal

and normative nature, while using “ethical” characteristics of algorithms to emphasize the standards
of “good and bad” established within the business community or a given social context.
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THE LOCUS OF MORAL RESPONSIBILITY: TWO COMPETING

VIEWS

Moral Responsibility Should Be Attributed to Users According to Robotics

Scientists

The current dominant perspective among AI and robotics scientists is that the

moral responsibility for any action taken by an algorithm should be attributed to

its owner or operator, e.g., the business user who purchased the software, or in the

case of malfunctions, to its manufacturer. This view is similar to that involving ac-

countability for conventional artifacts (Bryson, 2018; Bryson & Kime, 2011; Bryson &

Theodorou, 2019) and stems from a classic example – a firearm, where the person who

owns or operates it is responsible for ensuring that it is used in a safe and ethical man-

ner. Relatedly, the manufacturer may have accountability, but only when the firearm

malfunctions and causes harm. This approach to assigning moral responsibility is

grounded in some crucial assumptions: (1) that the firearm (artifact) is performing

the tasks the manufacturer intended, without malfunctions (Bryson, 2018); (2) that

the designers share complete information with the operator of an artifact, and (3)

the operators have full information and control over how the artifact is used (Bryson

& Theodorou, 2019). An analogous analysis involving software could be undertaken,

potentially leaving the purchaser accountable for any negative consequences that arise

from its use (Bryson, 2018).
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Moral Responsibility Should be Attributed to Designers According to

Management Ethics

In comparison to the prevailing view among robotics scientists, management re-

searchers and some in AI ethics argue that the developers of HRM algorithms are pri-

marily responsible for the ethical considerations associated with their design. Their

argument is that purchasers of HRM algorithmic software typically find themselves

dealing with a pre-determined industrial product that offers little room for modi-

fication, let alone full control. For example, Martin (2019) states that there is a

predetermined moral delegation associated with many technologies in performing a

task, and that this delegation of moral responsibility by the designer has a direct

effect on the moral behaviour of the others involved. Latour’s (1992) study on doors

suggests that designers face the decision to either delegate the task to human users by

indicating to them exactly how a door should be opened or closed, or delegate the task

to a non-human character, for example, an automatic door hinge. As such, from this

perspective, moral delegation is essentially embedded in technology design and makes

designers accountable for the moral implications on users. Even so, Johnson and

Ruane (2017) argue that despite the ethical issues that may arise from algorithmic

applications, the key to mitigation lies in the implementation of adequate algorithmic

design processes. This view aligns with Latour’s (1992) hypothetical example con-

cerning mandatory seatbelt use before cars will start. Similarly, in amusement parks,

the roller coaster’s safety measures often include an automatic safeguard device that

must be held in place for all passengers before the ride begins. In both cases, such

safety design could potentially enable the designer to redelegate the moral obligation
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such that it “alleviates the individual from having to take on that responsibility”

(Latour, 1992, p. 152). That is, when a designer deliberately withholds a presumably

immoral option from users (i.e., not fastening the seatbelt), the moral responsibility

of the task can be shifted back from the users to the designers.

Importantly, to the extent that algorithms lack transparency for users, the design-

ers have greater accountability (Martin, 2019); specifically, when algorithms appear

opaque and inscrutable, it is difficult for users to take on moral responsibility for their

actions. Thus, designers are left with greater responsibility to ensure their creations

account for ethical considerations. This includes ensuring that users understand how

the algorithm works, how the data are used, and the potential implications of the

outputs. The Correctional Offender Management Profiling for Alternative Sanctions

(COMPAS) system developed by Northpointe is an example of an algorithm that

lacks transparency. COMPAS is used by U.S. courts to assess the likelihood of a de-

fendant reoffending. It has the potential for discriminatory recommendations in that

those of Afro-Caribbean descent are consistently ranked as high-risk. Here, designers

bear the responsibility for ensuring that their algorithm is designed in a transpar-

ent and ethical manner that avoids perpetuating biases and discriminatory practices.

As will be discussed, the designer also likely has the capability to design a system

that redelegates at least some of the ethical responsibility back to its users. In all,

Martin (2019) puts the onus on the developer of the algorithm to take responsibility

for both its overall ethical implications and on redelegating moral responsibilities in

decision-making.

Concerns about the ability of users to gain meaningful control over algorithms

have gained traction among experts from across disciplines. For example, the need
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for a set of normative requirements that foster a legally, ethically, and societally ac-

ceptable form of human control of algorithms has been examined in the domains of

automated driving systems (Calvert et al., 2020, 2018, 2021; Heikoop et al., 2019;

Mecacci & Santoni de Sio, 2020; Santoni de Sio & van den Hoven, 2018) and medical

automation (Braun et al., 2021; Ficuciello et al., 2019). These developments align

with Martin (2019)’s claim that algorithms are often difficult for users to understand,

making it difficult for them to assume ethical responsibility. Lacking the ability to

comprehend and control algorithms, users may find themselves in a situation compa-

rable to patients receiving prescriptions without being informed of the potential side

effects. As a result, users may be excluded from culpability concerning the ethical

implications associated with their recommendations.

Where Do We Go from Here: A Middle-of-the-road Approach?

Even given diverging opinions addressed above concerning who is responsible for

the ethical implications associated with the design and use of algorithms, there is

common ground. First, everyone acknowledges that algorithmic use typically has

moral implications with the potential of unethical outcomes (Bryson & Kime, 2011;

Bryson & Theodorou, 2019; Martin, 2019). Thus, both viewpoints emphasize the

importance of stakeholders taking preventative measures to address these concerns.

Second, all propose that accountability should be ascribed to specific actors, e.g.,

developers, owners, and/or operators (Bryson, 2018; Martin, 2019). Indeed, the as-

signment of responsibility is essential to accountability for unethical outcomes. Third,

there is consensus that the responsibility for the ethical use of algorithms should not

rest solely on users. Finally, all agree that transparency is a key factor in attributing
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responsibility for the ethical use of algorithms (Bryson & Theodorou, 2019; Martin,

2019). This common ground suggests room for a middle-of-the-road approach to help

address disagreements concerning accountability issues.

It is notable that a primary difference in perspectives lies in the relative emphasis

placed on the development and execution phases respectively. Management ethics

(Martin, 2019) focuses on the execution phase of the algorithm, highlighting the need

for designers to redelegate responsibility and increase transparency. In comparison,

AI scientists (Bryson, 2018) generally assume that the redelegation and transparency

efforts have been perfectly realized as well-designed and transparent in the develop-

ment phase, thereby leaving the responsibility for ethical decision making to the user

during the execution phase.

While both arguments concerning the allocation of responsibility in using algo-

rithmic artifacts are reasonably compelling, several questions remain unanswered. For

example, can an algorithm that involves multiple stakeholders be truly well-designed

and transparent? If an algorithm is poorly designed and/or opaque to its users, can we

entirely absolve the users of accountability? Under these circumstances, how should

accountability be distributed? What happens when an algorithm is used as intended,

but causes unforeseen harm to a small subset of its stakeholders? How can we en-

sure that the operators of the artifact have the necessary information to make ethical

decisions? These unresolved questions highlight the need for further discussion and

research concerning the ethical implications associated with algorithmic artifacts.

The differing viewpoints among AI and management researchers highlights the

existence of a responsibility gap (Matthias, 2004) in the development of intelligent

systems, arising from the fact that systems possess the capability to learn from their

79



Ph.D. Thesis – M.M. Cheng McMaster University – HRM

interactions with both agents and their environment. This makes it challenging, if

not impossible, for humans to maintain complete control over the behaviour of the

artifacts so as to accurately predict their actions (Santoni de Sio & Mecacci, 2021).

Nevertheless, for humans to assume responsibility for these systems, it is necessary

to possess knowledge and control over them.

AFFORDANCE THEORY

To foster a deeper understanding of the relationship between the ethical use of

algorithms in management and the degree of transparency exhibited by them to users,

I apply the theory of affordances (Gibson, 1977, 1986). The theory has received

much attention in the information systems literature (Leonardi, 2013; Pozzi et al.,

2014; Seidel et al., 2013; Volkoff & Strong, 2013; Yoo et al., 2012; Zammuto et al.,

2007). The generic term, affordance was coined by Gibson (1977) as referring to all

“action possibilities” that can be objectively measurable, independent of the user’s

ability to recognize them, but always dependent on their capabilities to be realized

(Greeno, 1994; Hartson, 2003; Mcgrenere & Ho, 2000). In other words, the presence

of ”affordances” is not affected by whether users recognize them or not because they

objectively exist. However, users’ skills and capabilities determine whether they can

make use of these affordances in practice. Thus, actors perceive and behave in an

environment based on affordances or preconditions for an activity (Gibson, 1977,

1986). While affordances enable interactions among the actors and the environment,

they do not necessarily imply that the specific activity will occur (Greeno, 1994).

For instance, Microsoft Excel has the affordance to enable VBA macros2, with or

2https://learn.microsoft.com/en-us/office/vba/library-reference/concepts/getting-started-with-
vba-in-office
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without the users’ knowledge of such features and their coding ability. Even so, this

affordance can only be meaningful when Excel users are aware of it and can code in

the VBA programming language.

Gaver (1991) classified affordances into four quadrants based on two axes: infor-

mation availability and action possibility. By distinguishing these two aspects of a

design, the possibility of designing and analyzing properties of artifacts in their own

terms is enabled (Gaver, 1991, p. 81).

Perceptible affordances refer to affordances that exist with available perceptual

information that matches their intended use and is easy for users to operate. False af-

fordances (or in Gaver’s words, misinformation) refer to situations where information

available to the user, either intentionally or unintentionally, suggests an affordance

that does not exist; these may cause people to act without any real effects. A classic

example of an intentionally designed false affordance is the inclusion of a “close door”

button in elevators; they often have no real effect on the functioning of the elevator

but may cause an actor to act on the misinformation by pressing the button. Actors

are left to believe they influenced door closing, but the button often instructs nothing

to the elevator. Hidden affordances refer to situations where no information is avail-

able concerning an existing affordance; examples include the Easter egg features that

are part of many applications such as Google Search (e.g. typing “atari breakout”

into the search bar of Google.com and clicking on “I’m feeling lucky” will allow the

user to play the video game). Finally, correct rejection affordances refer to situations

where no information is available to users and no affordance has been designed for

the action (Gaver, 1991).

81



Ph.D. Thesis – M.M. Cheng McMaster University – HRM

Researchers in artifact design have proposed additional terms to describe inten-

tionally designed affordances that limit certain user behaviors (Lockton, 2005; Maier

& Fadel, 2009; Norman, 1998); these are referred to as intentionally limiting affor-

dances. Related terms include negative affordances (Maier & Fadel, 2009), anti-

affordances (Norman, 1998, p.11) and disaffordances (Lockton, 2005) that have taken

various forms such as greyed-out buttons on software or websites, compensation man-

agement systems, and computer configurations. For instance, the designer may leave

buttons on the interface of software appear faded or inactive, to prevent certain users

performing certain actions like adjusting an approved compensation plan, which may

lead to discriminatory outcomes. They are departures from traditional notions of

affordances as being solely supportive of user behaviours and have attracted signifi-

cant interest from researchers seeking to better understand their implications for both

users and for artifact design. Finally, as will be seen, ethical affordances are those

that have implications for moral choices, and they directly influence the distribution

of moral responsibility in AI contexts.

IDENTIFYING ACCOUNTABILITY VIA A THOUGHT

EXPERIMENT

The Methodology of Thought Experiment

I now use thought experiment methodology to examine the nature and distri-

bution of moral accountability tied to the design and use of HRM algorithms as a

function of the type of ethical affordances in play. Thought experiments, referred

to also as thought trials (Dietrich & Haider, 2015), imaginary illustrations (Lennox,
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1991), or metatheorizing (Carr & Zanetti, 1999), are mental exercises that explore hy-

pothetical scenarios and their potential outcomes (Gendler, 1998, 2011; Kornberger

& Mantere, 2020). They involve imagining a situation and reasoning through the

implications without actually carrying out the experiment in real life. Thought ex-

periments are commonly used in philosophy, physics, and other sciences to explore

complex concepts and theories; only recently have they been argued as suitable to

organizational behaviour and related fields, including HRM, industrial and organi-

zational psychology, entrepreneurship, and strategy (Aguinis et al., 2022) to explore

scenarios that are impossible and/or ethical to test in real-life.

My thought experiment is a setting involving the design and application of an

HRM algorithm for workforce management at a large corporation with multiple stake-

holders. The experiment is appropriate here for several reasons in a general sense.

First, it allows for the consideration of multiple perspectives and various potential

consequences of a range of decisions and actions, without the ethical, legal, and practi-

cal barriers that likely would exist in reality, versus within the laboratory of the mind

(Brown, 2010). Second, with the emerging nature of algorithm management, employ-

ers typically lack the motivation to share data with researchers especially when, as

is likely in this context, it contains sensitive employee information that could expose

the organization to legal and reputational risks. Third, there are practical limita-

tions to collecting large scale data from employers. The sheer size and complexity

of large businesses can make it challenging to gather comprehensive data, and eth-

ical concerns may arise in obtaining and utilizing sensitive information. Finally, as

with Schrödinger’s cat thought experiment in quantum mechanics (Aguinis et al.,
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2022; Schrödinger, 1935) 3, thought experiments can help researchers challenge exist-

ing assumptions and theories in emerging areas, such as the design and use of HRM

algorithms, by exploring alternative explanations for phenomena, and by refining the

theory-building process.

Specifically, I apply the decision tree framework proposed by Aguinis and col-

leagues (2022) to assess the feasibility of employing a thought experiment and to

determine the appropriate type of thought experiment to apply. The sequential pro-

cess of this decision tree is outlined as follows:

Decision Point #1: Is there a need to confirm or disconfirm theory?

There is a need to address the conflict between the two theoretical perspectives

and determine which theory holds more validity or relevance under specific conditions.

In particular, thought experiments provide a platform for defining and dissecting the

core concepts and assumptions of each theory. This process helps in uncovering

potential ambiguities or hidden premises that might contribute to the conflict. By

enhancing conceptual clarity, thought experiments lay a solid foundation for robust

evaluation. A thought experiment can provide a structured approach to clarify am-

biguous concepts and assess the implications of conflicting theories.

Decision Point #2: Can an imagined scenario model the theory?

An imagined scenario can effectively model the clash between the two theories.

By constructing scenarios that highlight the differences in predictions or outcomes

3Schrödinger’s 1935 thought experiment demonstrates an unresolvable paradox of quantum su-
perposition. In this experiment, a hypothetical cat inside a box is setup with a small amount of
radioactive substance. If the substance decays, it sets off a Geiger counter, leading to the release of
poison that could kill the cat. As the decay is a random probabilistic event, it is impossible to know
without opening the box whether the cat is alive or not. Therefore, according to the principle of
quantum superposition, the cat is simultaneously both alive and dead until an outside observer opens
the box to check, “collapsing” it into a definite state. Schrödinger used the example to illustrate the
absurdity of this existing view of quantum mechanics.
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between the conflicting theories, especially when factoring diverse stakeholders and

complexities in the scenario, it becomes possible to assign responsibility in more

nuanced ways. The thought experiment, in this regard, can provide a tangible context

for conducting such assessments.

Decision Point #3: Is the theory well-developed?

Since both theories are in conflict, it is safe to assume that they have been thor-

oughly developed and have gained recognition for their differing viewpoints, based on

the number of citations of each paper in their recognized field. This, in turn, provides

an opportunity for conducting rigorous comparative analyses through the application

of thought experimentation to enable an in-depth exploration of their respective metis

and limitations in a systematic, comprehensive manner.

Decision Point #4: Is the purpose theory confirmation or disconfirma-

tion?

Addressing the conflict between these theories extends beyond a mere determi-

nation of relative superiority. It also serves as a platform for potentially revealing

novel insights. This process involves not only examining which theory aligns more

consistently with intricate scenarios, but also probing into the areas where the theo-

ries diverge, seeking to discover new pathways or paradigms. In essence, the thought

experiment not only aims to confirm or disconfirm existing theories but also acts as

a “crucible” for generating fresh perspectives and refining our understanding, ulti-

mately enriching the associated discourse.

I argue that addressing theoretical conflict through a thought experiment aligns

well with the original four decision points. In following this decision tree, a thought

experiment becomes a suitable approach for navigating theory-based conflict using a
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Type IV experiment. I apply the Type IV thought experiment to conduct a compar-

ative assessment between two competing theories within the confines of a scenario.

In all, a Type IV thought experiment, which involves a comparative assessment of

conflicting theories, is the most suitable choice for addressing the theoretical conflict

at hand.

The Setting Underlying the Thought Experiment

ACME, a large company located in Country C, has purchased TalentAnalytica,

a management algorithmic solution, from Byte, a supplier of software. ACME is

currently using TalentAnalytica to evaluate the performance potential of both new

recruits and their existing employees. Respectively, the new recruits are evaluated

based on their job application and interview performance, while existing employees

are assessed based on their performance history. The software has a “fairness index”

feature intended to promote ethical management practices. The index is calculated

using a machine-learning algorithm based on the prior performance data of all ACME

employees in their HR department. Users can view the index to compare the treatment

of minority and majority groups and make any necessary fairness-related adjustments

to their HR decisions. This information can be shared with the union/employees

should management choose to do so. Though the HR managers do not fully understand

how the fairness index is calculated, they provided Byte with prior employee data on

which the machine learning model was built. ACME’s use of TalentAnalytica is subject

to the regulatory environment of Country C.
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Analysis of Accountability

To fully comprehend the accountability issues in the hypothetical scenario, it is

crucial to identify the stakeholders and their respective moral roles. Moral agents

and moral patients are two concepts useful in describing entities involved, in terms

of, for example, the capability to act morally and/or be the object of moral consid-

erations (Bryson, 2018). Moral agents are individuals or entities that have both the

autonomy and underlying knowledge to make moral decisions; as such they can be

held responsible for their actions (cf. Duranti (2005); Gray & Wegner (2009); Kant

(1785); Karlsson (2002)). Moral agents typically include managers, corporations, and

governments. In the thought experiment, Byte the algorithm designer, ACME the

algorithm user, and Country C, the HRM regulator are the primary moral agents.

On the other hand, moral patients lack moral autonomy but are still deserving of

moral consideration since they are the ones affected by the ethical decisions made

by moral agents. Therefore, ethical decision-making requires that the well-being of

these moral patients is taken into consideration by moral agents. (cf. Duranti, 2005;

Gray & Wegner, 2009; Kant, 1785; Karlsson, 2002). Moral patients include ACME’s

employees, job applicants, and the public.

Having identified the moral agents involved, the relative distribution of moral

responsibility can be examined. As I will document, the nature of the distribution

varies significantly depending on the type of ethical affordances involved. As a way

of fully characterizing moral responsibility in AI contexts, the Santoni de Sio and

Mecacci (2021) framework will be used; it consists of four forms of responsibility
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concerning AI: culpability, fair communication4, public accountability, and active

responsibility.

Culpability refers to both moral and legal responsibility for wrongdoing or harm

caused by an individual or organization (Calo, 2015; Matthias, 2004; Pagallo, 2013;

Sparrow, 2007). It has been highlighted, for example, in discussions relating to the

use of autonomous weapon systems (Heyns & UN. Human Rights Council. Special

Rapporteur on Extrajudicial, 2013; Meloni, 2016) and in the broader debate concern-

ing the degree to which algorithms and AI are explainable to stakeholders (Doran

et al., 2017; Mittelstadt, 2016; Pasquale, 2015). Importantly, culpability involves all

three moral agents in our thought experiment, Byte the designer, ACME the user,

and the Country C regulators. Specifically, as the software developer, Byte may be

culpable if TalentAnalytica causes harm or wrongdoing. That is, although ACME

provided the prior HR data to build the machine learning model, Byte has a re-

sponsibility to ensure that the algorithm is both transparent and does not unduly

discriminate against legally protected groups. If the fairness index is calculated in

a way that results in unfair treatment or harm to protected classes, Byte may be

culpable. Moreover, ACME, purchaser of TalentAnalytica has a responsibility to use

the software in an ethical manner. Specifically, since The HR managers at ACME

have access to the fairness index, they may have the capability to adjust their de-

cisions to ensure the use of TalentAnalytica does not cause harm. Alternatively, if

ACME fails to use the software in a fair and ethical manner, it may be culpable for

the harm caused. Finally, the regulatory arm of Country C has a responsibility to

oversee the fair use of technology in its jurisdiction. Accordingly, lack of awareness

4The authors describe this type of responsibility as “moral accountability,” but define it as “duty
of human persons to explain one’s reasons and actions to others”. Therefore, for the sake of clarity,
I use the phras “fair communication” to convey the original meaning of this terminology.
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for discrimination caused by TalentAnalytica could result in culpability for Country

C.

Fair communication refers to the duty of involved persons to explain their actions

and reasoning to others as appropriate (McKenna, 2012; Wolf, 1993). Medical doctors

for example, as moral agents, have an ethical obligation to explain the reasons for their

diagnoses to patients. This type of responsibility is regarded as a fundamental aspect

of being a reflective member of society (Gardner, 2007). It is especially relevant

when the use of algorithmic solutions directly affects individual applicants and/or

employees. As with culpability, all three moral agents in the thought experiment

have fair communication responsibilities. Byte, the developer of TalentAnalytica,

has a moral duty to explain to both ACME and the Country C regulators how the

fairness index is calculated and the basis for the predictions the algorithm makes.

Relatedly, Byte must take responsibility for adjusting the algorithmic design and/or

the user interface to ensure their explanations are explicit and accessible. ACME, as

the user of TalentAnalytica, has a moral duty to explain to their employees how the

fairness index is used to assess performance and as an aid in HRM decisions. ACME

must also take responsibility for decisions based on TalentAnalytica in relation to its

dealings with their employees, job applicants and regulators. Country C has a moral

duty to ensure the legal framework and the associated regulations are clear to the

major stakeholders including the designers and users. Clear guidance and support

must be provided to all parties should an employee file a formal complaint concerning

a TalentAnalytica-based employment decision.

Public accountability refers to the duty of moral agents to explain their actions
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in public forums as needed (Bovens, 2007). Relatedly, the effective design and im-

plementation of accountability mechanisms serves not only to improve the efficacy

of complex public decision-making processes, but also helps ensure the outcomes

are aligned with the principles of liberal democracy (Bovens, 1998, 2007). Indeed,

concerns have been raised regarding the legitimacy and desirability of AI-based au-

tomated decision-making in public administration contexts (European Commission,

2019; Hildebrandt, 2019; Noto La Diega, 2018). Difficulties associated with explain-

ing and ensuring a full understanding of algorithmic decision-making processes (the

“black box” problem); Castelvecchi (2016) are often highlighted in these debates.

Moreover, challenges to clear explanations may arise not only because of technical

black box matters, but also due to organizational and legal black boxes created or

amplified by using AI in public administration (Noto La Diega, 2018).

Public accountability issues are likely to be especially challenging if the developers

and/or users of HRM algorithms are publicly listed corporations, as they would then

likely be subjected to a wider range of shareholders and interests, relative to closely

held entities. As with the fair communication requirement, Country C regulators

as public agents have a responsibility to establish and enforce a legal framework

applicable to the design and use of HRM algorithms. It should ensure that designers

and users of algorithmic solutions are transparent about their use, as reflected by

auditability and bias free decisions. Regulators should also provide a public forum

where concerns about the use of algorithmic solutions in general can be raised and

investigated.

Active responsibility refers to the duty to promote and achieve societally shared

goals and values (Bovens, 1998). As such, it is future-oriented and involves the
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objectives, principles, and legal standards that professionals, including programmers,

are expected to uphold, in addition to outcomes they should work to prevent. In the

thought experiment, both Byte and ACME have active accountability responsibilities

tied to the use of TalentAnalytica. Byte must ensure that their algorithmic solution

promotes ethical practices, including fairness and non-discrimination; their algorithms

should be designed and thoroughly tested with these considerations in mind. If the

use of TalentAnalytica perpetuated unfair discrimination, Byte would be failing in

their active responsibility to promote societal goals and values. ACME, as the user,

also has active accountability as they must share their goals and values in a clear

manner with Byte to proactively work to minimize the potential for harm in the

design and use of the software. This includes ensuring that the fairness index is

both legally compliant and consistent with the internal values of ACME. If ACME

fails to take these steps, and the system perpetuates the bias or discrimination of

the designers, they would be failing in their active responsibility to promote societal

goals and values. Given the moral agents involved and the four areas in which they

potentially have ethical responsibility have been identified, I now address the manner

in which various types of ethical affordances are implicated in the relative distribution

of moral responsibility.

THE ETHICAL AFFORDANCES OF ALGORITHMS AND MORAL

DISTRIBUTION

Based on Gibson(1977; 1986)’s concept of affordance, I use ethical affordance

to refer to the affordances that enable the moral agents associated with the design

and use of HRM algorithms to fulfill their responsibilities. Ethical affordances are
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objectively measurable moral action possibilities (which may or may not be recognized

by the user) that depend on user capabilities for moral responsibilities to be effectively

fulfilled. They can be thought of as control knobs associated with an algorithm that

characterize the distribution of culpability, fair communication, public accountability,

as well as the responsibility for actively promoting societal goals and values. As

will be seen, these knobs are typically, but not always, perceptible to users, via a

button, menu item, or toggle of the software. As noted earlier, affordances can also

be (un)intentionally designed to be false or hidden (Gaver, 1991; Gibson, 1977, 1986).

Figure 4 summarizes the categorization of the Gaver (1991) affordances quadrants

based on whether the information related to the affordance is available and whether

it points to a moral action.

————————————
Insert Figure 4 about here.
————————————

Importantly, designers are an especially crucial moral agent as they determine how

ethical affordances are presented to users. That is, the knobs associated with ethical

affordances are a product of the deliberations and choices made by designers during

the development phase. These involve both the use of mathematical models and

user-provided data. Typically, HRM algorithms involve heuristic statistical models

that efficiently use analytical resources to provide immediate recommendations for

decision-making (Cheng & Hackett, 2021). These heuristics are implemented not

only through major decisions such as the inclusion or exclusion of variables, the causal

assumptions made, and the selection of the desired model outcomes, but also through

relatively minor decisions such as data sifting (Sambasivan et al., 2021). Moreover,

although the mathematical choices made during algorithm design may not appear
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to have ethical consequences, ultimately they are often implicated (Passi & Sengers,

2020).

Consider a scenario in which TalentAnalytica is used to predict the performance

of a job applicant based on their employment history, but there are gaps in the his-

tory. To address missing data for such applicants, the Byte designers must make a

mathematical decision concerning how to replace the missing data as part of assess-

ing applicants’ potential. They may, for example, select an imputation technique to

estimate the missing data based on the patterns in the available data (Enders, 2017).

Importantly though, imputation techniques may differ in their impacts on diversity,

equity and inclusion (DEI) and on the degree to which there is capability to counter-

act the implications associated with the historical oppression of marginalized groups

(Woods et al., 2023). A potential issue, for example, is that applicants with missing

history may have different outcomes than those who are included, resulting in biased

conclusions concerning selection system effectiveness, as the outcomes of the missing

data imputation may be more favourable in one group than the other. For example,

some historically marginalized groups have had limited access to certain training op-

portunities or have faced discrimination affecting their past performance evaluations.

When imputing missing data for these groups, the algorithm might generate higher

performance predictions than what would have been the case if the true historical

data were available. In this scenario, although the mathematical imputation tech-

nique may appear not to have ethical implications, it may yield biased predictions

and unfair treatment.

Crucial to the current discussion is that the designer has choices to make con-

cerning both the selection of the imputation technique and whether there will be a
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visible menu item for the users to make a change (a perceptible ethical affordance) or,

to keep the interface simple, the imputation choice will be hidden (a hidden ethical

affordance). Both choices have moral consequences and result in different responsi-

bility distributions. Accordingly, as shown in Figure 4, I contend that in relation to

Gaver’s (1991) affordances quadrants, that ethical affordances should also be cate-

gorized according to whether the affordance is perceptible, as well as to whether a

moral action is indicated. The availability of ethical affordance and the perceptibil-

ity information associated with the affordance are both crucial to the determination

of the responsibility distribution among the moral agents associated with the design

and use of the algorithm. For instance, if Byte both provides ACME with a toggle

to control how the missing data are calculated along with a clear explanation of the

potential ethical implications associated with each type of mathematical decision, a

perceptible ethical affordance results; importantly, responsibility for this component

of the algorithm is then effectively redelegated from the designer Byte to the user

ACME.

More broadly, as I will now illustrate, the framework in Figure 4 can be used to

clearly examine the accountability of the various moral agents in both the development

and execution phases associated with HRM algorithms. As will be seen, application of

the framework also lends clarity to the primary differences between the management

and computer science disciplines regarding the distribution of ethical responsibilities

involving the design and use of these algorithms.
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Perceptible and Real Ethical Affordances and Moral Distribution

As described earlier, the concept of perceptible ethical affordances refers to as-

pects of the user interface that explicitly present information that points to moral

actions that could artifactually enable or constrain the ethical behavior of users. The

focus of perceptible ethical affordances rests both on the perceptible nature of the

design feature to users, and that the option is real, yielding a means to achieve eth-

ical objectives. In the thought experiment, the fairness index designed by Byte as a

component of TalentAnalytica would be characterized as a perceptible ethical affor-

dance only if its features were both perceptible to users and if they enabled ACME to

achieve their intended DEI outcomes. More broadly, perceptible ethical affordances

via visible interfaces, warnings, or grey-out buttons, directly impact the nature of the

distribution of culpability and active accountability associated with moral decisions.

As such, it is important to explicitly examine their role in both the development and

execution of HRM algorithms.

Development Phase: As addressed in the earlier imputation technique exam-

ple, designers, during the HRM algorithm development phase, have the option of

incorporating perceptible ethical affordances that redelegate culpability and active

accountability. These affordances have the potential to align with legal and moral

requirements, and support shared goals and societal values. For instance, during the

Covid-19 pandemic, AI systems could incorporate interfaces that allow users to make

accommodations for employees in protected classes including sex, disability, or care-

giver status (Cheng et al., 2022). By including these as selectable options, ACME

could adjust the outputs to allow for ethical decisions that prioritize inclusivity and
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reflect the regulatory framework in Country C. Relatedly, ethical affordances could

be designed to restrict ethically risky behaviour by including perceptible warnings

or grey-out buttons that cannot be modified by users. For example, TalentAnalytica

may display a warning message or a grey-out button to ACME staffers who attempt to

deny accommodations legally required in Country C. Moreover, the design may entail

that these restrictions could be overridden only if certain criteria are met, for exam-

ple, if ACME moved its operations to Country D, where different accommodations

were required (Kozuka, 2019). By providing these perceptible ethical affordances,

TalentAnalytica could not only guide ACME users towards behaviour in compliance

with legal and moral requirements, but also restrain them from unethical decisions.

For both Byte and ACME, culpability would be reduced, and active responsibility

promoted.

Regarding the goal of fair communication, the perceptible affordances must both

support users’ moral actions and provide clear, understandable instructions and ex-

planations concerning moral objectives. For example, when TalentAnalytica recom-

mends an employee promotion, a clear explanation for the recommendation must be

included that addresses how the decision aligns with both the ethical requirements

outlined by ACME and the Country C regulatory framework. Instructions via user

manuals or help functions should also be provided so that the recommendation pa-

rameters can be adjusted by ACME. By providing explanations and instructions,

Byte promotes ethical decision-making through TalentAnalytica and enables ACME

to better understand and utilize the algorithm so that users make informed decisions

and can take responsibility for their actions.

Public accountability can be fostered using perceptible ethical affordances by

96



Ph.D. Thesis – M.M. Cheng McMaster University – HRM

helping to ensure transparency and traceability of actions taken within the algo-

rithm. An option can be designed into TalentAnalytica that records and tracks the

actions taken during the recruitment and selection process. The record would include

critical information such as job requirements, applicant qualifications, and the reasons

for selecting or rejecting each candidate, with the capability to identify and record

potential biases in the process. This transparent traceability enables the evaluation

of algorithmic functioning, fostering public accountability (Mittelstadt, 2016).

In all, the creation of perceptible ethical affordances for users during the algo-

rithm development phase has the potential to shift some moral responsibility from

the designer to the users of the software. While the incorporation of these affor-

dances does not absolve the fundamental responsibility of the designer to provide an

algorithm that is fair, unbiased, and aligned with legal requirements, it does enable

users to act in ways consistent with their moral guidelines, be aligned with regulatory

requirements, and live up to societal values including fairness and justice (Köchling

& Wehner, 2023), to mitigate ethical concerns. Fair communication and public ac-

countability are also promoted.

Execution Phase: Designers also have the option of incorporating perceptible

ethical affordances into the execution phase of HRM algorithms. Mechanisms that

identify and address biases in the algorithm during its application can be added that

allow ACME to act proactively to prevent biased decision-making. The execution

phase also presents an opportunity for designers to incorporate channels for user

feedback to foster fair communication between users and moral patients that serve

to identify areas in need of improvement. For example, if Byte provides a help desk
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or ticket system for ACME to provide feedback concerning the functioning of Talen-

tAnalytica, execution can be revised as required to limit unintended outcomes in a

timely manner. The nature of the adjustments can then be shared with stakeholders

including job applicants. TalentAnalytica should also be designed in the execution

stage to yield the data required by ACME to comply with Country C legal require-

ments. Relatedly, Country C has a moral responsibility to design and implement

regulatory apparatus to effectively monitor ACME and its use of TalentAnalytica for

legal compliance. Establishing mechanisms for external auditing and evaluation of

algorithmic outcomes provides an additional layer of public accountability.

Finally, the range of issues raised above suggests that the distribution of moral

responsibility among the designers, users, and regulators during the execution stage is

notably murky due to the complexity of algorithmic systems and the potential for un-

intended consequences. For example, users may lack the technical expertise required

to identify and correct algorithmic biases in the algorithm without ongoing support

from the designers. Designers may also need to be involved if the incorporation of

user feedback requires substantial structural changes to the algorithm. Finally, reg-

ulators may not be in a strong position to offer legal guidance should they lack the

institutional expertise to evaluate algorithmic systems. In all, given the current state

of technological development and societal structure, accountability at the application

stage is unclear. As such, all the major stakeholders have an active role in promoting

ethical decision-making and ensuring that the algorithmic system operates in a fair

and transparent manner.
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Perceptible But False Ethical Affordances and Moral Distribution

As described earlier, some ethical affordances are false in that they are perceiv-

able and actionable, even though the associated action may be invalid or misleading.

False ethical affordances (comparable to the “close door” button on many elevators)

do not have a real ethical effect and can result in undesirable consequences, as the

recommended transparent action has no measurable effect and/or simply misleads

users into a false sense of ethical decision-making.

An example of a false ethical affordance is an HRM analytical tool that produces

recommendations based on a spurious as opposed to a causal model. Byte, for exam-

ple, may have included resume errors in its screening algorithm for the assessment of

job applicants at ACME, based on patterns picked up by its machine learning algo-

rithm. Even so, Cheng et al. (2018) states that selection models that use correlated

rather than causal variables, such as resume errors, may result in candidate pools that

are potentially discriminatory. Furthermore, when decisions, such as candidate se-

lection, rely on spurious associations between variables, the resulting outcomes may

become unreliable, without significant improvement from random selection (Cheng

et al., 2018). In such scenarios, the user is led to believe their employees have, for

example, been selected based on conscientiousness but the reality is that no mean-

ingful prediction has been provided. Byte has culpability in such contexts for failing

to ensure that an actionable affordance in TalentAnalytica fulfills its intended non-

discriminatory ethical objectives.

Related to the above example, there is also the potential for perceptible ethical

affordances to yield misleading instructions and/or explanations that compromise fair
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communication. For example, as part of Byte’s automated resume screening function,

the explanation for a denied application may be inaccurate or unclear. ACME may

be left to believe that the hiring denial of a protected class was reasonable and fair

when in fact it was random (Cheng et al., 2018) and/or inadvertently discriminatory.

False ethical affordances can also occur because of incomplete or unavailable his-

tory in the algorithm system, where user actions are not fully tracked, resulting in

biases in the algorithm of public concern. For example, if TalentAnalytica does not

save a record for the initial parameters and/or fluctuations of the fairness index it

would not be able to provide recounts that fulfill public accountability requirements.

Many of the examples above align with the Bryson (2018) categorization of situ-

ations in which the artifact fails to perform as intended, suggesting that the designer

should be held accountable. Indeed, during the execution phase of an HRM algorithm,

poor implementation of the mechanisms that exist to identify and address biases (e.g.,

internal identification, feedback incorporation, and external auditing) can pose a sig-

nificant problem. If these mechanisms are found to be invalid, the algorithm will not

operate as intended. TalentAnalytica, for example, may have mechanisms allowing

users to both flag potential biases and suggest corrective measures, but if Byte failed

to incorporate these findings into TalentAnalytica 2.0, the biases may be perpetu-

ated, resulting in unfair hiring practices. In any case Byte, the designer, has active

responsibility to ensure such mechanisms are valid and function well to support both

ACME and societal values.

In addition to misleading users, invalid mechanisms mislead Country C regulators.

For instance, if when audited, the ethical check button yields “green check” in the

face of invalid mechanisms, job applicants are harmed by denied opportunities due to
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biases. Public accountability suffers because Country C regulators have been misled.

As implied earlier, designers are notably responsible for false ethical affordances,

regardless of the phase in which the issues appear, because they created misleading

features. Relatedly, designers are in the best position to understand the limitations

and potential risks of their algorithmic systems. They have access to the: (1) infor-

mation concerning the design process, (2) data used to train the algorithm, and (3)

decision-making rules that the algorithm follows. Thus, it is the designer’s respon-

sibility to recognize and address false ethical affordances in the system. This may

involve modifying the algorithm to remove false affordances, enhancing the trans-

parency and accountability of the system, and/or seeking input from users and other

stakeholders to identify areas for improvement. Users, in comparison, likely lack the

technical ability or knowledge to recognize false ethical affordances and/or understand

their implications. Similarly, given the number of algorithmic systems in use (Cheng

& Hackett, 2021), regulators likely lack the resources and/or expertise to fully moni-

tor and evaluate them. In all, Martin’s (2019) perspective is especially applicable to

the case of false ethical affordances, where designers must take responsibility for the

ethical and social implications of the algorithmic systems they create and implement.

Users and regulators are likely to lack the means to identify false and/or misleading

ethical affordances in the application phase.

Real But Hidden Ethical Affordances and Moral Distribution

As referred to earlier, some affordances are hidden, often intentionally, by design-

ers and remain obscured until a user takes action to reveal them (Gaver, 1991); the
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“swipe left to delete” function found in many native mobile apps is an example. Hid-

den ethical affordances potentially allow for user control and ethical decision-making,

but they are not immediately apparent because designers opt to lessen the overall

visual complexity of the algorithm and streamline workflow. In TalentAnalytica for

example, affordances that boost productivity and profit margins may be perceptible,

while many ethical affordances are hidden.

An area in which ethical affordances could easily be hidden involves the mathe-

matical model used to establish fairness criteria. There are several alternatives here,

each with a potentially different impact on the false positives and false negatives asso-

ciated with various applicant groups (Chouldechova & Roth, 2018). The designers at

Byte could elect to default to a single fairness criterion without giving HR at ACME a

knob or a pull-down menu displaying the choices available to adjust the initial param-

eters, or to access the available capabilities to retrain the model. The impetus can be

to promote the software as foolproof and/or to provide a more streamlined interface.

Importantly, ACME can adjust the fairness index to suit their needs once they know

that it is possible, but this typically requires a high level of software proficiency as

hidden ethical affordances may or may not be explicitly documented in user manuals.

The use of hidden ethical affordances for the purposes of marketing and ease of

use is a design choice notably at the crux of the accountability debate. Specifically,

computer scientists tend to believe that software programs are designed as clear boxes,

in which all the processes and outcomes are transparent and easily understandable

(Bryson, 2018). In comparison, management researchers tend to criticize the black

box nature of the software, in which the processes and outcomes are opaque and

difficult to understand (Johnson & Ruane, 2017; Martin, 2019). The choice to hide
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certain ethical affordances for the sake of marketing and a streamlined interface likely

contributes to the black box perceptions and potentially creates ethical issues when

users are unaware and/or lack access to all of the ethical implications embedded in

the HRM algorithm.

The responsibility of designers concerning hidden ethical affordances is threefold.

First, they must ensure that hidden ethical affordances align with legal and moral

guidelines, as well as societal values, in a manner comparable to the requirements for

perceptible ethical affordances. Second, the range of ethical affordances should be pri-

oritized so that the most important ones are made perceptible to users. Third, even

hidden ethical affordances should be extensively documented as part of a compre-

hensive user manual. Relatedly, user training should address the existence of hidden

ethical affordances and how to utilize them. In this way, designers can fulfill their

responsibility to foster ethical decision making among users.

Users, in addition to designers, bear some responsibility concerning hidden ethical

affordances. First, users should adopt an outcome-driven perspective to re-examine

the algorithm decisions from an ethical perspective (De Cremer & Kasparov, 2022)

and not rely solely on the designers. Second, users should aspire to actively learn

about hidden ethical affordances and master them to take maximum control of the

ethical decision-making process and ensure the algorithm is as fully aligned with their

ethical values as possible. Lastly, users should highlight to designers the hidden ethical

affordances they regard as most critical, and request that they be made perceptible in

algorithm updates, as part of ongoing feedback to designers concerning their product

offering. By working collaboratively with designers, users can create an environment

where ethical considerations are at the forefront of program development and usage.
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Finally, the Country C regulator could consider playing a role in bridging the gap

between the skill level of users (HR staff at ACME) and the complexity of algorithms

with hidden ethical affordances, by for example, establishing licensing requirement

(analogous to that required for the operation of motor vehicles) before an organiza-

tion can purchase and use HRM algorithms. Certification would require that oper-

ators understand the ethical implications of the algorithm, including the ability to

appropriately use hidden ethical affordances. Of course, as raised in connection with

the potential role of regulators in other areas of algorithmic development and use,

the viability of a certification process would depend on them having the resources

required for its design, implementation, and enforcement.

In all, regarding hidden ethical affordances, the major stakeholders all have moral

responsibilities. Designers must prioritize ethical affordances and make the crucial

ones perceptible, while documenting and training users on the hidden options as

documented in the user manual. Users have the responsibility to have an outcome-

driven perspective that does not rely solely on the designers. This involves learning

and mastering the hidden ethical affordances as well as requesting software updates

as appropriate. Regulators can design and implement licensing requirements to help

ensure the skill level of users is up to the task of ethically and effectively using HRM

algorithms.

The ethical affordances of HRM algorithms, their definitions, examples, and sug-

gested attribution of accountability are described in Table 5.

————————————
Insert Table 5 about here.
————————————
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DISCUSSION AND FUTURE RESEARCH DIRECTIONS

The theoretical contribution of this paper lies in its innovative introduction of a

design-centred perspective to help evaluate and understand the ethical implications

associated with the design and use of HRM algorithms. I highlight the conflicts

between two views, one rooted in computer science and the other in management,

regarding who should bear moral responsibility in various contexts. Various factors

that impact the distribution of moral responsibility among multiple stakeholders in-

cluding designers, users, and regulators are examined using the ethical affordances

construct, a pivotal concept that clarifies the nature of the distributions of the in-

volved. A thought experiment is used to illustrate how the application of the ethical

affordances framework provides a clearer basis for analyzing and assigning moral re-

sponsibility among major stakeholders. Four forms of moral responsibility: culpabil-

ity, fair communication, public accountability, and active responsibility are examined.

The application of the framework demonstrates how different types of ethical affor-

dances result in varying distributions of moral responsibility among stakeholders. I

now suggest several areas for future research.

First, there is a need to examine how the developers of algorithms can incorporate

ethical affordances into their products to improve transparency, accountability, and

user acceptance. Despite having the means and knowledge to contribute as well

as some preliminary discussions (Ettlinger, 2018; Shin & Park, 2019), as a practical

matter, management researchers have rarely been involved in the development and/or

theorizing of affordances. Among many examples, HRM algorithms can explicitly

include the measurement of constructs concerning trust, satisfaction, and fairness, and
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such affordances with ethical implications can increase the confidence users have in

the output. For instance, trust argumentation conceptualizes the trust relationships

between users and recommenders (friends or strangers) to filter out unreliable or

biased recommendations to improve recommendations to the users (Bedi & Vashisth,

2014). HRM Researchers could also contribute to the customization of these ethical

affordances to meet the specific needs and values of various stakeholders, including

employees, customers, and regulators, particularly in the HRM context. For instance,

if the female group of employees perceive the HR system as less fair with high barriers

to voice, an affordance of surveys and further voice channels can be added to increase

the perceptions of justice and job satisfaction. The overall goal here is to improve the

design and effective adoption of HRM algorithms in organizations.

Second, I warn against the marginalization of HR researchers and practitioners

in the crucial regulatory processes governing the emerging field of management algo-

rithms. With the increasing adoption of algorithms in various organizational settings,

it is becoming essential to establish frameworks and guidelines that comprehensively

assess the ethical and legal implications of these technologies (DeVos et al., 2022),

involving professionals with domain expertise. Responding to the calls from the com-

puter science discipline that everyday users should be empowered to contribute to the

auditing of complex algorithms (Shen et al., 2021), HR and management researchers

could help develop a comprehensive regulatory framework to fully evaluate the impact

of algorithms on all the major stakeholders, and to help ensure compliance with legal

and ethical standards. Moreover, cross-disciplinary researchers can collaborate with

policymakers, industry associations, and governments to develop standards and best

practices for algorithmic governance that balance innovation, efficiency, and social
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responsibility. Such collaboration can facilitate a more comprehensive understand-

ing of the challenges and opportunities associated with algorithmic decision-making

to foster greater transparency and accountability, to ultimately build public trust in

these technologies.

Third, while drafting this dissertation, I noticed the emergence of new tools often

categorized as “AI (Artificial Intelligence),” such as ChatGPT, which could potential

impact HRM (Andrieux et al., 2024). Early scholarly work in management, informa-

tion system, and human resources management have described such technologies as

either a research frontier, a system, or capabilities that encompass but are not limited

to those explained by other algorithms (Berente et al., 2021; Jia et al., 2024; Varma

et al., 2023). However, it is crucial to recognize that such systems often lack the

true “intelligence” inherent in humans. They execute tasks without comprehension,

communicate without emotions, and make recommendations without moral reflec-

tions. Additionally, I argue that the term “Artificial Intelligence” may overstate the

capabilities of AI systems, leading to unrealistic expectations or even fears about

their potential impact on society. Therefore, although it may be challenging to forego

employing the term “AI,” I propose adopting more accurate and nuanced language

when addressing this subject in the future, such as “machine learning,” “neural net-

works,” or “GPT” to better reflect the actual capabilities and limitations of those

systems. Moreover, I also call for a thorough examination of those capabilities and

limitations through the lens of affordances, particularly those of ethical and moral

implications. Such in-depth understanding can also serve to centralize HR researchers

and practitioners in the governance of algorithmic management.

Lastly, given the increasing complexity of management algorithms, there is a
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growing demand for specialists proficient in analyzing and evaluating intricate algo-

rithmic outcomes and their interaction with HR systems. As a result, the urgency

for specialized business education and certification is a pressing concern. The intrica-

cies of these algorithms require both technical knowledge and a deep understanding of

the role of HRM in organizations, including the promotion of ethical decision making.

This blend of knowledge is required especially to, for example, identify and prioritize

ethical affordances that are perceptible. Relatedly, HRM specialists well-versed in

both complex algorithm analysis and HR system dynamics are crucial to enhancing

software interpretation, execution and adaptation. The creation of targeted programs

and certifications aids in educating HRM algorithm participants, ensuring their adept

and ethical utilization.

CONCLUSION

My exploration of the contentious issues surrounding accountability in the de-

sign and use of HRM algorithms, reveals blurred boundaries of responsibility among

the major stakeholders (i.e., designers, users, affected applicants and employees, and

regulators). By applying affordance theory from an artifact-centric perspective, I

highlighted various types of ethical affordances that each raise different ethical con-

siderations. In the process, I developed a framework that can be used to assign various

levels of moral responsibility more clearly to the various moral agents involved in the

design, use, and regulation of management algorithms. Among other considerations,

the framework highlights differences among the ethical affordances in the level of

perceptible information offered to users. Areas where stakeholders can usefully col-

laborate to address accountability issues were also identified. In all, the framework
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provided yields important insights and recommendations to guide the design and use

of HRM algorithms in an ethical, socially responsible manner.

My framework contributes to both the theoretical and applied realms. From a

theoretical standpoint, I lend much needed clarity to ongoing debate concerning how

to attribute moral responsibility to various actors involved in the design and use of

management algorithms. The related insights provide the foundation for theory de-

velopment by offering new perspectives concerning the complex accountability issues

associated with the design and use of HRM algorithms. From an applied perspec-

tive, I offer many practical suggestions for designers, users, and regulators, especially

highlighting the importance of designing ethical affordances that are perceptible to

users and to other stakeholders, as well as the need for comprehensive user docu-

mentation and training. Finally, I also call for regulatory institutions to establish a

comprehensive legal framework, and to advocate for a certification system for users

of HRM algorithms to build confidence in their design and use among the range of

major stakeholders.
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Chapter 5 OVERALL CONCLUSION AND FUTURE RESEARCH

AGENDA

This thesis consists of a review paper and two conceptual papers focusing on

HRM algorithms, with the overarching goal of making research concerning HRM

algorithms more relevant to the major stakeholders. Significant gaps between HRM

research and practice can be addressed using my conceptual frameworks to enhance

our understanding of algorithmic fairness and the delegation of moral accountability.

My review paper critically examines the use of algorithms in HRM and highlights

the cautious outlook in the existing scholarship. It emphasizes the need for high-

quality research to bridge the gap between academics and management practice,

shedding light on the definition of HRM algorithms and exploring specific topics

and pressing research questions. By considering both academic research and trade

journal articles, I provide a comprehensive view of the field.

The two conceptual papers address key fairness and accountability issues associ-

ated with HRM algorithms. The first conceptual piece presents a conceptual frame-

work to enhance our understanding of algorithmic fairness in HR management. By

examining perspectives from both computer science and management, I broaden the

definition of algorithmic fairness by incorporating causal, legal, and moral compo-

nents. The framework highlights the importance of traceability in HR algorithms,

offering researchers and practitioners an opportunity to review and identify potential

systemic discrimination in management systems.

The second conceptual paper adopts an artifact-centric approach to analyze

the properties of HRM algorithms and explores the ethical implications in various
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decision-making scenarios. It applies the concept of ethical affordances to the de-

velopment and use of HRM algorithms thereby yielding a framework that provides

a basis for clearly assigning moral responsibility to various stakeholders during both

the development and execution stages.

Based on the findings and frameworks presented in this thesis, there are three

primary streams of future research that can advance the field:

Theoretical Advancements : Given the limited body of theoretical research con-

cerning HRM algorithms, my objective is to extend the affordance-oriented theoretical

perspective regarding their use. This extension aims to contribute valuable insights

for the design science and software development of such algorithms, lessening the gap

between the HRM field and information systems, computer science/AI, and AI ethics.

In a related domain, Karahanna et al. (2018) present a theoretical perspective on

social media use, emphasizing needs-affordance-features based on self-determination

and psychological ownership theory. They highlight the affordances offered by social

media applications to fulfill psychological needs. However, HRM algorithms are inher-

ently more intricate than the psychological needs of a homogeneous body of “users”

of similar interests. As I highlight, HRM algorithms encompass a blend of statistical,

legal, and moral considerations across various stakeholders. Further exploration from

a design science standpoint can articulate the specific affordances tailored for differ-

ent stakeholders beyond a moral perspective. Additionally, design science research

can leverage my proposed recommendations to offer guidelines for developing effective

features in HRM algorithms. Understanding the effects of synergies (complementary)

or conflicts (substitutive) among different affordances designed to meet the needs of

diverse stakeholders is crucial. These aspects present intriguing avenues for future
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design science research, offering potentially fruitful paths for HRM algorithm studies

to discern how to effectively balance the power dynamics within the HRM system.

Empirical Application of AI Instruments : Following the rapid evolution of AI

instruments, my empirical research focuses on harnessing the capabilities of AI in

OB/HRM research methodology. This trajectory includes but is not limited to: a.

Integration of AI algorithms and simulations in experiment design: This involves the

incorporation of AI algorithms and simulations to attain near-perfect control over ex-

perimental conditions. b. Automatic pattern recognition and hypotheses generation:

Utilizing AI for automated pattern recognition to dissect complex research trends

and generate hypotheses based on identified patterns. c. Text analysis based on natu-

ral language processing and generative AI models for qualitative analysis: Leveraging

natural language processing and generative AI models for comprehensive text analy-

sis, particularly in qualitative research, to extract meaningful insights. d. Chatbots

and advanced programming for survey administration: Employing chatbots and so-

phisticated programming techniques to enhance the process of survey administration,

ensuring efficiency and participant engagement. The integration of these AI-driven

methodologies holds the potential to revolutionize organizational behaviour and HRM

research by providing more robust experimental control, efficient pattern recognition,

deeper qualitative insights, and streamlined survey administration. Embracing these

advancements is pivotal for staying at the forefront of research practice.

Investigating Bias and Discrimination: A key aspect of my future research agenda

involves actively investigating bias and discrimination issues tied to HRM algorithms.

I will focus on identifying and mitigating algorithmic biases, examining fairness and

equity of decision-making processes, and investigating potential discriminatory effects
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on various demographic groups. Furthermore, I will explore strategies to reduce bias

in data collection, preprocessing, and algorithmic models while considering the eth-

ical and legal implications of algorithmic biases in HRM practices. Following the

spirit of affordance-oriented theoretical contribution and harnessing the computa-

tional power of AI instruments, my research aims to contribute to the development of

fair, unbiased HRM algorithms. By advancing theoretical understanding, conducting

empirical studies, and investigating bias and discrimination, future research in the

field can contribute to the development of responsible and effective HRM algorithmic

practices. This multidimensional approach will help bridge the gap between theoreti-

cal frameworks and practical applications, leading to more informed decision-making

and improved HRM outcomes.
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Chapter 6 AFTERWORD

To my fellow researchers, particularly PhD students and those embarking on the

path of pursuing an artifact-centric research perspective from a management view,

I want to acknowledge the challenges and excitement that lie ahead. This stream

of work can be daunting, given its interdisciplinary nature and the rapid develop-

ment of the practice. With an overwhelming number of new articles emerging from

various disciplines such as computer science, AI robotics, AI ethics, information sys-

tems, operational management, and general management, along with the continuous

emergence of disruptive tools like generative AI, it can be intimidating to ponder the

question, ”What can I do?”

However, I want to assure you that you are not alone in this journey. We are part

of a vibrant community of researchers who are collectively pushing the boundaries of

knowledge in this field. Despite the ever-evolving landscape, we have the opportunity

to contribute meaningfully to the understanding of artifact-centric research and its

implications for management. The key is to keep trying, remain curious, and embrace

the interdisciplinary nature of our work. By collaborating and exchanging ideas,

and engaging in ongoing dialogues with scholars across various disciplines, we can,

hopefully, collectively answer the question, ”What can we do?”

It’s important to remember that we have a supportive network of researchers who

are willing to help and collaborate. Don’t hesitate to reach out to me or others in the

field whenever you need guidance, advice, or simply someone to bounce ideas off of.

Together, we can navigate the intricacies of this research stream and make valuable

contributions to our field.
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Figure 1: Published articles on HRM algorithms over time
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Figure 2: Comparison of Percentages of Publications in Popular Media and Trade
Journals
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Figure 3: A Process Model of Building Algorithmic Fairness in AI Management
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Figure 4: Categorization of Affordances Based on the Availability of Information
and Affordances (Modified from Gaver (1991))
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Table 1: Peer-reviewed Journal Articles on HR Topics

Study Authors Journal Subject Area*
Purpose of the

Algorithm in HRM
Koch and
Rhodes (1981)

Journal of Voca-
tional Behavior

Organization Behav-
ior/Studies, Human
Resource Manage-
ment, Industrial
Relations

To predict the
turnover of female
workers

Kroeck, Barrett,
and Alexander
(1983)

Journal of Ap-
plied Psychology

Psychology To predict recruit-
ment and perfor-
mance outcomes
under imposed quota
for minorities

Boudreau and
Berger (1985)

Journal of Ap-
plied Psychology

Psychology To describe how own-
ership separations
and acquisitions
influence human
resources

Strub, Lapinsky,
and Abrahamson
(1994)

The Journal for
Quality and Par-
ticipation

Operations Re-
search, Management
Science, Produc-
tion & Operations
Management

To reduce HR over-
head

Swartz (2003) Journal of Busi-
ness and Eco-
nomic Statistics

Economics To analyze bidding
behaviour in final-
offer arbitration

Hall, Racine,
and Li (2004)

Journal of the
American Statis-
tical Association

Economics To predict female la-
bor force participa-
tion

Gerchak, Green-
stein, and Weiss-
man (2004)

Group Decision
and Negotiation

General & Strategy To estimate the arbi-
trator’s hidden judg-
ments in final offer
arbitration

Hatfield and Mil-
grom (2005)

The Ameri-
can Economic
Review

Economics To match the bi-
lateral contracts
between individuals
and organizations

Continued on next page
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Table 1 – continued from previous page

Study Authors Journal Subject Area*
Purpose of the

Algorithm in HRM
Gilbert and
Strauss (2007)

Technometrics Operations Re-
search, Management
Science, Produc-
tion & Operations
Management

Using constant social
interaction data
(phone calls, e-mails,
co-authorships,
scholarly references
or citations) to
predict the same
variables in the
future

Grilli and
Rampichini
(2007)

Structural Equa-
tion Modeling:
A Multidisci-
plinary Journal

Marketing To estimate the job
satisfaction of gradu-
ates

Fabi, Raymond,
and Siemsen
(2007)

Journal of
Management
Information
Systems

Management In-
formation Systems,
Knowledge Manage-
ment

To forecast the most
recent in a sequence
of time series obser-
vations

Lutz and Spin-
newijn (2008)

Journal of Labor
Economics

Economics To understand the
trade-offs between
profit sharing and
fixed wages

McCarthy, Ben-
jamin, and Ri-
vard (2008)

Journal of
Management
Information
Systems

Management In-
formation Systems,
Knowledge Manage-
ment

To predict trust de-
velopment in initial
virtual team meet-
ings

Barnes, Clark,
and Pashby
(2009)

Journal of Busi-
ness and Eco-
nomic Statistics

Economics To describe the sea-
sonal patterns of the
Canadian labor mar-
ket

McGrath-
Champ, Fire-
stone, and
Grigsby (2009)

Journal of Envi-
ronmental Eco-
nomics and Man-
agement

Economics To identify peer rela-
tionships

Continued on next page
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Table 1 – continued from previous page

Study Authors Journal Subject Area*
Purpose of the

Algorithm in HRM
Voncken et al.
(2009)

European Jour-
nal of Opera-
tional Research

Operations Re-
search, Management
Science, Produc-
tion & Operations
Management

To analyze call cen-
tre workforce man-
agement

Eriksson and
Lagerström
(2009)

Structural Equa-
tion Modeling:
A Multidisci-
plinary Journal

Marketing To investigate the va-
lidity of measures for
market orientation
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Table 2: Econometric Methods to Infer Causality (Adapted from Antonakis et al.,
2010)

Econometrics Methods Brief description

Statistical adjustment
Finding all causes Measure and control for

all causes of y (im-
practical and not recom-
mended)

Propensity score analysis Compare individuals
who were selected to
treatment to statistically
similar controls using a
matching algorithm

Quasi-experiment design

Simultaneous-equation
models

Using “instruments” (ex-
ogenous sources of vari-
ance that do not corre-
late with the error term)
to purge the endogenous
x variable from bias.

Regression discontinuity Select individuals to
treatment using a mod-
eled cut-off.

Difference-in-differences
models

Compare a group who
received an exogenous
treatment to a similar
control group over time.

Heckman selection mod-
els

Predict selection to treat-
ment (where treatment
is endogenous) and then
control for unmodeled se-
lection to treatment in
predicting y.
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Table 3: Sources of Unfairness in Management Algorithms Objectives

Categories Sources of
Unfairness

Details Examples

Data input

Non-uniform
noises in the
dataset

Biased measurement Using “number of
publications” without
considering discipline
or quality factors to
measure performance.

Historically biased
human decisions
(internal to the
organization)

Using “past
promotions” as a
performance classifier
when very few women
had been promoted to
leadership positions.

Historically biased
human decisions
(external to the
organization)

Using “sales revenue”
as a performance
measurement when
salespeople of color
are hired to work in a
neighborhood with
strong historical
racial discrimination.

Erroneous reports Biases related to
self-reported
information.

Missing data
Missing values Career break due to

pregnancy or
disability.

Missing sample The company never
recruited certain
employees of the
minority group.

Selection bias Higher turnover rates
in black employees
due to high tolerance
of systemic racial
discrimination.

Continued on the next page
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Table 3 – continued from previous page
Categories Sources of

Unfairness
Details Examples

Algorithms
Proxy variables Using variables that

are “proxies” for
prohibited grounds

Using resume errors
as a variable when it
could be a proxy for
country of
origin/language.

Algorithmic
pathways

Feedback loop “Self-fulfilling
prophecy”: Judges
using COMPAS may
keep defendants in
detention longer
based on labels of
“high risk,” which
could increase the
chances of those
defendants being
re-arrested.

Objectives
Conflicting
objectives
between overall
interests and
minority
interests

Minimizing overall
aggregated prediction
errors

Using minimizing
overall aggregated
prediction errors as
an objective for
optimization.

Conflicting
objectives
between the
organization
and its
employees

Maximizing overall
profit

Using profit
maximization as an
objective for
optimization.
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