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Lay Abstract

Pursuing our goals for the future usually means sacrificing immediate gratification,
yet we often make decisions that are not in our best interest over the long term.
This is because we assign lower subjective value to future rewards the further they
are from the present. Individuals differ in how much they devalue future rewards,
and these differences are related to many real-world outcomes. Our tendency to
devalue future rewards is reduced when we vividly imagine the future in a process
called “episodic future thinking,” and this thesis seeks to understand how this ef-
fect occurs. The most obvious explanation would seem to be that episodic future
thinking “simulates” the experience of future rewards and allows us to recognize
their value in the present. However, using results from several experimental stud-
ies, I argue that this may not be the best explanation after all, and I develop an
alternative.
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Abstract

Humans and other animals systematically discount the value of future rewards as
a function of their delay, and individual differences in the steepness of this “delay
discounting” are predictive of a range of important real-world outcomes. Episodic
future thinking, the mental simulation of episodes in the personal future, is one
means by which to curb delay discounting. This thesis seeks to contribute to
our understanding of how this effect occurs. The account that predominates in
the literature is that episodic future thinking simulates the experience of future
rewards, enabling their undiscounted value to be appreciated in the present. This
thesis takes this account as a starting point, formalizing it in a mathematical model
and carrying out several experimental studies to test its predictions. We find that
key predictions are not borne out and develop an alternative account in which
simulated experience plays a less central role.
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Chapter 1

Introduction

Humans are arguably unique in our ability to cast our minds into the future (Sud-
dendorf and Corballis, 2007). This ability, called episodic future thinking (Atance
and O’Neill, 2001), enables us to predict and imagine our futures, to set goals,
and to make plans (Szpunar et al., 2014a). Episodic future thinking also enables
flexible decision making between actions that lead to smaller immediate rewards
versus larger delayed rewards (i.e., flexibility during intertemporal choice; Bulley
et al., 2016), and is of particular interest for its apparent ability to encourage de-
ferral of gratification (i.e., intertemporal patience; Rösch et al., 2022). Modern life
increasingly demands intertemporal patience (Crawford, 2015), and intertemporal
impatience is an important predictor of a range of unhealthy behaviours (Bickel
et al., 2012, 2019) and psychiatric conditions (Amlung et al., 2019), particularly
gambling and substance use disorders (Amlung et al., 2017).

Given the important relationship between episodic future thinking and in-
tertemporal choice, recent research has begun to explore future thinking interven-
tions for disorders and unhealthy behaviours in which intertemporal impatience is
heavily implicated. For example, several studies have explored the effect of episodic
future thinking on alcohol demand (Snider et al., 2016; Patel and Amlung, 2020)
and consumption (Athamneh et al., 2022) in people with alcohol use disorders.
Similar work has been done on cigarette smoking (Chiou and Wu, 2017; Stein
et al., 2016) and food consumption in obesity (Daniel et al., 2013). Intertemporal
impatience is usually taken to be the target of these interventions, so to maximize
their effectiveness, it is important to understand exactly how and when episodic
future thinking encourages deferred gratification. As we will see, despite a large
body of empirical work, there has been relatively little progress toward a theo-
retical account of these effects, and much of this experimental work does little
to constrain possible theoretical accounts. This thesis represents an attempt to
move toward a more detailed theoretical account of the effect of episodic future
thinking on intertemporal choice. To provide the appropriate background, I begin
by separately discussing intertemporal choice and episodic future thinking before
exploring their intersection.

2
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1.1 Delay discounting

Humans and other species exhibit a near-universal tendency to undervalue future
rewards as a function of their delay, a phenomenon called delay discounting (Odum,
2011a). There are a number of good reasons to discount future rewards: most obvi-
ously, as finite beings, it would not be rational to have an infinite temporal horizon
of self-interest (Yaari, 1965). More practically, delay is confounded with risk—it
is always possible that a promised future reward will become unavailable even if
we are still around to receive it (Sozou, 1998). Moreover, in formal mathematical
models of decision making, some discounting is required to make decision prob-
lems computationally tractable (Naik et al., 2019). Finally, the philosopher Derek
Parfit argued that it may be rational to care less about future outcomes when one
feels less connected to one’s future self than one’s present self (Parfit, 1984), as
nearly all of us do (Bartels and Rips, 2010).

While some discounting is justified in theory, as discussed above, excessively
steep discounting (in which the subjective value of future rewards declines rapidly
with increasing delay) can be maladaptive and is considered a facet of impulsivity
(Dalley and Robbins, 2017). Moreover, empirically, temporal discounting departs
in interesting ways from normative theories of so-called “rational discounting”, in
which the subjective value of a future reward is expected to “decay” exponentially
with increasing delay (Rachlin, 2006). Contrary to these expectations, humans
(and other animals) are widely observed to exhibit hyperbolic discounting as de-
scribed by the following equation (Mazur, 1987):

Vsubj.

Vobj.

=
1

1 + k × delay

where Vsubj. (the subjective value of a future reward), as a proportion of
Vobj. (the objective value of said reward), declines according to its delay and an
individual-differences parameter k. This function does not always fit better than
alternatives for individual decision makers (Franck et al., 2015), but is nonetheless
widely used to quantify discounting.

An important consequence of hyperbolic discounting (indeed, of any non-exponential
discounting function; Kurth-Nelson and Redish, 2012) is the phenomenon of in-
tertemporal preference reversals, in which relative preferences between two possible
future rewards do not remain constant over time (Strotz, 1955; Bulley and Schac-
ter, 2020). For example, a student looking ahead to the next semester may clearly
see the value in beginning their assignments early, but may end up choosing to
spend time with friends when the semester actually begins. That is, the student’s
preference for an early start over a vibrant social life might reverse over time.
Preference reversals, in turn, give rise to the phenomenon of “precommitment”
(Kurth-Nelson and Redish, 2012), in which an agent anticipates a preference re-
versal and chooses to guarantee ahead of time that the smaller-sooner reward will
be unavailable when the preference reversal occurs. The story often used to illus-
trate precommitment is that of Ulysses, who knows that his current preference not
to be shipwrecked will reverse when he hears the Sirens’ song. Thus he tells his
crew to bind him to the mast of his ship and plug their own ears, ensuring he will
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have no choice but to stay the course at the critical moment (Elster, 1979). A less
mythopoeic expression of precommitment might be ensuring that unhlealthy food
will be unavailable at the moment of temptation by not purchasing it in the first
place.

Although discounting rates are sometimes considered a trait variable (Odum,
2011b), there is a range of manipulations that can produce shallower discounting
rates during an experiment (Rung and Madden, 2018; Scholten et al., 2019). For
example, discounting is decreased by specifying the dates on which future rewards
would occur rather than simply their distance from the present (e.g., “Jan 1” vs
“in 2 months”; DeHart and Odum, 2015) and by making explicit that choosing an
immediate reward means receiving no reward in the future (the “explicit zero” ef-
fect; Radu et al., 2011). Similarly, participants are less likely to choose immediate
rewards when future rewards are concrete (e.g., a travel voucher) vs abstract (e.g.,
an equivalent amount of money; Kim et al., 2013). As we will see, an episodic
future thinking cueing approach numbers among these patience-encouraging ma-
nipulations.

1.1.1 Neuroscience of delay discounting

It has long been argued that internally consistent decision making requires behav-
ing as though one is employing a single scale to represent the value of different
rewards (Samuelson et al., 1983). Activation of the ventromedial prefrontal cor-
tex correlates with subjective valuations of a wide range of reward types (e.g.,
visual, olfactory, gustatory, and monetary; Peters and Büchel, 2010b), prompting
the suggestion that ventromedial prefrontal activation is the “common currency”
into which all rewards are converted for comparison (Levy and Glimcher, 2012).
The prefrontal cortex is anatomically well-positioned for such a role, as a hub of
integration for signals from across the rest of the brain; indeed, the “appraisal-by-
content” hypothesis (Dixon et al., 2017) proposes that different medial prefrontal
subregions assign value to different types of information depending on the type of
input they preferentially receive (e.g., exteroceptive information, episodic mem-
ories, etc.). This appears to describe the situation in intertemporal choice well,
where immediate and delayed reward values are represented by distinct, anticor-
related subpopulations of neurons in the medial prefrontal cortex, with delayed
reward representations lying more anteriorly along an established posterior-to-
anterior abstraction gradient (Wang et al., 2014; Dixon et al., 2017).

An account of intertemporal choice in which both the immediate and delayed
reward values are represented in the medial prefrontal cortex contrasts with dual-
systems models of delay discounting. For example, McClure et al. (2004) argue
for the “beta-delta” model in which only immediate rewards are represented by a
limbic–medial prefrontal “beta” system, whereas delayed reward values are repre-
sented in the dorsolateral prefrontal cortex. This is based in part on the observation
that dorsolateral prefrontal activation often accompanies the choice of larger de-
layed rewards (McClure et al., 2004). Peters and Büchel (2011) instead argue that
lateral prefrontal cortical activation does not index reward valuation per se, but
rather reflects the engagement of cognitive control or “willpower”, which acts by
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modulating medial prefrontal representations of reward value (Hare et al., 2009).
In either case, the medial prefrontal cortex is clearly implicated in intertemporal

choices. As we will see, this structure is a site of neural overlap between reward
valuation and episodic future thinking, suggesting an avenue by which our choices
might be influenced by our imagery of the future.

1.2 Episodic future thinking

Episodic future thinking, the process of imagining in detail events that may happen
in the future, is a potentially powerful modulator of delay discounting. Though
they may seem to be opposites, there is a deep connection between episodic future
thinking and episodic memory. The constructive episodic simulation hypothesis
(Schacter and Addis, 2007a) argues that episodic future thinking uses the same
constructive processes and content as episodic memory to flexibly recombine per-
ceptual details into novel imagined future scenarios. This is proposed to explain
the well-known fallibility of memory: the same flexibility that enables episodic
future thinking also produces memory errors such as the erroneous incorporation
of details into event memories (Schacter and Addis, 2007b). Thus, the distor-
tions that inevitably accompany constructive memory can be seen as the price of
prospection (Schacter, 2012). Addis (2020) goes even further: rather than seeing
episodic future thinking as a secondary benefit of a system whose fundamental
function is memory, we can see both episodic future thinking and episodic mem-
ory as products of a single “simulation system”, the evolutionary “purpose” of
which would fundamentally be its orientation toward the future rather than the
past (Klein, 2013).

Numerous lines of behavioural evidence point to an overlap in component pro-
cesses between episodic memory and future thinking. First, both abilities emerge
around the same time in development, between three and five years of age (Schacter
et al., 2012). Moreover, various conditions that are accompanied by impairments
of episodic memory are also accompanied by episodic future thinking deficits, in-
cluding depression (Addis et al., 2016) and post-traumatic stress disorder (Brown
et al., 2014). This occurs most dramatically in the case of medial temporal lobe
amnesia, in which patients are more or less altogether unable to either remember
the past or imagine the future (Hassabis et al., 2007; Klein et al., 2002; Race et al.,
2011).

Healthy aging is also associated with concomitant declines in episodic memory
and future thinking abilities (Schacter et al., 2013). These are often measured
using the autobiographical interview (Levine et al., 2002), a method for scoring
the episodic detail of event narratives. However, while older adults provide less
episodic detail than younger adults for both memories and imagined future events,
the same pattern of results holds for a picture description control task (Gaesser
et al., 2011), suggesting that ostensible age-related “declines” in episodic memory
and future thinking could be driven in part by changes in communicative style
rather than simply by cognitive deficits. As we will see, communicative style is
one of several factors outside of constructive processes that could produce shared
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variance between episodic memory and future thinking performance. Nonethe-
less, a great deal of existing research has investigated the shared reliance of these
two abilities on constructive processes, as described by the constructive episodic
simulation hypothesis.

Recently, an experimental procedure called the episodic specificity induction
has been shown to enhance episodic richness for descriptions of remembered episodes
and imagined future episodes without any similar effect for control description
tasks not thought to depend on constructive processes (Madore et al., 2014; Madore
and Schacter, 2016). Thus, this induction is argued to selectively enhance con-
structive processes (Schacter et al., 2017) and can provide clues as to the precise
nature of these processes and the cognitive abilities beyond memory and future
thinking in which they are implicated. For example, the specificity induction en-
hances means–end problem solving (Madore and Schacter, 2014; Jing et al., 2016)
and creativity (Madore et al., 2015). Moreover, the specificity induction increases
the number of details integrated into an imagined scene without necessarily in-
creasing the spatial coherence of that scene (Madore et al., 2019). In contrast, the
“scene construction” account of episodic memory (Hassabis and Maguire, 2007;
Maguire and Mullally, 2013) might suggest that the specificity induction would
target a process of constructing a spatial scene.

Of course, scene construction could still play a role in both episodic memory and
future thinking without being targeted by the specificity induction. Other basic
abilities shared between episodic memory and future thinking, but not thought to
be targeted by the specificity induction, include visual mental imagery (D’Argembeau
and Van der Linden, 2006) and working memory (Zavagnin et al., 2016). Note,
however, that working memory may be more heavily taxed by episodic future
thinking than memory (Hill and Emery, 2013). Indeed, episodic future thinking
is generally reported by participants to be more difficult (McDonough and Gallo,
2010) and less vivid (D’Argembeau and Van der Linden, 2004) than episodic mem-
ory.

Semantic processes have also received increasing attention as an area of overlap
between episodic memory and future thinking. Autobiographical memory has long
been argued to represent a dynamic interplay between semantic autobiographical
knowledge and episodic detail (Conway and Pleydell-Pearce, 2000). A given mem-
ory can be thought of as a pattern of activation over a hierarchically organized
structure representing lifetime periods, event types, and episodic details, and the
same process is argued to underlie episodic future thinking (Conway et al., 2019).
Indeed, construction of imagined future episodes seems to involve first access-
ing personal semantic knowledge and only later incorporating perceptual details
(D’Argembeau and Mathy, 2011). Similarly, Irish and Piguet (2013) argue that
semantic memory provides a “scaffold” upon which episodic detail can be elab-
orated, based in part on the observation that semantic dementia impairs detail
generation in episodic future thinking. Addis (2020) proposes that this seman-
tic scaffolding process consists of the activation of relevant schemas as templates
for different categories of events (Addis, 2018), along with relational reasoning
(Alexander, 2016) to guide the integration of plausible details into memories and
imagined future episodes.
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1.2.1 Neuroscience of episodic future thinking

The broad overlap in component processes between episodic memory and future
thinking is mirrored in a similarly striking overlap in their neural substrates. Both
processes evoke activity in the brain’s “default mode” network, initially observed as
a set of structures that become less active during a range of attention-demanding,
externally oriented tasks (Raichle et al., 2001; Raichle, 2015). Core nodes of this
network include the medial prefrontal cortex, medial temporal lobe, and medial
parietal cortex (Smallwood et al., 2021).

The default mode network is functionally heterogeneous (i.e., its component
parts are involved in a range of task domains; Anderson et al., 2013), and a great
deal of work has attempted to identify the specific contributions of its substruc-
tures to episodic future thinking. Andrews-Hanna et al. (2010) suggest that the
network can be divided into a “midline core”, active during self-relevant affective
decisions, and a medial temporal system involved in scene imagery. Other au-
thors have emphasized the valuational role of the medial prefrontal cortex (Benoit
et al., 2014), especially for self-relevant valuational targets (D’Argembeau, 2013)
and personal goals (Stawarczyk and D’Argembeau, 2015). In contrast, some au-
thors point to its role in social cognition, specifically the representation of familiar
others in imagined scenarios (Szpunar et al., 2014b). Of course, familiar others are
usually socially close, and medial prefrontal activity is sensitive to the overlapping
constructs of social closeness (Krienen et al., 2010), personal relevance (Abraham,
2013), and value (Peters and Büchel, 2010b), suggesting that existing research has
largely converged on an essentially valuational role for the medial prefrontal cortex
in episodic future thinking.

Interpretations of the role of the medial temporal subsystem have tended to be
less mutually compatible. Some authors argue for a purely spatial interpretation,
in which the hippocampus’ essential role is the construction of mental scenes (scene
construction, as described earlier; Hassabis and Maguire, 2007; Maguire and Mul-
lally, 2013) where imagined events take place (Palombo et al., 2016). This accords
with a range of findings implicating medial temporal structures in representing
imagined self-location (Bellmund et al., 2016; Bergouignan and Paz-Alonso, 2022)
and imagined navigation (Horner et al., 2016). Similarly, the hippocampus can
be seen as representing spatial relationships that “scaffold” memory and imagina-
tion (Robin et al., 2016; Robin, 2018), and perhaps even allow non-spatial (e.g.,
social or temporal) relationships to be represented according to spatial analogies
(as reviewed in Becker, 2023). In contrast, others argue that the essential role of
the hippocampus is relational processing, i.e., binding together both the spatial
and non-spatial (e.g., emotions, dialogue) elements of an imagined episode, par-
ticularly when the conjunction of these elements is novel (Roberts et al., 2018).
This is thought to explain why hippocampal engagement increases with the level
of imagined detail (as there is more to bind; Addis et al., 2011) and decreases as
an episode is repeatedly imagined (as the conjunction of its elements becomes less
novel; van Mulukom et al., 2013).

Of course, there is no need to restrict the entire hippocampus to a single
function: indeed, experimentally, distinct hippocampal sub-regions appear to be
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recruited for relational processing and scene construction (Dalton et al., 2018).
It seems likely, then, that episodic future thinking engages the hippocampus in
the service of both of these processes simultaneously. An intriguing possibility
raised by Eichenbaum (2017) is that the hippocampus is well-suited to represent
relationships in general, whether these are relationships of novel co-occurrence,
transitive order relationships (Dusek and Eichenbaum, 1997), adjacencies in an
abstract graph (Schapiro et al., 2016), or distances in metric spaces defined by so-
cial (Schafer and Schiller, 2018), object-featural (Constantinescu et al., 2016), or
physical spatial (O’keefe and Nadel, 1979) dimensions. Perhaps, then, the precise
role of the hippocampus in episodic future thinking depends on the specific content
of the imagined future event and the nature of the relationships being represented.

Regardless of the precise characterization of default mode activity, episodic sim-
ulation clearly involves the co-activation of regions involved in both valuation-like
and scene-imagery-like processes. Importantly, episodic future thinking involves
a special degree of influence of the latter regions on the former (Campbell et al.,
2018), suggesting a route by which imagery of the future might influence intertem-
poral choice.

1.3 Episodic future thinking and decision mak-

ing

It is by now well established that providing cues to elicit episodic future think-
ing during intertemporal choices reduces delay discounting (Rösch et al., 2022).
fMRI work has revealed that the extent of this effect depends on the degree of
evoked coactivation of medial temporal and medial prefrontal structures (Peters
and Büchel, 2010a; Benoit et al., 2011; Sasse et al., 2015), suggesting that me-
dial prefrontal representations of reward can be driven by hippocampus-dependent
episodic simulations in much the way they can be driven by dorsolateral-prefrontal-
dependent willpower (Peters and Büchel, 2011). However, beyond the core notion
that episodic future thinking influences intertemporal choice by influencing reward
valuation, these results do little to constrain theories about the precise nature of
this process.

Is there a need for such theories? The effect of episodic future thinking on delay
discounting may seem obvious to the point of tautology—no surprise that thinking
ahead should make us more future-oriented. However, different studies ascribe
widely ranging magnitudes to this effect (Hollis-Hansen et al., 2019), meaning
there is a question of when, and thus how, the effect occurs. There have been
some attempts to explicitly theorize about the role of episodic future thinking in
intertemporal choice: Boyer (2008) argues that episodic future thinking bypasses
discounting by providing an imagined preview of future reward, a view echoed
by others (Benoit et al., 2011; Bulley et al., 2016). Hoerl and McCormack (2016)
point out that, according to this account, the simulation of future events is critical
to the effect of episodic future thinking on decision making. From this, we can
draw the prediction that episodic future thinking will influence decision making to
the extent that it represents a successful simulation of the future.
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The degree of “simulation success” in episodic future thinking could be mea-
sured through a number of variables. Much as in the case of episodic memory,
episodic future thinking is considered distinct from its semantic counterpart in
that it involves autonoetic consciousness (Atance and O’Neill, 2001), which is the
sense that one is “re-experiencing” a remembered episode (Tulving, 1985) or “pre-
experiencing” an imagined future episode (D’Argembeau and Van der Linden,
2004). Self-reported degree of autonoetic consciousness is strongly correlated with
factors such as overall vividness, level of detail, and clarity (D’Argembeau and
Van der Linden, 2012), any of which could be taken as an index of the degree to
which an attempted mental simulation of a future episode has succeeded.

If “simulation success” is indeed necessary for the effect of episodic future
thinking, we can further ask whether whether it influences decision making through
some mediating factor. For example, (successfully) mentally simulating the future
may impact one of the many known factors that influence delay discounting (Rung
and Madden, 2018; Scholten et al., 2019), reducing episodic future thinking to a
special case of construal level or perhaps framing effects. Alternatively, the role
of episodic future thinking may be more unique: mentally simulating the future
may make it seem closer in time (Hoerl and McCormack, 2016) or less uncertain
(Bulley et al., 2016; Kinley et al., 2022), or may provoke a heightened sense of
connection to one’s future self (Hoerl and McCormack, 2016). The remainder of
the thesis follows from this line of reasoning in attempting to clarify the role of
episodic future thinking in intertemporal choice.

1.4 Summary of remaining chapters

In the second chapter of this thesis, we take a “first-principles” approach, using
formal reinforcement learning models of decision making to capture the essential
features of intertemporal choice and to explore how the role of episodic future
thinking can be understood in such a setting. The chapter is framed in the con-
text of a computational model of addiction, a key element of which is steep delay
discounting. It relies on the distinction between a fast, habitual, “model-free” de-
cision making system and a competing slow, deliberative, “model-based” system,
where episodic future thinking is identified with the latter. We propose that, un-
der appropriate assumptions, episodic future thinking might decrease the apparent
uncertainty of future rewards and thus their probability of being chosen over imme-
diate rewards. The broader topic of the chapter is a critique of the “habit theory”
of addiction, which sees addiction as resulting from a dominance of habitual over
goal-directed decision making. We show that, in order for a model based on this
theory to “work” (i.e., to give rise to addiction-like behaviours), we are required
to assume that suboptimal addictive rewards are overvalued by the habit system
and not by the planning system. This assumption is called into question by recent
experimental evidence.

In chapter three, we attempted to identify empirical correlates of the effect of
episodic future thinking on delay discounting, with the goal of determining whether
“simulation success” indeed amplifies the effect of episodic future thinking on de-
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lay discounting. Following the now-standard paradigm introduced by Peters and
Büchel (2010a), participants completed a delay discounting monetary choice task,
with some trials including cues to previously-described future events. A variety
of analytic approaches were used to determine whether any self-reported aspect
of these imagined events (e.g., vividness, emotional valence/intensity) correlated
with the effect of episodic future thinking cues on choices, but no correlation ap-
peared. These results are described in detail in the chapter, along with several
novel findings concerning visual perspective and trait dissociativity. The experi-
ment used a novel pair of questionnaire items to query visual perspective (first-
vs third-person), finding that participants often report switching between these
perspectives and, moreover, the degree to which they report this switching is cor-
related with their trait dissociativity, as measured by the Dissociative Experiences
Scale (Bernstein and Putnam, 1986). Thus, the chapter is framed in terms of these
visual perspective results. The general discussion of this thesis will describe the
methodological and theoretical insights that can be derived from the pattern of
delay discounting results in this chapter.

The fourth chapter represents a second attempt to identify correlates of the
episodic future thinking cue effect on delay discounting. It seemed possible that
the lack of identified correlations in the third chapter was a result of insufficient
variance in the predictor variables. That is, perhaps there was no correlation
between simulation success and cue effect because all participants more or less
successfully simulated future events. Thus, in the fourth chapter we took an exper-
imental approach to try to increase the variance in simulation success: participants
were assigned at random to an episodic future thinking group, in which they imag-
ined personal future events, or a semantic future thinking group, in which they
imagined non-self-relevant future events. This novel experimental manipulation
was successful in that participants in the episodic group gave higher self-reported
ratings of vividness and autonoetic consciousness. Moreover, only participants
in the episodic group exhibited a cue effect. However, the difference in the cue
effect between groups was not mediated by any difference in self-report ratings.
This pattern of results held across two experiments with a collective sample size
of 451. Thus, we again did not find evidence that simulation success is essential
to the effect of episodic future thinking on discounting, despite a large sample
size and strong experimental manipulation. We speculate that the self-relevance
of imagined future events, the factor operationally differentiating the episodic and
semantic future thinking groups, may have also been the factor giving rise to the
larger effect on decision making in the episodic future thinking group. In the
general discussion of this thesis, I will pick up on this thread and attempt to
specify how episodic future thinking might influence delay discounting beyond the
“simulation success” view outlined above.
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Peters, J. and Büchel, C. (2010b). Neural representations of subjective reward
value. Behavioural brain research, 213(2):135–141.
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Chapter 2

Compulsivity and impulsivity in
Bayesian reinforcement learning
models of addiction: a
computational critique of the
habit theory

Isaac Kinley & Suzanna Becker

Introductory note

Mathematical models are invaluable to every field of science, and psychology is no
exception. Formalizing a theory using a mathematical model makes that theory
unambiguous and gives us a rigorous way to draw out its implications and hid-
den assumptions. This chapter draws on mathematical models of decision making
from the reinforcement learning literature to formalize the habit theory of addic-
tion. Addiction is characterized by impulsivity (a strong preference for immediate
rewards) and compulsivity (an insensitivity to the negative consequences of certain
actions), and the habit theory sees these as arising from an extreme dominance
of habit over goal-directed action. In the chapter’s model, goal-directed action
is analogized to model-based reinforcement learning, in which a simulated agent
learns an internal model of its environment and uses this to plan ahead. In con-
trast, habit is analogized to model-free reinforcement learning, in which a simulated
agent lacks such a model and simply repeats previously rewarded actions. We can
then test whether the model-free system is more susceptible than the model-based
system to impulsivity and compulsivity, as the habit theory of addiction would
suggest.

Episodic future thinking interventions encourage detailed imagination of fu-
ture contingencies, and so can be seen as targeting the model-based system. The
chapter uses a Bayesian formulation of reinforcement learning in which the model-
based and model-free systems track the uncertainty of their reward expectancies,

20



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

and behaviour is controlled by the system that exhibits lower uncertainty. Thus,
with a Bayesian model, we can explore how an episodic future thinking interven-
tion could not only encourage the model-based system to favour future rewards,
but also increase the model-based system’s confidence in these rewards and thus
its control over behaviour. This can provide a framework for further empirical
exploration of the effect of episodic future thinking on delay discounting.

The main author (I.K.) designed and ran the simulations, and primarily wrote
the paper. It was commissioned for inclusion in a volume provisionally titled
Habits: Their Definition, Neurobiology, and Role in Addiction edited by Youna
Vandaele and to be published by Springer Nature: Kinley, I. & Becker, S. (2023).
Compulsivity and impulsivity in Bayesian reinforcement learning models of addic-
tion: a computational critique of the habit theory. In Y. Vandaele (Ed.), Habits:
Their definition, neurobiology, and role in addiction. Springer Nature.

Abstract

Addiction is sometimes argued to represent an extreme dominance of
habitual behaviour, driven by stimulus–response associations, over goal-
directed behaviour, involving planning based on action–outcome contingen-
cies. In this chapter, we formalize a recent elaboration on this “habit theory”
of addiction using Bayesian reinforcement algorithms as models of habit and
planning. In these models, compulsivity and intertemporal impatience, both
considered important elements of addiction, can arise through a dominance
of habit over planning, but only on the assumption that the planning sys-
tem does not overvalue addictive rewards. That is, the habit theory of
addiction implicitly assumes that the planning system, in contrast to the
habit system, ascribes appropriately high values to non-addictive rewards
and appropriately low values to addictive rewards. However, recent evidence
suggests that goal-directed overvaluation of addictive rewards is a key driver
of addiction, which presents a significant challenge for the habit theory. We
discuss whether this challenge will prove to be insurmountable.

2.1 Introduction

The constructs of compulsivity and intertemporal impatience (a strong preference
for immediate over delayed rewards, which is an important facet of impulsivity)
are related but distinct: both appear to be characterized by a relative lack of
consideration of future consequences, but while intertemporal impatience reflects
a goal of receiving immediate rewards, compulsive behaviour is that which is not
directed toward any apparent goal (though compulsions may temporarily relieve
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anxiety; Cuzen and Stein, 2014; Gillan et al., 2016b). Both constructs appear to be
important elements of addiction: elevated compulsivity and intertemporal impa-
tience have been found in both behavioural and substance addictions (MacKillop
et al., 2011; Lee et al., 2019), and intertemporal impatience is correlated with the
severity of substance use disorders (Amlung et al., 2017). Moreover, the “habit
theory” of addiction (Everitt and Robbins, 2005, 2016) arises from the observa-
tion that addictive substances can elicit compulsive seeking behaviour in animal
models that persists even in the face of aversive consequences such as electrical
foot shocks, providing an analogue to the apparent consequence-insensitivity seen
in human addiction.

Bayesian models of behaviour have been proposed to explain various aspects
of addiction. These models posit decision-making agents that maintain beliefs
about various parameters in their environment and, crucially, varying degrees of
uncertainty about said beliefs. Addiction is proposed to arise in these models
through some dysfunction of precision, the inverse of uncertainty. On the one hand,
Friston (2012) argues that compulsivity can arise when repeated exposure to an
addictive reward creates hyper-precise beliefs about the value of reward-seeking
behaviours. These behaviours then become inflexible, such that they continue
even when they are no longer optimal (for example, because the reward is no
longer available). On the other hand, Schwartenbeck et al. (2015) argues that
intertemporal impatience can manifest due to hypo-precise beliefs about the value
of a long-term behavioural policy of deferring immediate reward. Such a policy of
deferral is then unlikely to be sustained, resulting in intertemporal impatience.

As pointed out by Mollick and Kober (2020), these models appear to be in
tension. It is unclear how compulsivity and intertemporal impatience can manifest
simultaneously in addiction if one arises through hyper-precise beliefs and the other
arises through hypo-precise beliefs. In a previous paper (Kinley et al., 2022), we
argued that the two Bayesian models might be reconciled through an appeal to
the aforementioned habit theory of addiction. This theory relies on the distinction
between habitual behaviour, which is driven by stimulus–response associations,
and goal-directed behaviour, which involves planning on the basis of known action–
outcome contingencies (Dolan and Dayan, 2013). According to the habit theory of
addiction, addictive behaviours arise through an extreme dominance of habit over
goal-directed action (Everitt and Robbins, 2005, 2016). This is proposed to explain
why these behaviours can persist despite negative consequences and explicit goals
of cessation. The balance of control between habit and goal-directed behaviour
is thought to be arbitrated by the precision of each system’s reward predictions,
such that the more precise system is more likely to drive decisions (Daw et al.,
2005; Lee et al., 2014). Thus, we argued (Kinley et al., 2022) that addiction could
be characterized by both increased precision in the habitual system and reduced
precision in the goal-directed system. This was argued to shift the balance of
control in favour of habit, producing compulsive reward-seeking behaviours as
well as intertemporal impatience, as the planning necessary to defer gratification
no longer drives decision making.

The distinction between habitual and goal-directed behaviour corresponds closely
to the distinction in reinforcement learning between model-free and model-based
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algorithms (Sutton and Barto, 2018). Model-free algorithms are those in which no
internal representation of the environment is learned. Instead, the value of each
action in each state is represented by a separate parameter, and these parameters
are updated according to experience. In contrast, model-based algorithms learn
an internal model of the environment and the dependence of outcomes on previous
actions. Thus, whereas the decisions of model-free algorithms are driven by static
parameters, model-based algorithms are able to dynamically search through a tree
of action–outcome contingencies to select the optimal next action. As models of
true human decision making, these algorithms are gross simplifications, but are
nonetheless valuable as polar extremes defining a continuum along which human
decision making does exhibit meaningful variance. In this chapter, we will for-
malize the account put forth in Kinley et al. (2022), using reinforcement learning
models of decision making to explore how the balance between goal-directed and
habitual behaviour could give rise to compulsivity and intertemporal impatience.
In keeping with our prior emphasis on precision, we will use Bayesian variants
of standard model-free and model-based algorithms, which maintain beliefs about
action values along with varying degrees of uncertainty about these beliefs. Formal
models such as these are valuable in that they can reveal assumptions implicit in
“verbal theories” (i.e., theories expressed only in words; van Rooij and Blokpoel,
2020). Made explicit, these assumptions and the theory that rests on them can
then be critically evaluated. As we will see, the account put forth in Kinley et al.
(2022) did indeed contain various implicit assumptions, the validity of which we
will discuss in this chapter.

2.2 Bayesian reinforcement learning

In this section, we give an intuitive description of the reinforcement learning models
used throughout this chapter. The mathematical details can be found in the
appendix and the source code for all simulations and visualizations can be found
at github.com/kinleyid/bayesian-rl-chapter.

2.2.1 The environment

The simulated environments in which reinforcement learning algorithms operate
are called Markov decision processes (MDPs). An MDP consists of a set of possible
states and a set of actions available at each state. Each action from a given state
is associated with a probability distribution over subsequent states. That is, a
particular action could lead always to the same subsequent state or could lead
probabilistically to one of several possible subsequent states. The MDPs we will
consider will have an “episodic” structure, meaning that, at a subset of “terminal”
states, no action is possible any longer and the agent instead begins back in the
initial state. Moreover, in the MDPs we will consider, arrival in each terminal state
may be accompanied by a state-specific reward, but no reward will be available
at nonterminal states. The goal of a reinforcement learning algorithm is to learn
the long-run reward associated with each action in each state. Actions are more

23



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

likely to be taken when they have higher estimated long-run rewards (Eq. 2.2). As
we will see next, model-free and model-based learners take different approaches to
estimating these long-run rewards.

2.2.2 Model-free learner

The model-free algorithm we will use is based on an approach called Q-learning
(Watkins and Dayan, 1992). A classical Q-learning agent has a set of cached reward
estimates for each action in each state that are initialized to 0. Upon taking some
action, the agent arrives in a subsequent state and receives the associated reward,
if any. Rewarded actions are reinforced (i.e., assigned higher cached reward values)
and are more likely to be repeated when the same state/stimulus is encountered in
the future (Fig. 2.1, Eq. 2.3). The goal of the agent is to estimate not merely the

Figure 2.1: An illustration of model-free learning. Initially the agent estimates the
values of actions A1 and A2 to be 0 and so is equally likely to take each of them
(left, represented by equal shading). If a reward is received after taking action
A1, this action becomes more valued and thus more likely upon encountering
state/stimulus S (right, represented by darker shading for A2 and lighter shading
for A1). Note that the agent has no explicit expectation about the subsequent
states likely to be reached after any action.

immediate rewards associated with actions, but their long-term values. However,
these cannot be directly observed ahead of time. To estimate the long-term value
of an action that was just taken, the agent combines the immediate reward of
that action with its current estimate of the long-term reward of the ostensible best
subsequent action. The difference between this combined reward value and the
agent’s current estimate of the value of the just-taken action can be thought of as
a prediction error learning signal. If the learning signal is positive, the estimated
reward value of the just-taken action is revised upward, and vice versa.

This form of learning is recursive, with updates to estimated action values
dependent on the same estimates for subsequent actions. Thus, learning signals
can be thought of as slowly propagating backward through a chain of prior actions.
This learning can be accelerated using “eligibility traces”, which track the recency
of actions and thus the eligibility of their associated value estimates for updates
based on new observations. When a given action is taken, its eligibility trace is set
to 100% and then decays over time (Eq. 2.6). The estimate of the action’s value is
then updated based on subsequent actions, using learning signals that are scaled
down according to the action’s eligibility trace (Eq. 2.7). Thus, the estimated
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Figure 2.2: The agent’s belief about the long-term reward associated with an
action is encoded in a probability distribution. The change in this belief over a
series of observations is visualized here by overlaying a series of increasingly dark
gray distributions. Initial uncertainty, seen in the wide spread of the lightest gray
distribution, decreases as observations accumulate and the agent’s belief converges
on the true parameter value. When sensory noise is lower (right panel compared
to left panel), a greater weight is accorded to new observations, and thus the initial
uncertainty decreases more quickly.

reward of an action is “eligible” for larger updates based on immediately following
actions compared to more distant downstream actions. The rate of decay of the
eligibility traces is denoted by the parameter λ. After each step in the task,
the eligibility traces for each action are multiplied by λ. Thus, if λ = 0.6, the
eligibility traces decay by 40% after each step. For higher values of λ, the agent
has a longer “memory” for preceding state–action pairs. When λ = 0, the situation
is equivalent to using no eligibility traces at all.

In the current setting, we are interested in tracking the uncertainty of the
agent’s reward estimates. Thus, we use a Bayesian variant of Q-learning that
builds on the one introduced by Dearden et al. (1998). Rather than using a static
estimated value for the reward associated with an action, these agents assume that
the reward is a random variable that follows a normal probability distribution (Eq.
2.8). The goal is then to estimate the mean of this distribution while tracking
its uncertainty about the mean. With each new observation, this uncertainty
decreases (Fig. 2.2, left panel).

Importantly, this model includes a “sensory noise” factor that controls the
precision (inverse variance) of observations. This factor determines the weight ac-
corded to new observations relative to prior expectations when updating reward
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estimates; when new observations are highly precise, they are weighted more heav-
ily (Fig. 2.2, right panel). As in the non-Bayesian formulation, learning follows a
recursive calculation, with updates to reward estimates dependent on provisional
estimates for subsequent actions. Thus, uncertainty about the value of subsequent
actions imposes a limit on the possible precision of estimates for earlier actions
(Eq. 2.18).

Finally, to account for possible changes in the environment (e.g., old rewards
may become unavailable and new rewards may appear), the agent is designed to
gradually forget previous observations as their relevance declines. Specifically, the
parameters controlling the agent’s estimate of an action’s reward exponentially
decays toward its default value, and the uncertainty of this estimate gradually
increases in the absence of new data (Eqs. 2.24, 2.25). As with the eligibility
traces, the rate of decay of the agent’s “memory” is controlled by a factor w (Eq.
2.26).

2.2.3 Model-based learner

In contrast to a model-free agent, a model-based agent attempts to learn an explicit
model of its environment, consisting of estimated action–outcome contingencies
(i.e., state–action–state transition probabilities) and estimated reward values for
each state (Fig. 2.3). At decision time, the expected reward of each available
action is computed by traversing a tree of estimated action–outcome contingencies
(Eq. 2.36). That is, the model-based agent estimates the values of actions through
“simulated experience” of the long-term outcomes of those actions. As we will see
shortly, there are important differences between the behaviour of model-based
and model-free algorithms that arise because the model-based algorithms do not
directly estimate the values of actions, but instead estimate the values of specific
outcomes and the relationships between outcomes and prior actions.

In a Bayesian formulation, the beliefs of the model-based agent, like those of
the model-free agent, include some uncertainty. The model-based agent assumes
that the reward associated with each terminal state follows a normal distribution
with an unknown mean. Updates to its estimate of the mean of this distribution
follow the same Bayesian-inferential formulation as the model-free agent’s direct
estimates of action values (Fig. 2.2, Eqs. 2.28, 2.29). However, eligibility traces
are no longer used given that the reward associated with subsequent states is not
informative about the value of a prior state considered in isolation.

To learn action–outcome contingencies, the agent keeps count of the subse-
quent states reached after each action in each state (i.e., of the state–action–state
transitions). These counts encode a probability distribution over possible transi-
tion functions from each state to each subsequent state (Eq. 2.31). For example,
in Fig. 2.4, prior to any observations, a model-based agent is uncertain about the
probability that a given action will lead to one of two possible subsequent states.
With increasing numbers of observations, the agent’s belief converges on the true
transition probability.

Like the model-free agent, the model-based agent is more sensitive to recent
observations than distant ones. The estimates of the reward available at each state
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Figure 2.3: An illustration of model-based learning in a 3-state environment. The
agent initially assumes that taking action A in state S0 is equally likely to lead
to S1 or S2, the two possible subsequent states (left, represented by equal shading
of the arrows from A to S1 and S2). After action A leads to state S1, the agent
increases its estimate of the probability of this state–action–state transition (right,
represented by darker arrow from A to S1 and a lighter arrow from A to S2). Also,
when the arrival in state S1 is not accompanied by a reward (denoted ¬R), the
agent lowers its estimate of the reward associated with state S1 (right, represented
by lighter shading for S1). Note that this does not affect reward estimates for S0
or S2. Note also that estimates of transition probabilities and estimates of rewards
are separate, but can be combined to estimate optimal actions.

decay toward their initial values over time, as do the state transition counts. This
allows the model-based agent to be flexible in the face of changing reward values
of different states as well as changing state–action–state transition probabilities.

2.3 Measuring model-based and model-free de-

cision making

The behavioural effects of model-based or model-free control become evident in
a carefully designed experimental task. One such task, introduced by Daw et al.
(2011) and illustrated in Fig. 2.5, involves two stages: at the first stage, the
two available actions are each principally associated with a different state in the
second stage. Each action will usually (70% of the time) lead to an associated
second-stage state, but occasionally (30% of the time) leads to the other second-
stage state. Each second-stage state presents two actions, each of which has some
probability of returning a reward. These probabilities drift independently over
time such that the task requires continual learning (and continual forgetting).

To illustrate how this task differentiates between model-based and model-free
strategies, suppose an agent has learned that action 2aa currently offers a high
probability of reward. Suppose that, in state 1, action 1a is taken, which usually
leads to state 2a. However, this time, the action leads to state 2b. The agent takes
action 2bb and receives no reward, and the next trial then begins with the agent
back in state 1. What is the optimal next action, according to a model-based or
model-free strategy? A model-based agent understands the transition structure of
the task, and thus understands that the transition from to state 2b after action
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Figure 2.4: The model-based agent’s belief about the probability of an action lead-
ing to one of two subsequent states is encoded in a probability distribution. The
change in this belief over a series of observations is visualized here by overlaying a
series of increasingly dark gray distributions. Initially, the distribution is uniform,
meaning the agent believes the action may, with equal probability, have anywhere
from a 0% chance to a 100% chance of leading to leading to the given subsequent
state. With increasing observations, the agent’s estimate of this probability con-
verges on its true value of 75%.

1a was something of a fluke. Still hoping to end up in state 2a, from which the
rewarding action 2aa is available, this agent would likely take action 1a again,
even though action 1a did not lead to reward on the previous trial. In contrast, a
model-free agent does not understand the transition structure of the task, instead
knowing only that action 1a did not end up resulting in reward. Thus the agent
would be more likely to take action 1b, even though action 1b is likely to lead to
the same undesired outcome as last time.

This difference in strategies manifests in different decision profiles for model-
free and model-based learners (Fig. 2.6). The probability of the model-free learner
repeating the same action in stage 1 is driven by a main effect of the reward received
on the last trial: rewarded actions are on average more likely to be repeated than
unrewarded actions. For the model-based learner, this probability is driven by an
interaction between the previous reward received and whether the previous stage
1-to-stage 2 transition was common or rare: as described above, knowledge of the
transition structure of the task is used in order to maximize reward.

Humans exhibit decision profiles between the two extremes illustrated in Fig.
2.6 (Daw et al., 2011). The degree to which an individual’s decisions are driven
by the aforementioned main effect or interaction can quantify the contribution of
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Figure 2.5: Abstract representation of the 2-stage decision making task (Daw et al.,
2011). Rectangles represent states and circles represent actions. Each action in the
first stage is most likely (but not certain) to lead to a different second-stage state.
Each of the 4 possible actions in the second stage leads to a particular terminal
state with a reward probability that independently drifts according to reflected
Brownian motion over the course of the task such that continuous learning (and
continuous forgetting) is required for optimal performance.

model-free and model-based strategies, respectively. This has enabled a large body
of research revealing correlates of individual differences in reinforcement learning
strategies. For example, a bias toward model-free decision making appears to be
generally associated with compulsivity (Voon et al., 2015; Gillan et al., 2016a)
and higher working memory capacity is associated with more model-based deci-
sion making in younger adults (Eppinger et al., 2013). Fig. 2.6 demonstrates that
the Bayesian models used here, while novel in some respects, nonetheless conform
to the operational definitions of model-based and model-free learning used in be-
havioural research, thus allowing us to connect the computational results described
in this chapter to research with humans.

2.4 Model-free decision making, habit, and com-

pulsivity

The behavioural hallmark of habitual control is devaluation insensitivity, i.e., the
continuation of a conditioned behaviour after the reinforcer has been devalued
(Dickinson, 1985). In a typical devaluation experiment using animal models,
a behaviour is trained using some reinforcer over an extended period of time,
after which the reinforcer is devalued, such as by being paired with a nausea-
inducing injection of lithium chloride (Adams, 1982). Such an intervention distin-
guishes between behaviour driven by stimulus–response associations (i.e., habit)
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Figure 2.6: Probability of repeating the first-stage action that was taken on the
previous trial (relative to each agent type’s baseline probability of such repetition)
as a function of reward received on the previous trial and whether the previous
transition from first- to second-stage was common (1a to 2a or 1b to 2b; 70%
probability) or rare (1a to 2b or 1b to 2a; 30% probability). See Fig. 2.5. For
the model-free agent, repetition probability is driven by a simple main effect of
previous reward, whereas the model-based agent exhibits an interaction between
previous reward and previous transition probability.

and behaviour driven by learned action–outcome association (i.e., goals; Roze-
boom, 1958): if an animal is acting on the basis of action–outcome contingen-
cies, and the expected outcome is no longer valued, then the associated action
is unlikely to be taken. However, devaluing a reward does not weaken the asso-
ciation between the conditioned behaviour and the conditioned stimulus. Thus,
behaviour driven by stimulus–response associations will continue after devaluation.
Instrumental behaviours are sensitive to devaluation after brief but not extended
training, implying that initially goal-directed behaviours become habitual after
sufficient repetition (Dickinson, 1985).

2.4.1 Asymptotic uncertainty and the transition from plan-
ning to habit

Following Daw et al. (2005), we can model a devaluation experiment using the
Markov decision process shown in Fig. 2.7. At each non-terminal state, the agent
can either press a lever or attempt to access the reward. The agent begins in the
initial state s0 and, if the lever is pressed, enters a “reward delivered” state. From
here the agent can access the reward to enter the “consumption state”. If the
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agent deviates from this sequence of actions, it reaches a terminal state in which
no reward is received. After the receipt or non-receipt of a reward, the episode
ends and the task begins again.

Figure 2.7: Abstract representation of a typical devaluation task (Daw et al., 2005).
Rectangles represent states and ovals represent actions. The agent must press a
lever in order for a reward to be delivered and then must enter the “consumption
state” to obtain the reward. Any deviation from this sequence of actions leads to
a terminal “no reward” state.

In computational terms, the devaluation manipulation impacts the reward
value associated with the consumption state. For a model-based system, this
means updating the estimated reward associated with this state to reflect the new
subjective value. Thus, when planning the next action, the model-based agent
simulates the now-devalued experience of the consumption state and acts accord-
ingly. However, the model-free system does not engage in planning of the same
kind, and because it has not accessed the devalued reward via the actions illus-
trated in Fig. 2.7, it has not had the chance to devalue those actions. Thus, the
model-free learner continues the instrumental behaviour (the level press) at the
same rate, while the model-based learner does not (Fig. 2.8).

Daw et al. (2005) propose an explanation for the transition from planning to
habit. Early in learning, the goal-directed/model-based system makes more effi-
cient use of information: experience of a reward is immediately used during the
next decision when planning ahead to the same point. In contrast, during learn-
ing in a habitual/model-free system, reinforcement slowly propagates backward
through the chain of preceding actions. However, provided that reward contingen-
cies are static, the model-free system is asymptotically more precise, being free
of the uncertainty inherent in planning forward through action–outcome contin-
gencies. Thus, in uncertainty-weighted competition over behavioural control, the
model-free system eventually wins out (Fig. 2.9).

It is worth noting that this pattern of results is sensitive to the choice of param-
eters for the current model. For example, using eligibility traces that do not decay
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Figure 2.8: Rate of lever pressing before and after devaluation for the model-free
and model-based learners. The model-based agent is sensitive to changes in reward
value, reducing its rate of lever pressing after devaluation, whereas the model-free
agent is not.

over time (i.e., setting λ = 1) accelerates the decrease in the model-free agent’s
uncertainty during the first few training iterations. Similarly, the asymptotic un-
certainty of the model-based agent can be made arbitrarily close to its minimal
value1 by reducing its initial uncertainty (i.e., choosing a sufficiently small θ0, the
initial “pseudocount” of state transitions prior to any actual observations; Eq.
2.32.). Nonetheless, the current model is meant to build on the asymptotic uncer-
tainty theory of the transition of behaviour from goal-directed to habitual. Thus,
in order to take this theory as an assumption and explore its implications, the
parameters of the current model were selected so as to reproduce the pattern of
results reported in Daw et al. (2005).

2.4.2 Habit is not sufficient for compulsivity

The simple model described above of habit built up through extended experience
is insufficient to explain the phenomenon of compulsivity for the simple reason
that, after new experience with the devalued reward, the strength of the model-
free agent’s stimulus–response associations will weaken accordingly. A model-
free algorithm is not categorically incapable of learning to devalue a reward; it
is simply slower to do so than a model-based algorithm. That is, it is relatively
devaluation-insensitive over a short time horizon. In contrast, compulsive be-

1This minimal value is σ2
r + ϵ, where ϵ depends on the forgetting rate w such that w = 1

implies ϵ = 0.
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Figure 2.9: Uncertainty of each agent’s reward estimate at the initial state over
the course of learning. The model-based agent initially makes more efficient use
of experience and learns more quickly, but the model-free agent is asymptotically
less uncertain.

haviours are marked by their prolonged persistence, even after extended exposure
to negative consequences. Thus, if compulsivity is to be explained by a dominance
of habit, then we must additionally assume that there is something impeding the
learning that would usually occur in the habit system and lead to the cessation of
the compulsive behaviour.

Many addictive substances increase mesolimbic dopamine transmission (Pierce
and Kumaresan, 2006), and some evidence also implicates dopamine transmission
in behavioural addictions (Boileau et al., 2014; Poletti et al., 2013) (though there
does not appear to be a straightforward overlap between behavioural and chemical
addictions; Sinclair et al., 2016). Classically, phasic dopamine transmission is
thought to encode reward prediction error (δ in the current learning equations;
Schultz et al., 1993; Schultz, 1998): dopamine transmission increases when an
unexpected reward is received, but gradually declines as the reward comes to
be expected. Similarly, when an expected reward fails to materialize, dopamine
transmission drops below its baseline level.

Redish (2004) points out that, if dopamine encodes a reward prediction error,
and if addictive substances continue to produce such a signal even after extended
experience, then subjective valuations of addictive rewards can in theory increase
without bound. Thus, addictive rewards become overvalued and reward-seeking
behaviours become inelastic to costs imposed on them. Equivalent results could
be obtained for the current learning equations. However, an alternative view sees
dopamine as instead encoding the precision (i.e., inverse variance) of prediction
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errors (rather than their magnitude) and thereby determining their influence when
updating beliefs about the environment (Friston et al., 2012).2 According to this
precision-based view of dopamine, Friston (2012) proposes a model of addiction in
which prolonged exposure to reward in a hyper-dopaminergic state creates hyper-
precise beliefs about the value of the behaviour that leads to it. This behaviour
then persists even after it no longer leads to reward, because the agent’s belief in
its value is strong enough to overshadow experience.

However, both this model and the model of simple habit described above fail to
account for a crucial aspect of compulsivity in addiction, namely, that an addictive
reward continues to be available in conjunction with its consequences. Thus any
learning about these consequences takes place alongside the continued pathological
learning effects of heightened dopamine transmission. To capture this dynamic, we
can use the same task as described in Fig 2.7. After some number of learning trials,
we can introduce a “punishment” (a negative reward) that the agent observes
separately from the (positive) reward. Practically, this means that the learning
equations (Eqs. 2.21–2.23, 2.28, 2.29) are applied twice upon reaching the terminal
state, once for the reward and once for the punishment. When the reward is
addictive, the learning equations use a lower sensory noise parameter σr, reflecting
heightened dopamine transmission. Thus, a model-free agent over-weights the
observation of the addictive reward and does not sufficiently devalue the sequence
of actions leading to it when a punishment is added (Fig. 2.10, left panel).

2.4.3 Is habit necessary for compulsivity?

In order to capture the long-term compulsivity seen in addiction, we are required
to posit a process of pathological reward learning rather than merely an imbalance
between model-free and model-based control of behaviour. Indeed, Everitt and
Robbins (2016) acknowledge that dominance of habit alone is not a sufficient con-
dition for compulsivity to arise in addiction. However, the model of compulsivity
presented here may prompt us to further ask whether a dominance of habit is even
a necessary condition for compulsivity: as shown in Fig. 2.10 (right panel), the
model-based learner also exhibits insensitivity to punishment in the presence of an
addictive reward. If a model-based agent can exhibit compulsivity, it follows that
a dominant model-free system is not necessary to explain compulsive behaviour.

This poses a significant problem for a habit-based account of addiction. The
only apparent recourse is to posit that pathological reward learning in addiction
is limited to the habit system, and some models do exactly this. For example,
Keramati and Gutkin (2013) show how addiction can arise through overvaluation
of addictive rewards specifically within the lower levels of a hierarchical reinforce-
ment learning architecture, where lower levels are identified with neural structures
underlying model-free learning and higher levels with structures underlying model-
based learning (Haruno and Kawato, 2006). The Bayesian model presented here

2On this view, dopamine transmission can be taken to encode 1/σ2
r rather than δ in the

current learning equations. Thus, with increased dopamine transmission, σ2
r decreases and α,

the “learning rate”, increases.
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Figure 2.10: Subjective valuations for the lever press action in the initial state
over the course of an experiment. After the 20th training iteration, a punishment
is introduced to accompany the reward. When the lever press leads to the non-
addictive reward, it is quickly devalued. However, the lever press is still considered
a valuable action when it might lead to the addictive reward. This pattern of results
holds for both model-free and model-based agents.

could similarly be altered so that the model-based agent is less susceptible to over-
valuing addictive rewards. For example, if the model-based system maintained
separate valuations of the reward and the punishment, then the estimated value of
the addictive reward could be hyper-precise without overshadowing the negative
value of the punishment. We will postpone for now the discussion of whether such
an alteration to the present computational model to avoid overvaluation in the
planning system would be justified by existing evidence, and instead simply note
that the habit theory of addiction requires us to assume overvaluation of the ad-
dictive reward in the habit system and an absence of overvaluation in the planning
system.

In the next section, we explore the intertemporal facet of addiction. In the
task used here, the consequences of addictive behaviour are immediate, whereas
in more realistic contexts, these consequences (and the benefits of abstinence)
are typically delayed (Ognibene et al., 2019). We will next explore whether the
strong preference for immediate over delayed rewards often seen in addiction can
be explained by a dominance of habit over planning.
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2.5 Model-based decision making and intertem-

poral impatience

Humans and other animals systematically discount the value of future rewards
as a function of their delay. The most commonly used function to describe this
discounting is a hyperbolic curve (Mazur, 1987):

Vsubj =
Vobj

1 + kD
(2.1)

where Vsubj is the subjective value of a reward, Vobj is its objective value, D is
the reward’s delay (arbitrary units), and k is an individual differences parameter
that quantifies intertemporal impatience: for higher values of k, a reward’s value
decays more steeply as a function of its delay. With a delay of 0, the subjective
value Vsubj matches the objective value Vobj.

Numerous studies have associated steeper discounting with addiction severity
(for a review, see Amlung et al., 2017), and some evidence even suggests that steep
discounting could be a risk factor for developing addiction (Audrain-McGovern
et al., 2009). Bickel et al. (2014) argue that excessively steep delay discounting
is so closely connected to addiction as to qualify as a behavioural marker, pre-
dicting the risk of developing addiction and indexing its severity and response
to treatment. Beyond addiction, steeper discounting is associated with a range
of unhealthy behaviours (Daugherty and Brase, 2010) and is thought to be a
trans-disease process contributing to other disorders such as ADHD and depres-
sion (Bickel et al., 2014, 2019). Given these findings, it seems tempting to suggest
that shallower discounting is always more desirable, or even that discounting is
irrational. However, some discounting is necessary given the inherent uncertainty
of the future—there is always some risk that a delayed reward will not materialize
(Sozou, 1998). Even if future rewards are guaranteed, it cannot be rational to
have an infinite temporal horizon of self-interest as a finite being (Yaari, 1965).
Moreover, some discounting is necessary to make reinforcement learning with non-
episodic MDPs computationally tractable, so that the expected future reward is
finite (Naik et al., 2019).

2.5.1 A reinforcement learning model of intertemporal choice

In the current setting, we are interested less in temporal discounting that is guar-
anteed because it is built into the basic learning equations as a numerical constant
(Eq. 2.3), and more in temporal discounting as an emergent phenomenon arising
due to the environment and the form of learning and decision making (model-free
or model-based) that takes place. Thus, we do not build discounting into the
learning equations (i.e., we set γ = 1; Eq. 2.3).

We can design an impulsivity assay as shown in Fig. 2.11. The agent begins in
an initial “0th” waiting state, from which it can decide to take a small immediate
reward rimm or can decide to wait for a larger reward later rdel > rimm. The latter
action will bring the agent either to the next (1st) waiting state or to a terminal
no-reward state. The same options are available from the next waiting state, such
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that the agent can progress through a series of waiting states or can, at any point,
opt for rimm. At the final waiting state rdel becomes available. Learning in this
task can be seen as a race between two processes. On the one hand, the agent
must learn the value of the delayed reward through experience that can be gained
only by forgoing the immediate reward. On the other hand, as the agent learns
the value of the immediate reward, it is less likely to forgo it. The agent will be a
steeper or shallower discounter depending on which of these processes is dominant.

Figure 2.11: Abstract representation of an intertemporal choice task. At each of
a sequence of waiting stages, the agent can either continue to wait or opt for an
immediate reward. Continuing to wait is associated with a small risk of transition-
ing to a terminal “no reward” state. At the final waiting stage, continued waiting
leads to the larger delayed reward.

2.5.2 Planning is necessary for patience

With the default parameters used for the other simulations described in this chap-
ter, the model-free agent exhibits steeper discounting than the model-based agent
(Fig. 2.12, top panel). It is worth noting that this result is sensitive to the choice
of parameters: maximizing the model-free agent’s eligibility traces (i.e., setting
λ = 1; Eq. 2.6) and increasing the model-based agent’s uncertainty about state
transitions (i.e., setting θ0 to a high value; Eq. 2.32) reverses the pattern of results
(Fig. 2.12, middle panel). This is because higher eligibility traces better enable the
model-free agent to learn the value of a long chain of “wait” choices and whereas
increasing the model-based agent’s uncertainty about state transitions increases
it’s asymptotic uncertainty about the value of waiting for the delayed reward.

However, increasing the value of θ0 places a somewhat arbitrary impediment
on the model-based agent’s learning. By default, θ0 had a value of 1 in the simula-
tions presented in this chapter, which encodes a uniform distribution over possible
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Figure 2.12: Probability of waiting the requisite number of times to receive the
larger delayed reward as a function of agent type and number of waiting steps.
The top and middle panels demonstrate that the choice of parameters determines
whether the model-based or model-free agent exhibits greater intertemporal im-
patience (though the differences are not dramatic). In the bottom panel, the
model-based agent subjectively assigns the delayed reward its full value and the
immediate reward a value of 0, while the model-free agent again uses the default
parameters from the top panel.

transition functions from each action to each subsequent state (Fig. 2.4). This
implies maximal uncertainty on the part of the agent prior to any observations
which, according to the principal of maximum entropy (Jaynes, 1957a,b), is the
best representation of the agent’s initial (lack of) knowledge. Thus, the choice of
parameters producing shallower discounting in the model-based learner is not an
arbitrary one.

Moreover, we can additionally assume that the model-based system’s reward
valuations do not come from direct experience alone. Instead, as the term “goal-
directed” suggests, model-based reward valuations can be assumed to arise from
the agent’s goals, which may be liable to change. Story et al. (2014) propose a
reinforcement learning model of intertemporal impatience in which, after extended
experience with an immediate reward, the agent “re-evaluates [its] goals” such that
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the delayed reward is now valued highly and the immediate reward devalued by the
model-based system. We can model this by adjusting the model-based system’s
estimate of rdel to the correct value and its estimate of rimm to 0. With this
revaluation, the model-based learner exhibits considerably shallower discounting
than the model-free learner, even when the latter’s parameters chosen are for
minimal discounting (Fig. 2.12, bottom panel). That is, the model-free agent
always exhibits relatively steep discounting and model-based planning is necessary
for intertemporal patience. The discounting that the model-based learner does still
show is due to uncertainty about the value of waiting.

In our previous work (Kinley et al., 2022), we described factors that might
increase the uncertainty in reward estimates produced by a goal-directed system in
addiction. For example, some addictive substances are associated with grey matter
reductions in the prefrontal cortex (Wang et al., 2012; Matochik et al., 2003), an
area broadly associated with model-based control (Huang et al., 2020). Similarly,
stress is a known precipitant of relapse (Mantsch et al., 2016) and has been shown
to reduce model-based control (Radenbach et al., 2015). The process of generating
low-uncertainty simulations of future rewards is argued to be cognitively taxing
(Gershman and Bhui, 2020), and thus could be adversely affected by stress and
prefrontal grey matter reductions. There is, then, a certain overdetermination to
the intertemporal impatience that could arise through uncertainty in the model-
based system: such uncertainty would not only shift the balance of control to the
(more impatient) model-free system, but would also make the model-based system
itself exhibit steeper discounting.

2.5.3 Is planning sufficient for patience?

Given that model-free habits lead to steep discounting, an agent that exhibits
intertemporal patience must do so through model-based planning. But is such
planning sufficient for patience? That is, does model-based control necessarily
lead to farsighted decisions? Arguably not: if we are willing to grant that model-
based valuations might change to reflect a goal of obtaining the delayed reward
(Fig. 2.12, bottom panel; Story et al., 2014), there is no reason in principle why
a model-based agent could not also preferentially value immediate rewards and
exhibit steep discounting despite intact planning abilities. Thus, steep discounting
might reflect the dominance of a short-sighted habit system over a future-oriented
planning system, but in principle might instead reflect the operation of a short-
sighted planning system. If the impulsivity seen in addiction is to be explained
as a dominance of habit over planning, as we argued in our elaboration on the
habit theory of addiction (Kinley et al., 2022), we are required to assume that the
planning system does not overvalue immediate rewards. We will discuss shortly
whether such an assumption is warranted by existing evidence. In the meantime,
we will note that a psychological intervention widely used to decrease discounting
both in healthy participants and in individuals with addiction appears to target the
model-based system. This intervention is called “episodic future thinking” and, as
we argued previously (Kinley et al., 2022), its effectiveness might be understood in
terms of decreased certainty about future rewards within the model-based system.
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We will next elaborate on this proposal with reference to the computational model
presented here.

2.5.4 Episodic future thinking in light of the model

Episodic future thinking (the mental simulation of the personal future; Atance
and O’Neill, 2001) is arguably one expression of model-based planning in humans
(Kinley et al., 2022). Imagining a future experience enables a process of valuation
(D’Argembeau, 2013) similar to that which occurs in model-based decision making
when a trajectory of future states is simulated. Indeed, the hippocampus, which in
rodents encodes spatial representations of possible paths forward from a decision
point (Johnson and Redish, 2007), is critical in humans for both episodic future
thinking (Hassabis et al., 2007) and model-based control (Vikbladh et al., 2019).

Structured episodic future thinking tasks have been established as reliable
methods of reducing intertemporal impatience (Rösch et al., 2022) and have been
explored on this basis as interventions for addiction (Patel and Amlung, 2020;
Garćıa-Pérez et al., 2022; Snider et al., 2016; Forster et al., 2021). These interven-
tions typically encourage vivid, detailed, and emotionally positive imagery of the
future, which can be interpreted in terms of the model-based learning equations
presented here. For example, imagining a more positive event could be seen as
simulating a future state with a higher value of µ̂r (Eq. 2.27). Similarly, vivid
and detailed imagery could reflect precise expectations of what a future state will
entail (i.e., a low value of σ2

µ̂r
; Eq. 2.27) and perhaps a greater degree of certainty

that waiting for the immediate reward will not lead to the “no reward” end state
(encoded in the relative values of θ introduced in Eq. 2.30).

As illustrated in Fig. 2.13a, precise expectations of highly valuable future
rewards can produce arbitrarily shallow discounting in the model-based agent.
Fig. 2.13b demonstrates that the episodic future thinking intervention also lowers
the agent’s uncertainty. Thus, an episodic future thinking intervention not only
decreases discounting within the model-based system, but also makes this system
more likely to win out in uncertainty-weighted competition with its model-free
counterpart. The expected overall result of this dynamic is shallower discounting,
as seen in empirical episodic future thinking interventions (Rösch et al., 2022).

We can speculate as to how the effects of this episodic future thinking interven-
tion might occur in other implementations of model-based learning. The learning
equations used here assume that planning exhaustively searches possible future
trajectories, but this is somewhat unrealistic—outside of simple episodic tasks of
the type used here, exhaustive planning is prohibitively computationally intensive.
An alternative family of approaches instead compute expected values for only a
sample of possible future trajectories (Moore and Atkeson, 1993; Dearden et al.,
1999). A structured episodic future thinking intervention could be seen as biasing
this sample, such that certain (vivid, positive) future events are over-represented
and thus appear to be highly likely. Indeed, experimental evidence suggests that
repeatedly imagining a future event increases subjective estimates of its probabil-
ity of actually occurring (Szpunar and Schacter, 2013). As with the results shown
in Fig. 2.13, a future state that is both rewarding (because imagined positively)
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Figure 2.13: Effects of the episodic future thinking (EFT) intervention in the
model-based agent. (a) The EFT intervention can produce arbitrarily shallow
discounting with an appropriate change of parameters, particularly to the agent’s
estimate of the uncertainty of the delayed reward via the hazard rate. (b) Without
the EFT intervention, the model-based agent exhibits high uncertainty, especially
as the delayed reward becomes increasingly distant. In contrast, with the EFT
intervention, the agent maintains precise expectations of the value of the delayed
reward across a range of delays, making it more likely to win out in precision-
weighted competition with the model-free agent.

and probable (because imagined frequently) would be likely to be sought after to
the exclusion of smaller immediate rewards.

2.6 Discussion

In this chapter, we have attempted to formalize the elaboration on the habit theory
of addiction (Everitt and Robbins, 2005, 2016) put forth by Kinley et al. (2022).
On this account, addiction involves hyper-precise model-free reward predictions
and hypo-precise model-based reward predictions, resulting in the dominance of
habit over planning and consequently both the compulsivity and intertemporal
impatience seen in addiction. However, we have seen how formalizing this the-
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ory illuminates its implicit assumptions. In principle, habit is not necessary for
compulsivity because a planning system can exhibit compulsive reward seeking.
Similarly, planning is not in principle sufficient for patience because a planning
system could preferentially value immediate rewards. Thus, to explain compulsive
reward seeking and intertemporal impatience as a dominance of model-free habit
over model-based planning, we are required to assume as a contingent fact that
the brain’s model-based system does not overvalue addictive rewards or immedi-
ate rewards even though, in principle, it could. Is this assumption justified by
empirical evidence?

Hogarth (2020) marshals various lines of evidence to argue that drug choice
is driven by goal-directed overvaluation of drug rewards in addiction. For exam-
ple, in rodents that choose drug rewards over food, the value of drugs appears
to be represented by the orbitofrontal cortex, an area implicated in goal-directed
action (Guillem et al., 2018; Guillem and Ahmed, 2018). Similarly, increased
drug seeking following withdrawal (Hutcheson et al., 2001) can be interpreted as
goal-directed behaviour similar to the goal-directed seeking of salinated water af-
ter sodium depletion (Krieckhaus and Wolf, 1968) or goal-directed avoidance of
a devalued outcome, as discussed earlier. Moreover, in human studies, economic
demand (i.e., willingness to pay) for drug rewards is associated with severity of
addiction (Bruner and Johnson, 2014). Crucially, economic demand is argued to
reflect expected values, i.e., model-based valuations (Hogarth, 2020). Thus, con-
trary to the habit theory of addiction, it appears that goal-directed overvaluation
of drug rewards is a key driver of addiction.

Moreover, contrary to the expectation that steep delay discounting arises through
the dominance of habit over planning, evidence for a relationship between mea-
sures of model-based control and delay discounting has been mixed. One study
found that steeper discounting is predictive of reduced model-based control, but
only weakly (R2 = 0.03; Shenhav et al., 2017), while others have found no signifi-
cant relationship at all (Hunter et al., 2018; Solway et al., 2017). Similarly, while
tyrosine supplementation (which can increase dopamine and epinephrine transmis-
sion) increases model-based control and reduces discounting in healthy participants
(Mathar et al., 2022), exposing regular slot machine users to a gambling environ-
ment increases discounting but also increases model-based control (Wagner et al.,
2022). Thus, the two constructs do not always covary. Interestingly, Hunter et al.
(2018) found that participants higher in model-based control spent more time
deliberating about their intertemporal choices but were no shallower than other
participants in their discounting, suggesting that their choices reflected a goal-
directed preference for immediate rewards. The gambling environment described
by Wagner et al. (2022) might have evoked a similar goal-directed preference for
immediate rewards, conducive to continued gambling.

Thus, it appears that we cannot safely assume that the goal-directed system
never overvalues addictive or immediate rewards. Does this mean the habit the-
ory of addiction is necessarily untenable? Epstein (2020) argues that, ultimately,
it is unlikely that all available evidence in the addiction literature will be ex-
plained by either a variant of the habit theory or a competitor. Such a “winner-
take-all” approach to theory ignores the possibility of heterogeneous psychological
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phenomena—for example, addiction might include a habit-driven subtype (Ep-
stein, 2020). Similarly, certain types of choices (e.g., sequential rather than si-
multaneous; Vandaele and Ahmed, 2021) might lend themselves to the expression
of overpowering habits. Redish et al. (2008) enumerate a range of “vulnerabili-
ties” that exist within a decision making system comprised of habit and planning
subsystems, including overvaluation by the habit subsystem, overvaluation by the
planning subsystem, imbalance between planning and habit, and “incorrect” (e.g.,
truncated) planning, among other processes we have not considered here. There is
no need to assume these vulnerabilities are mutually exclusive or occur in a specific
conjunction for all individuals at all times. The computational results reported
here clarify that the habit theory of addiction assumes one particular conjunction,
namely, an imbalance between a habit subsystem that overvalues addictive rewards
and a planning system that does not overvalue addictive or immediate rewards.
However, given the foregoing discussion, we can simply add to these results the
important caveat that this conjunction is likely not universal and thus that the
explanatory power of the habit theory of addiction is not total.

2.7 Appendix: learning equations

In this appendix, we give the mathematical details of the reinforcement learning
models used throughout this chapter. The source code for the implementation of
these models is available at github.com/kinleyid/bayesian-rl-chapter.

2.7.1 The environment

Before describing specific reinforcement learning algorithms, it is necessary to ex-
plain the simulated environments in which they operate. These are called Markov
decision processes (MDPs). An MDP consists of, first, a set S of possible states
and a set A(s) of actions available at each state s. Each state–action pair (s, a)
is associated with a probability distribution over successor states, p(s′|s, a). The
MDPs we will consider will have an “episodic” structure, meaning that, at a sub-
set of “terminal” states, no action is possible and the agent begins back in the
initial state. Moreover, in the MDPs we will consider, arrival in each terminal
state may be accompanied by a state-specific reward—no reward will be available
at nonterminal states.

The goal of a reinforcement learning algorithm is to learn the long-run reward
associated with each state–action pair (s, a), denoted Q(s, a). These Q values are
used to select which action to take in state s. In the algorithms we will consider
here, actions are selected according to a Boltzmann/“softmax” distribution over
Q values for possible actions:

p(a) ∝ exp
Q(s, a)

τ
(2.2)

where τ is a “temperature” parameter that controls the explore–exploit trade-off:
the highest-value option is always most likely to be chosen, but it is most likely
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by less for higher values of τ . That is, for higher values of τ , the agent is more
likely to explore actions it considers sub-optimal. As we will see, model-free and
model-based algorithms take different approaches to learning Q values.

2.7.2 Model-free learner

A classical Q-learning agent has a set of cached Q values for each state–action pair
that are initialized to 0. Upon taking action a in state s, the agent arrives at s′

and observes reward r(s′). The state–action value is the updated as follows:

[Q(s, a)]′ = Q(s, a) + α
[
r(s′) + γmax

a′
Q(s′, a′)−Q(s, a)

]
(2.3)

where a′ is the next action and maxa′ Q(s′, a′) is the value of the optimal next
action (0 if no further action is possible). The notation [·]′ is used to denote
updated values. Thus the value of Q(s, a) is gradually adjusted toward the value of
the observed reward plus the expected values of all subsequent rewards, discounted
at each time step by a factor γ. We will set γ = 1 so that there is no discounting
built into the learning equations, but we will see later that discounting can emerge
even when γ = 1. The amount by which Q(s, a) is adjusted can be written in
terms of a prediction error δ:

δ(s, a) := r(s′) + max
a′

Q(s′, a′)−Q(s, a) (2.4)

[Q(s, a)]′ = Q(s, a) + αδ(s, a) (2.5)

This learning equation is recursive, with updates to the value of the current state–
action pair dependent on learned values of subsequent pairs. Thus, learning signals
slowly propagate backward through the chain of preceding state–action pairs. This
learning can be accelerated using “eligibility traces”, which track the recency of
encountered state–action pairs and thus the eligibility of their associated Q values
for updates based on new observations. For each state–action pair (s, a) we define
an eligibility quantity z(s, a). When action a is taken in state s, the value of z(s, a)
is set to 1. After each subsequent action, z(s, a) decays by some factor λ:

[z(s, a)]′ = λz(s, a) (2.6)

Then, for each subsequent state–action pair (s′, a′), the value of Q(s, a) is adjusted
according to the eligibility trace z(s, a) and the just-observed prediction error
δ(s′, a′):

[Q(s, a)]′ = Q(s, a) + z(s, a)αδ(s′, a′) (2.7)

For higher values of λ, the agent has a longer “memory” for preceding state–action
pairs. When λ = 0, the learning equations reduce to the ones described earlier
that use no eligibility traces.

In the current setting, we are interested in tracking the uncertainty of the
agent’s reward estimates. Thus, we use a Bayesian variant ofQ learning that builds
on the one introduced by Dearden et al. (1998). Let R(s, a) be a random variable
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denoting the total value of taking action a in state s and following an optimal
policy thereafter. For simplicity, following Daw et al. (2005), we will build into the
model the implicit knowledge that reward is only available at terminal states: the
agent assumes that R(s, a) is normally distributed with variance σ2

r (a “sensory
noise” factor) and an unknown mean. Let Q(s, a) be the agent’s best estimate of
E [R(s, a)]. The agent’s belief in this estimate includes some uncertainty, and is
encoded in a normal probability density function over possible estimates q, centred
on the best estimate Q(s, a):

p (q) = N
(
q
∣∣Q(s, a), σ2

Q(s,a)

)
(2.8)

The variance term σ2
Q(s,a) quantifies the agent’s uncertainty about Q(s, a). This

prior distribution is updated with experience: suppose that the agent takes action
a in state s and arrives in state s′. If s′ is terminal, the agent observes reward r.
Then the standard Bayesian updates to the parameters of the prior distribution
are as follows:

[Q(s, a)]′r =

(
1

σ2
Q(s,a)

+
n

σ2
r

)−1(
Q(s, a)

σ2
Q(s,a)

+
nr

σ2
r

)
(2.9)

[
σ2
Q(s,a)

]′
r
=

(
1

σ2
Q(s,a)

+
n

σ2
r

)−1

(2.10)

where n, the number of observations, is always 1. The notation [·]′x denotes values
updated according to some specific observation x. As in the non-Bayesian learning
equations, the latter update can be rewritten in terms of a learning rate α(s, a)
and a prediction error δ(s, a):

α(s, a) :=
nσ2

Q(s,a)

σ2
r + nσ2

Q(s,a)

(2.11)

δ(s, a) := r −Q(s, a) (2.12)

[Q(s, a)]′r = Q(s, a) + α(s, a)δ(s, a) (2.13)

However, if s′ is nonterminal, the agent observes no immediate reward. It instead
“observes” only its current estimate of the expected total value of following an
optimal policy from state s′ onward, denoted Q(s′, a′∗), where a′∗ is the ostensible
best next action argmaxa′Q(s′, a′). To account for uncertainty about Q(s′, a′∗),
when s′ is not terminal, Dearden et al. (1998) suggest computing a mixture of
all possible updated densities, with each one weighted by the estimated relative
probability of the observation that would justify it:

[p (q)]′ =

∫ ∞

−∞
N
(
q
∣∣∣[Q(s, a)]′x ,

[
σ2
Q(s,a)

]′
x

)
N
(
x
∣∣Q(s′, a′∗), σ2

Q(s′,a′∗) + σ2
r

)
dx

(2.14)
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where N
(
x
∣∣∣Q(s′, a′∗), σ2

Q(s′,a′∗) + σ2
r

)
is the estimated probability density over val-

ues of R(s′, a′∗), evaluated at x. To solve this integral, we note that

N
(
q
∣∣∣[Q(s, a)]′x ,

[
σ2
Q(s,a)

]′
x

)
=

1

α(s, a)
N

x

∣∣∣∣∣∣∣
q

α(s, a)
+Q(s, a)

(
1− 1

α(s, a)

)
,

[
σ2
Q(s,a)

]′
x

α(s, a)2


We can then use the following identity (Coelho, 2013)∫ ∞

−∞
N
(
x
∣∣µ1, σ

2
1

)
N
(
x
∣∣µ2, σ

2
2

)
dx = N

(
µ1

∣∣µ2, σ
2
1 + σ2

2

)
(2.15)

to obtain the result

[p(q)]′ = N
(
q
∣∣∣Q(s, a) + α(s, a) (Q(s′, a′∗)−Q(s, a)) ,[

σ2
Q(s,a)

]′
x
+ α(s, a)2

(
σ2
Q(s′,a′∗) + σ2

s

))
(2.16)

Thus, the mixture distribution [p (q)]′ is a normal probability density with the
following mean and variance parameters:

[Q(s, a)]′ = Q(s, a) + α(s, a)δ(s, a) (2.17)

[
σ2
Q(s,a)

]′
=

(
1

σ2
Q(s,a)

+
n

σ2
s

)−1

+ α(s, a)2
(
σ2
Q(s′,a′∗) + σ2

s

)
(2.18)

where δ(s, a) := Q(s′, a′∗) − Q(s, a). Thus, accounting for uncertainty about
Q(s′, a′∗) does not change the mean of the updated distribution, but only adds
to its variance.

Defining the parameter updates in terms of prediction errors δ(s, a) allows us to
extend the notion of eligibility traces to a Bayesian learner. The same eligibility
factor z(s, a) as defined earlier can be incorporated into updates of σ2

Q(s,a) and

Q(s, a) after taking action a′ in state s′ and subsequently arriving in state s′′.
First, the “learning rate” α(s, a) and the prediction error δ(s′, a′) are set to

α(s, a) :=
z(s, a)σ2

Q(s,a)

σ2
r + z(s, a)σ2

Q(s,a)

(2.19)

δ(s′, a′) :=

{
r −Q(s′, a′), if s′′ is terminal

Q(s′′, a′′∗)−Q(s′, a′), if s′′ is nonterminal
(2.20)

where r is the reward observed upon arriving in state s′′ and a′′∗ is the ostensible
best next action from state s′′, i.e., argmaxa′′Q(s′′, a′′). Q(s, a) can then be updated
as follows, regardless of whether s′′ is terminal or nonterminal:

[Q(s, a)]′ = Q(s, a) + α(s, a)δ(s′, a′) (2.21)
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When s′′ is terminal, the update to σ2
Q(s,a) is

[
σ2
Q(s,a)

]′
=

(
1

σ2
Q(s,a)

+
z(s, a)

σ2
s

)−1

(2.22)

When s′′ is nonterminal, this update is

[
σ2
Q(s,a)

]′
=

(
1

σ2
Q(s,a)

+
z(s, a)

σ2
s

)−1

+ α(s, a)2
(
σ2
Q(s′′,a′′∗) + σ2

s

)
(2.23)

Thus, in much the way the learning rate is reduced using the eligibility factor in
the classical learning equations, the weight n accorded to the observation δ(s′, a′)
is multiplied by z(s, a) in this Bayesian formulation (n does not explicitly appear
in the above equations because it always has a value of 1).

Finally, some flexibility is built into the system using an exponential forgetting
procedure (Daw et al., 2005). Before updating Q(s, a) and σ2

Q(s,a) according to

a new observation, both factors decay toward their initial values µ0 and σ2
0 by a

forgetting factor w(s, a):

Q(s, a)← w(s, a)Q(s, a) + (1− w(s, a))µ0 (2.24)

σ2
Q(s,a) ← w(s, a)

(
σ2
Q(s,a)

)
+ (1− w(s, a))σ2

0 (2.25)

where w(s, a) is some proportion of a maximal forgetting factor w0 determined
based on the eligibility factor such that slower learning entails slower forgetting:

w(s, a) = 1− z(s, a)(1− w0) (2.26)

In state s, the overall uncertainty of the model-free agent’s reward estimate mea-
sured as σ2

Q(s,a∗) + σ2
r , where a∗ is the ostensible best next action argmaxaQ(s, a).

This is the variance of its estimated probability density function over possible
values of R(s, a∗).

2.7.3 Model-based learner

In contrast to a model-free agent, a model-based agent attempts to learn an ex-
plicit model of its environment. At decision time, the expected reward of each
possible action is computed recursively by traversing a tree of estimated action–
outcome contingencies. Like the model-free agent, the model-based agent’s beliefs
about action–outcome contingencies and about the reward associated with each
terminal state include some uncertainty. Identically to the model-free agent, the
model-based agent assumes the reward r(s) associated with a terminal state s
is normally distributed with unknown mean and fixed variance σ2

r . The agent’s
current best estimate of E [r(s)] is denoted µ̂r(s). The model-based agent’s belief
in this estimate is encoded in a normal probability density function over possible
estimates µ centred on the current best estimate µ̂r(s):

p (µ) = N
(
µ
∣∣∣µ̂r(s), σ

2
µ̂r(s)

)
(2.27)
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where σ2
µ̂r(s)

quantifies the agent’s uncertainty about µ̂r(s). After observing some

reward r, this density is updated according to[
µ̂r(s)

]′
= µ̂r(s) +

σ2
µ̂r(s)

σ2
r + σ2

µ̂r(s)

(
r − µ̂r(s)

)
(2.28)

[
σ2
µ̂r(s)

]′
=

(
1

σ2
µ̂r(s)

+
1

σ2
r

)2

(2.29)

These updates are identical to the model-free agent’s updates to Q(s, a) and σ2
Q(s,a)

when a leads to a terminal state.
To learn action–outcome contingencies, the agent tracks the number of times

each state–action pair (s, a) leads to a given successor state s′. This count is
denoted θs′ and the vector of counts for each possible successor following (s, a) can
be denoted θ. Given a set of state-action-successor observations, the best estimate
of the probability of a successor state when action a is taken in state s is

t̂ (s′|s, a) = θs′∑
θ

(2.30)

where
∑

θ is the total number of times (s, a) has occurred. In other words, the
estimated probability of a successor s′k following state–action pair (s, a) is simply
its so-far-observed relative frequency. As with the estimate of E [r(s)], the agent’s
belief in these estimated transition probabilities contains some uncertainty, and is
encoded in a Dirichlet probability density function over possible successor distri-
butions

p (t) = Dir (t|θ) (2.31)

where t is a vector representing a possible probability distribution over successor
states following (s, a). The parameters of this Dirichlet distribution are simply the
counts θs′ of each successor state s′ following (s, a). Before making any observa-
tions, each count θs′ is set to the same initial value θ0, reflecting a prior belief that
each possible successor is equally likely:

θ ← θ01 (2.32)

Like the model-free agent, the model-based agent is more sensitive to recent ob-
servations than distant ones through a process of exponential forgetting. Before
updating the parameters of the distribution over possible values of E[r(s)], these
decay toward their initial values σ2

0 and µ0 by a forgetting rate w (equal to w0 in
the model-free learning equations):

σ2
µ̂r(s)
← wσ2

µ̂r(s)
+ (1− w)σ2

0 (2.33)

µ̂r(s) ← wµ̂r(s) + (1− w)µ0 (2.34)

Similarly, following a state–action pair, the corresponding counts θ for each possi-
ble successor decayed toward their initial values θ0 of before the count correspond-
ing to the observed successor was incremented:

θ ← wθ + (1− w)θ0 (2.35)
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To estimate the expected value of taking some action a in state s, the agent
computes the following:

Q(s, a) =
∑
s′

max
a′

Q(s′, a′)t̂ (s′|s, a) (2.36)

where Q(s′, a′), the estimated expected value of taking action a′ in state s′, is
computed recursively according to the same equation. If s′ is terminal, then
maxa′ Q(s′, a′) = µ̂r(s′).

The agent’s estimate of the distribution over total reward value received from
state s onward can be denoted fs(r), and is given as follows:

fs(r) =

∫
t

(∑
s′

fs′(r)t(s
′|s, a∗)

)
Dir(t|θ) dt (2.37)

where a∗ is the ostensible best next action. fs(r) is a mixture distribution of sub-
mixture distributions

∑
s′ fs′(r)t(s

′|s, a∗), where each sub-mixture is weighted by
its relative probability Dir(t|θ). To compute the variance of the overall mixture,
we need to compute its moments. Let Rs be a random variable denoting the total
reward received from state s onward. The nth moment of Rs is

E [Rn
s ] =

∫
r

rn
∫
t

(∑
s′

fs′(r)t(s
′|s, a∗)

)
Dir(t|θ) dt dr

=

∫
t

∫
r

rn

(∑
s′

fs′(r)t(s
′|s, a∗)

)
dr Dir(t|θ) dt

(2.38)

i.e., a weighted average of the nth moment of each possible sub-mixture with weight
vector t. This can be written in terms of the nth moments of possible successors:

E [Rn
s ] =

∫
t

(∑
s′

t(s′|s, a∗)
∫
r

rnfs′(r)dr

)
Dir(t|θ) dt

=

∫
t

(∑
s′

t(s′|s, a∗)E[Rn
s′ ]

)
Dir(t|θ) dt

(2.39)

This is the expected value of the dot product of a Dirichlet-distributed random
vector t with a constant vector comprised of the nth moment of Rs′ for each
possible successor state s′. This is simply the dot product of the expected value
of t with this latter vector of nth moments:

E [Rn
s ] =

∑
s′

E [Rn
s′ ]

∫
t

t(s′|s, a∗)Dir(t|θ) dt

=
∑
s′

E[Rn
s′ ]E [t(s′|s, a∗)]

=
∑
s′

E[Rn
s′ ]t̂(s

′|s, a∗)

(2.40)
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where t̂(s′|s, a∗) is defined as above in terms of observed counts and E[Rn
s′ ] are

computed recursively. In the “base case” where s′ is terminal,

E[R2
s′ ] = µ2

r(s′) + σ2
µr(s′)

+ σ2
r (2.41)

The variance of Rs, and therefore the uncertainty of the model-based agent’s re-
ward predictions, can be computed using the first two moments as Var[Rs] =
E[R2

s] − E[Rs]
2.3 These two moments, in turn, are computed by value iteration

(Sutton and Barto, 2018).
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Chapter 3

Visual perspective as a
two-dimensional construct in
episodic future thought

Isaac Kinley, Morgan Porteous, Yarden Levy, & Suzanna Becker

Introductory note

In the previous chapter, we used computational modelling to provide a framework
for understanding the role of episodic future thinking in intertemporal choice.
Here we take an empirical approach, searching for covariates of the effect of future
thinking cues presented during a delay discounting task. A covariate of particular
interest is visual perspective, a main focus of this chapter.

An interesting quirk of human memory is that we do not always recall events
from the perspective of our own eyes. Sometimes, especially for distant memories,
we tend to adopt a third-person perspective and see ourselves “from the outside”
in a remembered scene. The same is true of imagined future events: when we
imagine the future, we might do so from the perspective of our own eyes or from
that of an observer. Visual perspective in episodic future thinking has been shown
to modulate the emotional impact of imagined future events, and is therefore a
plausible candidate for a covariate of the effect of episodic future thinking on
decision making.

Most research on visual perspective in memory and future thinking assumes
that first- and third-person perspectives are mutually exclusive, but this is arguably
too restrictive. For example, we might switch between first- and third-person
perspectives when remembering or imagining the same event. Similarly, we might
adopt a perspective that is not first-person, but from which we do not see ourselves
“from the outside”, which is an important element of a third-person perspective.

To measure the effect of episodic future thinking on delay discounting, we used
an intertemporal choice task with future thinking cues. We collected questionnaire
measures of a range of variables (e.g., vividness, emotional valence) potentially rel-
evant to this effect. Importantly, our questionnaire separately measured first- and
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third-person visual perspective. This allowed us to test whether visual perspective,
measured as a two-dimensional rather than a one-dimensional construct, is related
to other variables measured by our questionnaire and to the effect of episodic
future thinking on delay discounting.

The main author (I.K.) designed the study, collected approximately half the
data (with M.P.), performed the analyses, and primarily wrote the paper. It
appears in Consciousness and Cognition as Kinley, I., Porteous, M., Levy, Y., &
Becker, S. (2021). Visual perspective as a two-dimensional construct in episodic
future thought. Consciousness and Cognition, 93, 103148.

Abstract

Visual perspective (first-person vs. third-person) is a salient characteris-
tic of memory and mental imagery with important cognitive and behavioural
consequences. Most work on visual perspective treats it as a unidimensional
construct. However, third-person perspective can have opposite effects on
emotion and motivation, sometimes intensifying these and other times act-
ing as a distancing mechanism, as in PTSD. For this reason among others,
we propose that visual perspective in memory and mental imagery is best
understood as varying along two dimensions: first, the degree to which first-
person perspective predominates in the episodic imagery, and second, the
degree to which the self is visually salient from a third-person perspective.
We show that, in episodic future thinking, these are anticorrelated but non-
redundant. These results further our basic understanding of the potent but
divergent effects visual perspective has on emotion and motivation, both in
everyday life and in psychiatric conditions.

3.1 Introduction

One of the earliest works discussing visual perspective in memory is Freud’s 1899
essay on “screen memories”—vivid childhood memories of seemingly anodyne sit-
uations which, he argued, were replacements for or sanitized versions of distressing
but autobiographically significant events (Freud, 1962). The essay draws on Vic-
tor and Catherine Henri’s survey of early childhood experiences (Nicolas et al.,
2013) to argue that memories retrieved from the perspective of an outside ob-
server (“third-person” memories), as early memories often are, cannot be faithful
re-renderings of the original experiences, which must have been originally expe-
rienced from a first-person perspective. Freud argued that these memories must
instead have been “worked over.”

The topic seems to have lain dormant for nearly a century until the seminal
work of Nigro and Neisser (1983), which not only re-established the existence of
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third-person memories, but explored memory characteristics predictive of first- or
third-person perspective. Among these were self-awareness (predictive of third-
person perspective) and a focus on emotions rather than objective details (predic-
tive of first-person perspective). Also, older memories were generally more likely
to be recalled from a third-person perspective.

3.1.1 Visual perspective in memory

Visual perspective is not an immutable characteristic of memory. Robinson and
Swanson (1993) note that people report switching between first- and third-person
points of view within the same memory. This switching is easier for more recent
and vivid memories and, while the switch from first- to third-person is associated
with reduced affect, the reverse switch is not associated with increased affect.
They suggest that when the sensory-affective details of a memory are lost, it tends
to be retrieved from a third-person perspective; only the cognitive component
of the memory trace remains, and forcing a switch to first-person perspective
cannot bring forth sensory-affective detail that is no longer accessible. However,
forcing a switch away from a naturally-occurring first-person perspective involves
suppressing accessible detail, resulting in reduced affect (Robinson and Swanson,
1993).

Subsequent findings have aligned well with this model: first-person perspective
in natural recall is associated with greater emotional intensity (McIsaac and Eich,
2002; D’Argembeau et al., 2003; McIsaac and Eich, 2004; Talarico et al., 2004), de-
tail (McIsaac and Eich, 2002, 2004), vividness (Sutin and Robins, 2010), and sense
of reliving (Berntsen and Rubin, 2006). There are also asymmetries in perspective
switching (decreases after the first-to-third-person switch but no increase after the
reverse switch) for sense of reliving (Berntsen and Rubin, 2006), emotional inten-
sity (Vella and Moulds, 2014; Gu and Tse, 2016), vividness (Williams and Moulds,
2008), and episodic detail (Akhtar et al., 2017). Furthermore, retrieval from a
third-person perspective alters memories, reducing vividness (Butler et al., 2016),
accuracy (Marcotti and St. Jacques, 2018), emotional intensity (Sekiguchi and
Nonaka, 2014) and sensory-affective detail (Bagri and Jones, 2009) at subsequent
recall. First-person perspective appears, then, to be closely related to the episod-
icity of memory. Indeed, the first-person–third-person distinction is closely related
(though not identical; Sutton, 2010) to the remember–know distinction (Crawley
and French, 2005) and the proportion of memories recalled from a first-person
perspective follows a reminiscence bump for events in young adulthood (Piolino
et al., 2006).

Several recent studies have found that visual perspective in memory recall is
a reliable individual-differences variable (Siedlecki, 2015; Verhaeghen et al., 2018),
and it may be one with important connections to psychological health. Third-
person perspectives are argued to be constructed from “contextual” memory rep-
resentations that are dissociable from the low-level sensory representations un-
derlying vivid intrusions (Brewin et al., 2010). As such, individuals with PTSD
often deliberately adopt a third-person perspective when recalling trauma mem-
ories to avoid reliving them (McIsaac and Eich, 2004). Similarly, more avoidant
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survivors of trauma are more likely to adopt third-person perspectives on their
trauma memories (Kenny and Bryant, 2007). Third-person perspective memories
are also more common among depressed individuals (Kuyken and Howell, 2006,
but cf. McFadden and Siedlecki, 2020), possibly for positive events in particular
(Lemogne et al., 2006; Nelis et al., 2013) or for individuals with a tendency to-
ward cognitive avoidance of intrusions (Williams and Moulds, 2007; Kuyken and
Moulds, 2009). Finally, trait dissociation is linked to increased third-person per-
spective in memory recall (Williams and Moulds, 2007; Sutin and Robins, 2010;
Radvansky and Svob, 2019). The fact that third-person perspective can dampen
affect apparently causes it to function as a psychological distancing mechanism
across psychiatric conditions.

3.1.2 Visual perspective in episodic future thinking

The personal future can also be imagined from a first- or third-person perspective
through a process known as episodic future thinking (EFT; Atance and O’Neill,
2001). Just as visual perspective in memory recall has important implications for
affect, visual perspective in EFT has important implications for motivation and de-
cision making. First-person perspective tends to emphasize sensory-affective infor-
mation while third-person perspective tends to highlight more abstract information
that contextualizes events, and this difference has behavioural consequences (Libby
and Eibach, 2011). For example, 90% of registered voters who visualized voting in
the 2004 American presidential election from a third-person perspective actually
followed through with their voting intentions, compared to 72% who visualized
voting from a first-person perspective (Libby et al., 2007). Similarly, visualizing
an academic achievement from a third-person perspective increases motivation to-
ward it more than visualization from a first-person perspective, an effect mediated
by high construal level, which casts academic achievement within the larger con-
text of more abstract goals (Vasquez and Buehler, 2007; Trope and Liberman,
2010). Finally, visualizing the future self from a third-person perspective increases
hypothetical retirement saving, an effect mediated by the visual salience of the
future self (Macrae et al., 2017).

3.1.3 Explaining divergent effects of third-person perspec-
tive

There is an apparent contradiction in the divergent effects of visual perspectives on
motivation and emotion: why should third-person perspective be associated with
increased motivation if it is associated with dampened affect? To resolve this,
McCarroll (2019) argues that third-person perspective does not always function
as an emotional distancing mechanism. Instead, it can sometimes enhance self-
conscious emotions such as pride and thereby motivate future-oriented decisions.
In the memory literature, Sutin and Robins (2008) have introduced a model in
which third-person perspective can either heighten or dampen affect: for positive
memories that are consistent with the current self-concept, third-person perspec-
tive will heighten affect by bringing the remembered self into the visual foreground
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of a memory, thereby increasing self-focus (the “salient self” effect). Meanwhile,
for negative memories that are inconsistent with the current self-concept, third-
person perspective will dampen affect by creating psychological distance between
the remembering and remembered self (the “dispassionate observer”; see Rice,
2010, for a discussion of this model’s limitations).

Extending this model to EFT, third-person perspective should increase or de-
crease motivation toward future goals depending on whether the “salient self”
or the “dispassionate observer” effect prevails, which in turn should depend on
whether the goal in question is consistent with the current self-concept. In line
with this, pursuit of health goals is hindered by third-person visualization if they
are peripheral to the self-concept (Stornelli et al., 2020).

3.1.4 Against a unidimensional model of visual perspective

Much of the memory and EFT literature on visual perspective treats it as a uni-
dimensional construct, with first- and third-person perspectives at opposite poles
(e.g., Berntsen and Rubin, 2006). However, the fact that third-person perspective
can have divergent effects on emotion/motivation suggests that visual perspective
is not unidimensional. Here we make a case against a unidimensional model of
visual perspective (see also Rice and Rubin 2009).

The definition of a third-person perspective usually contains 2 criteria: a point
of view different from first-person and the visibility of the remembered or imagined
self (Nigro and Neisser, 1983). These two criteria appear to correspond to the two
divergent effects of third-person perspective posited by Sutin and Robins (2008):
a shift in perspective away from first-person should amplify the “dispassionate
observer” effect, while the vivid visibility of the self should amplify the “salient
self” effect.

Moreover, these two criteria seem logically separable: the fact that a point of
view is not first-person does not necessarily mean that the remembered or imagined
self will be visible (Sutton, 2010; McCarroll, 2019). This proposal derives from the
concept of “acentred” memories, in which the point of view is not the same as the
original, but neither is the self visible in the memory scene, having been “edited
out” (Wollheim, 1984). However, as far as we are aware, there are presently no
empirical data on the prevalence of this phenomenon.

Additionally, there is an infinite number of spatial locations and angles from
which a third-person perspective can be constructed (Callow and Roberts, 2010;
Morris and Spittle, 2012), and the particular third-person vantage point from
which an observer memory is retrieved relates to that memory’s content (e.g., when
remembering giving a presentation, one is more likely to recall the scene from in
front of oneself; Rice and Rubin, 2011). Clearly, then, third-person perspective
is not just one end of a unidimensional construct but is instead a category of
perspectives within which meaningful variation exists.

Finally, it is possible to adopt multiple perspectives when retrieving a single
memory. For example, Berntsen and Rubin (2006) provide the following descrip-
tion of a memory in which the perspective switches:
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I see myself dancing at a party at the university. I remember my clothes
and my legs (the way they moved). Suddenly, I am “inside my own
body” looking out. A guy I know a little walks by me and says as he
passes: “You look good today”.

Thus a single memory or imagined future episode can be described as involving
both first- and third-person perspectives—i.e., as simultaneously occupying both
opposite poles of visual perspective understood as a unidimensional construct.
Switching between perspectives is also observed in sports imagery, where it has
been shown to benefit performance (Epstein, 1980; Gordon et al., 1994; Smith
et al., 1998). It has even been suggested that multiple perspectives can coexist
simultaneously within a mental image in a way that is not possible in perception
(Sutton, 2012). This is based in part on the observation that spontaneous verbal
descriptions of space often employ route (first-person) and survey (third-person)
descriptions within a single clause (Taylor and Tversky, 1992). Similarly, Sartre’s
view that mental images reflect rather than precede knowledge implies that mul-
tiple visual perspectives can be adopted simultaneously (Sartre, 1972, as cited in
McCarroll, 2018, pp. 144–145).

3.1.5 Visual perspective as a two-dimensional construct

In light of the fact that multiple visual perspectives can co-occur within a single
memory retrieval, Rice and Rubin (2009) argue that first- and third-person per-
spectives are independent dimensions that characterize memory, and show that
the two correlate differentially with ratings of vividness. However, as discussed
above, meaningful variation exists between third-person perspectives, which may
not be fully captured when describing a memory or imagined future episode as in-
volving simply more or less third-person perspective. Here we offer an alternative
two-dimensional conceptualization of visual perspective.

We argue that visual perspective, in both memory and episodic future thinking,
is best understood as comprising (1) the predominance of first-person perspective
(henceforth “first-person predominance”) and (2) the visibility of the imagined
self when a third-person perspective is adopted (henceforth “third-person self-
visibility”). As noted above, people can adopt multiple visual perspectives on
the same event, meaning that first-person perspective can predominate to varying
degrees. Furthermore, from a third-person perspective, the imagined self may be
more or less visually salient.

These two dimensions articulate the space of possibilities for visual perspective:
when first-person perspective predominates and third-person self-visibility is low,
the overall perspective is best described as first-person. When these are both
reversed, the result is a third-person perspective as conceived by Nigro and Neisser
(1983). When third-person perspective predominates but self-visibility is low,
the result is acentred imagery. Finally, when both third-person self-visibility and
the predominance of first-person perspective are moderate to high, this describes
mental imagery in which the visual perspective switches between first- and third-
person.
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3.1.6 The present work

The present work aimed to evaluate the utility of measuring visual perspective
in terms of the two dimensions proposed above. In order to measure effects on
motivation and decision making, we used an episodic future thinking paradigm.
We also aimed to identify perceptual and affective correlates of the two proposed
dimensions.

First (prediction 1), we expected that the two dimensions would be separable,
allowing the measurement of both acentred imagery (low first-person predomi-
nance and low third-person self-visibility) and perspective switching (high first-
person predominance and high third-person self-visibility). Second (prediction 2),
in line with previous research, we expected first-person predominance to be posi-
tively correlated with subjective ratings of vividness and negatively correlated with
temporal distance (i.e. lower first-person predominance with increasing temporal
distance). Third (prediction 3), based on the model of Sutin and Robins (2008),
we expected emotional intensity to be positively correlated with both first-person
predominance and third-person self-visibility: first-person predominance should
reduce the “dispassionate observer” effect, while third-person self-visibility should
increase the “salient self” effect.

We also aimed to measure trait predictors of each of these two dimensions. One
likely candidate is trait dissociation, which manifests as feelings of detachment
from one’s experiences and surroundings (Lyssenko et al., 2018). As noted ear-
lier, trait dissociation is correlated with increased rates of third-person perspective
in memory recall (Williams and Moulds, 2007; Sutin and Robins, 2010; Radvan-
sky and Svob, 2019), an effect interpreted in terms of emotional distancing (i.e.,
the “dispassionate observer” effect). Extending this idea to EFT, we predicted
that trait dissociation would be associated with low ratings of both first-person
predominance and third-person self-visibility (prediction 4).

Another relevant variable is trait imagery vividness, which we expected to
be positively associated with first-person predominance. Mental imagery is gener-
ated by projecting representations in long-term memory into imagery areas (Byrne
et al., 2007; Pearson, 2019). This activates modality-specific sensory cortices in a
top-down manner, and the strength of this activation is correlated with subjective
vividness ratings (Belardinelli et al., 2009). The ability to rapidly construct vivid
mental images differs between individuals (Isaac and Marks, 1994), and these dif-
ferences can be understood in terms of the information-theoretic concept of chan-
nel capacity: in high trait imagery individuals, there is greater information flow
from long-term memory to imagery areas (Hishitani et al., 2011). We therefore
expected that individuals with greater trait imagery vividness would construct
more perceptually detailed mental images of the future and, given the inherently
egocentric/body-centred nature of perception, would report more first-person im-
ages of the future (prediction 5).

Finally, we explored the role of visual perspective in EFT-driven reductions
of impulsivity. EFT shifts preferences away from smaller immediate rewards and
toward larger delayed rewards (Peters and Büchel, 2010), and is thought to do
so by simulating the value of future rewards in the present (Benoit et al., 2011).
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If this is the case, first-person perspective in EFT should increase the vividness
of these simulations and thereby amplify the effect on impulsivity. However, as
noted earlier, visualizing the far future from a third-person perspective increases
hypothetical saving behaviour (Macrae et al., 2017). Thus we expected (prediction
6) that the effect of EFT on impulsivity is amplified by both first-person predom-
inance (through increased vividness) and third-person self-visibility (through the
“salient self” effect).

To summarize, the present work aimed to examine visual perspective in episodic
future thought as a two-dimensional construct, comprising first-person predomi-
nance and third-person self-visibility. We expected that first-person predominance
would be associated with increased state and trait vividness, while third-person
self-visibility would be associated with positive affect and negatively correlated
with trait dissociation. Finally, we expected that both first-person predominance
and third-person self-visibility would be independently correlated with the effect
of EFT on impulsivity.

3.2 Materials and methods

McMaster undergraduate students were recruited to complete an episodic future
thinking task, a delay discounting task, and several questionnaires. Participants
(N = 92, 77 women, 1 other/unspecified, ages 18 – 24, median = 18) completed
the experiment for introductory psychology course credit, giving written consent
as approved by the local research ethics board. The experiment was programmed
using jsPsych (De Leeuw, 2015) and hosted on a web server that was accessed
from a browser on a laboratory computer. Participants who were deemed to be
“off task” (those who wrote nothing for at least one event in the future thinking
writing task explained below) were excluded from further analysis, leaving a final
sample size of 84 (69 women, 1 other/unspecified, ages 18 – 24, median = 18).
The median time to complete the experiment was 26.58 minutes.

3.2.1 Questionnaires

In order to assess individual-differences factors potentially related to visual per-
spective, participants completed computerized versions of the Plymouth Sensory
Imagery Questionnaire (Psi-Q; Andrade et al., 2014) and the Dissociative Expe-
riences Scale II (DES; Carlson and Putnam, 1993). The Psi-Q measures imagery
vividness across sensory modalities including vision, sound, smell, taste, touch,
bodily sensation, and emotional feeling. The pencil-and-paper DES asks about
the frequency with which various experiences occur in the respondent’s daily life,
with possible responses ranging from 0% of the time to 100% in intervals of 10%.
Our computerized version of the DES used a digital visual analog scale which al-
lowed participants to specify responses in intervals of 1%. Responses were made
by moving a slider that started in the middle of the range for each question.
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3.2.2 Future thinking writing task

To generate mental images of potential future events in their lives, participants
completed an episodic future thinking writing task. They were given a set of
criteria for the future events they would be imagining (must be actually planned
or at least realistic; must be confined to a specific place and time; must not last
longer than a day; must be distinct and not have happened yet). Participants then
completed a future thinking writing task using the Galton-Crovitz cuing paradigm
(Galton, 1879; Crovitz and Schiffman, 1974). Cue words were drawn from the
Clark and Paivio (2004) norms according to the following criteria: imagery ratings
above 5.5, familiarity ratings above 5.56, and log[Lorge-Thorndike frequency + 1]
above 1.46. In total, of the 2311 words in the norms, 204 met our criteria (imagery
mean = 6.28, 5.53 – 6.87; familiarity mean = 1.88, 1.48 – 2.00; log[Lorge-Thorndike
frequency + 1] mean = 6.29, 5.57 – 6.92. In response to cue words, participants first
wrote an event title (for example, “Family Visit”) which would later be displayed
during the delay discounting task described below, and then elaborated on the
event in a free text field. Participants were asked to construct four future events,
at delays of 1 week, 1 month, 6 months, and 12 months.

3.2.3 Imagery characteristics questionnaire

To query visual perspective as well as other potentially relevant phenomenological
variables, we developed a brief questionnaire probing participants’ mental imagery
in more detail. Prior to providing their responses, participants were given the
following explanation of visual perspective:

Some of these questions ask about visual perspective. When we imagine
events, we can see them from different points of view in our mind’s eye.
If we see the scene from the point of view of our own eyes, this is called
a “first-person” perspective. If we see it from any other point of view,
this is called a “third-person” perspective. Sometimes we switch back
and forth between the two.

This explanation deliberately omits the self-visibility requirement from the def-
inition of third-person perspective. Participants answered up to 2 questions per-
taining to visual perspective. The first queried first-person predominance:

What percentage of the time did you see the scene from a first-person
perspective?

The digital visual analog scale had anchors at 0%, 25%, 50%, 75%, and 100%.
Participants who responded less than 100% then answered the following question
querying third-person self-visibility:

When you saw the scene from a third-person perspective, did you see
yourself in it?
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This scale had anchors “Not at all”, “Somewhat”, and “Very clearly” at the far
left, middle, and far right points, respectively. The response to the above question
for participants reporting 100% first-person predominance was coded as missing.

Prior to making any of these responses, participants were given the following
instructions:

Please do not try to change your imagination of the events based on
the questions. Instead, answer them based on the mental images you
already had.

These instructions were included based on the possibility that participants
would, when answering the third-person self-visibility question, unintentionally
bring to mind their own appearance while searching for themselves in their third-
person imagery and, as a result, answer affirmatively. The goal was thus to reduce
the likelihood that the question would act as a suggestion.

The rest of the items queried vividness (“Was your mental image of the event
faint or vivid?”, with anchors “Faint” and “Vivid”), location familiarity (“Was
the location of the event familiar to you?”, with anchors “Totally unfamiliar”
and “Totally familiar”), emotional valence (“Was the general emotional tone of
the event positive or negative?”, with anchors “Negative” and “Positive”), and
emotional intensity (“Were the emotions associated with the event intense?”, with
anchors “Not intense” and “Very intense”) (D’Argembeau and Van der Linden,
2006; Johnson et al., 1988). Participants provided this series of ratings (henceforth,
“event-wise ratings”) for each imagined event.

3.2.4 Delay discounting task

To measure impulsivity and its modulation by episodic future thinking, partic-
ipants completed a computerized delay discounting task, making a series of hy-
pothetical choices between smaller immediate rewards and larger delayed rewards
(Kirby et al., 1999).

From trial to trial, the value of the smaller immediate reward changed according
to the adjusting amount procedure such that, when the immediate reward was
chosen, its value was adjusted downward on the next trial and vice versa (Koffarnus
and Bickel, 2014). The reward values began at $400 and $800 and the immediate
reward was first adjusted (upward or downward) by $200. This amount decreased
by half after each adjustment over the course of 5 trials so that the two rewards
converged on a pair between which the participant was indifferent. From this pair,
the “indifference point” was computed by taking the smaller reward as a fraction
of the larger.

For example, after choosing the larger delayed reward for 4 successive trials, a
participant would be presented with a choice between $775 available immediately
(adjusted upward from $750) and $800 available at some delay. If they chose the
immediate reward on this final trial, their indifference point would be computed
by adjusting $775 downward by half the previous amount, ($25/2), and dividing
the result by $800, yielding approximately 0.95. This process was repeated for
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delays of 1 week, 2 weeks, 1 month, 2 months, 6 months, 8 months, 12 months,
and 14 months (displayed to participants in units of days).

On trials where the delay corresponded to the time of occurrence of one of
the previously constructed events, the title for that event provided by the partici-
pant in the future thinking writing task was displayed beneath the delayed option
(henceforth “EFT cuing”; Peters and Büchel, 2010).

Delay discounting rates were calculated according to the hyperbolic model
(Mazur, 1987):

ID =
1

1 + kD
(3.1)

where ID is the individual’s indifference point at delay D and k is a free pa-
rameter quantifying the steepness of an individual’s discounting function. k values
were computed using nonlinear least squares estimation as implemented in R’s
nls function (R Core Team, 2018). For each participant, k values were computed
separately for the cued and uncued trials. For statistical analysis, k values were
log-transformed for normality (Kirby et al., 1999). The effect of EFT cuing on
delay discounting, ∆k, was computed as follows:

∆k = log kuncued − log kcued (3.2)

where kuncued is computed by fitting the model in Eq. 3.1 to the data from
an individual’s uncued trials and kcued is computed using data from cued trials.
A more positive value of ∆k reflects larger decreases in delay discounting during
EFT cuing (i.e., less impulsive decision making).

3.2.5 Analyses

All analyses were performed using the R statistical computing environment (R
Core Team, 2018). Linear mixed effects models were computed using the lmer

function from the Analysis of Factorial Experiments (afex) package (Singmann
et al., 2019) and p values for fixed effects were computed using degrees of freedom
estimated by the Satterthwaite approximation (Satterthwaite, 1946).

Briefly, linear mixed effects models are used for data in which observations
occur in clusters, and they account for similarity between observations from the
same cluster (Hedeker, 2005). In the current case, there were 4 sets of event-wise
ratings collected from each participant. Every mixed effects model reported here
used random intercepts, meaning that for a given pair of variables, all within-
subjects correlations were described using a single best-fitting regression slope.
These slopes are reported as β statistics along with their associated p values.

Figures were generated using the Grammar of Graphics package (Wickham,
2016).
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3.3 Results

3.3.1 Joint distribution of visual perspective dimensions

We first aimed to characterize the relationship between the two proposed dimen-
sions of visual perspective and determine whether they are indeed separable. To
this end, Fig. 3.1a illustrates the bivariate distribution along both dimensions of
all imagined future events pooled from all participants. There was a strong nega-
tive association between the two dimensions, as indicated by a linear mixed effects
model (dependent variable: third-person self-visibility; fixed effect: first-person
perspective; random effect: participant identity; β = -0.301, p < 0.0001).

We expected to find evidence of both acentred imagery and perspective switch-
ing (prediction 1). We defined acentred imagery as low first-person predominance
and low third-person self-visibility (both ratings less than 50/100, i.e., the bottom
left quadrant of Fig. 3.1a). 17 imagined future events (5.06%) met these criteria
and 13 participants (15.48%) reported at least one instance of acentred imagery.
Similarly, we defined perspective switching as high ratings of both first-person pre-
dominance and third-person self-visibility (both ratings greater than 50/100, i.e.,
the top right quadrant of Fig. 3.1a). 90 events (26.79%) met these criteria and
50 participants (59.52%) reported at least one instance of perspective switching.
First-person imagery was defined as ratings of first-person predominance greater
than 50/100 and ratings of third-person self-visibility below 50/100, or not ap-
plicable for events with 100/100 first-person prefominance. 121 events (36.01%)
met these criteria and 58 participants (69.05%) reported at least one such event.
Finally, third-person imagery was defined as low (<50/100) ratings of first-person
predominance and high (>50/100) ratings of third-person self-visibility. 68 events
(20.24%) met these criteria and 38 participants (45.24%) reported at least one
such event.

Thus, while acentred imagery was relatively uncommon, in line with prediction
1 we found evidence for its occurrence, along with the occurrence of perspective
switching. This suggests that the two dimensions of visual perspective, while
anticorrelated, are separable.

Exploratory analyses

Low vividness ratings appear overrepresented in the bottom left quadrant of Fig.
3.1a, likely because participants with unclear mental images would endorse neither
a clear first-person perspective nor clear third-person self-visibility. Indeed, a
linear mixed effects model predicting vividness ratings using the two dimensions
of visual perspective (fixed effects: first-person predominance and third-person self-
visibility; random effect: participant identity) found that both were independently
correlated with vividness (first-person predominance: β = 0.184, p = 0.0030; third-
person self-visibility: β = 0.383, p < 0.0001). This means that apparent cases of
acentred imagery may actually have merely been very faint mental images.

Visualizing the same data on a by-participant basis, it becomes clear that there
was an outlier participant reporting virtually no visual imagery (Fig. 3.1b). The
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above mixed effects analyses remain significant after removing this participant’s
data, i.e., vividness ratings were still independently predicted by both first-person
predominance (β = 0.142 p = 0.0292) and third-person self-visibility (β = 0.343, p
< 0.0001). However, to avoid exaggerating the role of imagery vividness in deter-
mining visual perspective, this participant’s data were removed from subsequent
analyses.
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Figure 3.1: Third-person self-visibility as a function of first-person predominance.
Background shading reflects 2-dimensional kernel density estimates. (a) Each data
point corresponds to a pair of ratings for a single event. Gray points are those
for which participants did not submit vividness ratings. (b) Each data point
corresponds to the mean response for a single participant.

3.3.2 State (event-wise) predictors of visual perspective di-
mensions

We next aimed to identify associations between each dimension of visual perspec-
tive and the self-report ratings provided for each event (i.e., vividness, location
familiarity, emotional valence, and emotional intensity; see section 3.2.3). To this
end, we computed 2 linear mixed effects models, first modelling first-person pre-
dominance as a function of all other event-wise ratings, then doing the same for
third-person self-visibility. Temporal distance was included as a fixed effect in
these models and coded as an ordinal variable.

We expected first-person predominance to be positively related to vividness
ratings and negatively related to temporal distance (prediction 2). We also ex-
pected emotional intensity to be positively related to first-person predominance
(prediction 3). However, the only significant negative predictor of first-person pre-
dominance was third-person self-visibility (β = -0.383, p < 0.0001) and the only
positive predictor was emotional valence (β = 0.122, p = 0.0414; higher ratings in-
dicate more positive valence). While the relationships of first-person predominance
to the other variables were in the expected directions (vividness: β = 0.089; tem-
poral distance: β = -0.148; emotional intensity: β = 0.080), none was significant
(all p values > 0.12).

69



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

Our only prediction around third-person self-visibility was that it would be as-
sociated with increased emotional intensity (prediction 3). This was borne out in a
second linear mixed effects model, which found that third-person self-visibility was
positively predicted by emotional intensity (β = 0.186, p = 0.0004) and vividness
(β = 0.243, p < 0.0001), and negatively predicted by first-person predominance (β
= -0.386, p < 0.0001). No other event-wise predictor was significant (all p values
> 0.2).

Thus, between predictions 2 and 3, only part of prediction 3 was statistically
supported: there was an association between emotional intensity and third-person
self-visibility, in line with the Sutin and Robins (2008) model. We also found an
unexpected association between ratings of vividness and third-person self-visibility.

Exploratory analyses

In section 3.3.1, there was an association between ratings of vividness and first-
person predominance. However, there was no association between these two vari-
ables in section 3.3.2, in a model that included other event-wise ratings. This
may be because, in EFT, the effect of temporal distance on vividness is mediated
by location familiarity: temporally distant events are less vivid because they are
imagined in unfamiliar locations (Arnold et al., 2011). Therefore, to address poten-
tial collinearity between vividness, temporal distance, and location familiarity, the
linear mixed effect model predicting first-person predominance was re-computed
keeping each of these variables in turn as a fixed effect while excluding the other
two. I.e. the model was first re-computed excluding temporal distance and lo-
cation familiarity as predictors, then excluding vividness and location familiarity,
then excluding vividness and temporal distance.

Using this approach, both vividness (β = 0.129, p = 0.0179) and location
familiarity (β = 0.108, p = 0.0137) were significant predictors of first-person pre-
dominance. The temporal distance linear contrast was negative as expected (i.e.
decreasing first-person predominance with increasing temporal distance) but not
significant (t = -0.565, p = 0.57). Thus both vividness and location familiarity
predict first-person predominance, but not independently. This is likely because
more familiar locations tend to be imagined more vividly.

3.3.3 Trait predictors of visual perspective dimensions

We next sought to test our predictions around trait variables and their relation-
ships to the two proposed dimensions of visual perspective. We expected trait
dissociation (DES score) to be negatively correlated with both first-person pre-
dominance and third-person self-visibility (prediction 4). We also expected trait
imagery vividness (Psi-Q visual score) to be positively correlated with first-person
predominance (prediction 5).

However, in a multivariate linear regression predicting DES score, there was
no main effect of first-person predominance (β = -0.356, p = 0.21) or third-person
self-visibility (β = -0.394, p = 0.14), despite the associations being in the expected
directions. Similarly, in a second multivariate linear regression predicting Psi-
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Q visual score, the main effect of first-person predominance was in the expected
direction but not significant (β = 0.032, p= 0.13). However, there was a marginally
significant main effect of third-person self-visibility (β = 0.042, p = 0.0403). Thus
the expected associations between trait dissociation and trait imagery vividness
and the two proposed dimensions of visual perspective were not borne out.

Exploratory analyses

Although trait dissociation was not linearly associated with either dimension of
visual perspective, in separate polynomial regressions, both had inverse quadratic
relationships to DES score (first-person p = 0.0277; third-person p = 0.0471). That
is, those with high trait dissociation were, on average, not tied to one perspective
or the other. This raises the possibility that trait dissociation is related to the
tendency to switch between perspectives when visualizing a single event.

To test this hypothesis, “dual-perspective” events were identified (as in section
3.3.1) as those receiving both high first-person predominance ratings and high
third-person self-visibility ratings (both ratings greater than 50/100, i.e., events in
the top right quadrant of Fig. 3.1a). The distribution of the number of these events
reported by participants is displayed in Fig. 3.2a. The number of dual-perspective
events (coded as an ordinal variable) was associated with trait dissociation (DES
score; linear contrast: t = 2.84, p = 0.0058; Fig. 3.2b). Thus, trait dissociation
was associated with a greater tendency to switch between first- and third-person
visual perspectives.
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Figure 3.2: “Dual-perspective events” are those rated by participants as involv-
ing high first-person predominance and high third-person self-visibility. (a) The
distribution of the number of dual-perspective events tapers off toward the max-
imum value of 4. (b) Trait dissociation is associated with a greater number of
dual-perspective events (i.e., perspective switching).

Finally, as in previous research, trait imagery vividness and trait dissociation
were uncorrelated (r(81) = -0.104, p = 0.35; Koppenhaver et al., 1997; Vannucci
and Mazzoni, 2009).
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3.3.4 Delay discounting

We next aimed to identify whether either dimension of visual perspective was
correlated with the EFT cue effect on delay discounting, ∆k (Eq. 3.2). As noted
earlier, ∆k was computed as the logarithm of the k value (the slope parameter of
the hyperbolic discounting curve; Eq. 3.1) computed from uncued trials minus the
logarithm of the k value computed from cued trials (Eq. 3.2; Fig. 3.3a). Thus
positive ∆k values indicate shifts toward greater intertemporal patience as a result
of EFT cuing. The distribution of this statistic contained outliers (Fig. 3.3b),
so the following analyses below were completed after removing boxplot outliers
(7 total). A significant main effect of the EFT cues on delay discounting rates
remained after removing these outliers (t(75) = 3.266, p = 0.0016).
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Figure 3.3: EFT cue effect on delay discounting. (a) Mean empirical discount
functions computed for cued and uncued trials. Error bars reflect the mean ± one
standard error of the mean. (b) Distribution of the EFT cue effect on delay dis-
counting, as computed using Eq. 3.2. The distribution contains outliers (displayed
in red), particularly at the higher end.

Event-wise predictors of EFT effect on delay discounting

We expected (prediction 6) that the EFT cue effect on delay discounting would
be amplified by both first-person predominance (through increased vividness) and
third-person self-visibility (through the “salient self” effect). However, in a multi-
variate linear regression predicting ∆k using each average event-wise rating (i.e.,
mean vividness rating, mean first-person predominance rating, mean third-person
self-visibility rating, etc.), none was significant (all p values > 0.3).

Exploratory analyses

Imagery vividness has been found to be associated with reward sensitivity and
delay discounting (Linke and Wessa, 2017; Parthasarathi et al., 2017). Therefore
we checked for an association between baseline delay discounting (k values com-
puted using uncued trials, log-transformed) and trait imagery vividness (Psi-Q
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visual score). However, none was found (r(74) = -0.093, p = 0.42). Unexpect-
edly, though, higher trait dissociation predicted steeper baseline delay discounting
(r(74) = 0.296, p = 0.0095; Fig. 3.4). This effect was also significant when ∆k

outliers were included (r(81) = 0.330, p = 0.0023).
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Figure 3.4: Delay discounting rate (log k, computed using uncued trials) as a
function of trait dissociation (DES score). Data from participants who were EFT
cue effect (∆k) boxplot outliers are shown in red. The trendline was computed
ignoring these. Shaded error region reflects a 95% confidence interval.

3.4 Discussion

The present work tested a novel conceptualization of visual perspective as compris-
ing the two dimensions of first-person predominance and third-person self-visibility.
Several lines of evidence support this model. First, the two dimensions, while an-
ticorrelated, were separable. That is, we found evidence for both acentred imagery
(low scores on both dimensions) and perspective switching (high scores on both
dimensions). Second, the two dimensions were non-redundant, with both indepen-
dently predicting ratings of vividness. Finally, in line with the model of Sutin and
Robins (2008), third-person self-visibility was uniquely correlated with emotional
intensity. We next discuss these findings in detail.

3.4.1 Prevalence of acentred imagery

While the present study found evidence of acentred imagery, the phenomenon
appears to be relatively rare. Moreover, the only participant consistently meeting
this study’s definition of acentred imagery may have bordered on aphantasia. Thus
some cases of acentred imagery may have been a byproduct of the fact that it was
defined and measured implicitly, as a lack of both first-person predominance and
third-person self-visibility. That is, a participant with no mental image of an
event at all could affirm neither a clear first-person perspective nor clear self-
visibility. According to this study’s definition, this would be mistakenly labelled
as an acentred perspective. Future research aiming to measure acentred imagery
or memory should do so directly by positively querying characteristics of acentred
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mental images. For example, participants could be directly asked how often they
experience memories or mental images of the personal future which are not from
the their own point of view and in which they themselves do not visually appear.

Many events in our sample that were imagined mainly but not entirely from
a first-person perspective were rated as also not involving high third-person self-
visibility (i.e., the bottom edge of the bottom right quadrant of Fig. 3.1a). Thus,
at least some of the time, participants were not imagining these events from a first-
person perspective, nor were they imagining the appearances of their future selves.
It could be argued that these cases warrant being called “acentred”. However, both
deliberate memory recall and EFT involve two stages: event construction and
elaboration (Addis et al., 2007). Only the elaboration phase is associated with
imagery-related activity in the precuneus and retrosplenial cortex, both major
nodes of the default mode network (Raichle, 2015). In constrast, the construction
phase is associated less with imagery and more with searching memory and binding
episodic details into a single trace (Addis et al., 2007). The apparent cases of
acentred imagery reported for events that were imagined mainly from a first-person
perspective may actually have occurred during the construction phase, when the
mental image was still taking shape and was too vague to involve high self-visibility
or to definitively be assigned a first-person perspective. In this case, once again,
apparent cases of acentred imagery would be artifacts of the implicit definition
used in this study.

Still, it is worth noting that Wollheim (1984) originally described acentred
perspective as “unstable”:

[I]f I am not amongst the dramatis personae of the memory—and I
cannot be if I acentrally remember it—this must be because I have
edited myself out of it. But not far out of it: I wait in the wings. The
situation is unstable, and at any moment I may, I am likely to, reassume
in the representation of the past event the very part that I played in the
event itself. And when this happens, acentred event-memory converts
itself into centred event-memory.

This conversion may simply be the transition from construction to elaboration.
Thus, consistent with the results of the present work, it may be that acentred per-
spective largely exists only in the vague imagery that occurs as one begins to
remember or imagine an episode. Indeed, recent neuroscientific work has found
that the neural correlates of memory retrieval differ as a function of visual per-
spective mainly during the elaboration phase, suggesting that memories take time
to develop a distinct perspective (Iriye and Jacques, 2020; Hebscher et al., 2020).

3.4.2 Correlates of visual perspective dimensions

In addition to replicating the widely-reported association between vividness and
first-person perspective, the present work also found a positive correlation between
vividness and third-person self-visibility. This shows that this latter dimension is
not redundant and adds an important clarification to the relationship between
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vividness and visual perspective: self-visibility by definition requires visual detail,
thus, third-person mental images can be vivid when the imagined self is vivid.

Furthermore, the relationship between third-person self-visibility and emo-
tional intensity aligns well with the model of visual perspective in memory pro-
posed by Sutin and Robins (2008), which states that third-person perspective
heightens affect when the episode is consistent with the present self-concept by in-
creasing the salience of the remembered (in this case, imagined) self (the “salient
self” effect). That model also predicts that third-person perspective will dampen
affect when the episode is inconsistent with the present self-concept (the “dis-
passionate observer” effect). We had thus expected to find a positive correlation
between emotional intensity and first-person predominance (since first-person pre-
dominance should negate any affective dampening arising from the “dispassionate
observer” effect). This prediction was not borne out, possibly because, as ex-
plained below, very few imagined future events in the present study would have
been inconsistent with participants’ self-concepts.

In general, mental images of the future seem to be organized around personal
goals (D’Argembeau and Mathy, 2011). Autobiographical knowledge is thought to
constitute a hierarchy, with personal semantic knowledge and goals at the top and
episodic details at the bottom (Conway and Pleydell-Pearce, 2000; Conway et al.,
2019). When episodic future thoughts are intentionally constructed, this hierarchy
is traversed downward, a process that is accelerated when specific personal goals are
used as cues (Cole and Kvavilashvili, 2019; D’Argembeau and Mathy, 2011). Thus
it is likely that participants’ imagined future events generally drew on personal
semantic information and were therefore consistent with their (then-) present self-
concepts. In this case the “dispassionate observer” effect may not have occurred
to a statistically detectable extent. In may be fruitful in future research to ask
participants to imagine events that both are and are not consistent with their self
concepts, in order to measure both the “dispassionate observer” and “salient self”
effects in terms of first-person predominance and third-person self-visibility.

3.4.3 Dissociation and perspective switching

In contrast to previous work showing a correlation between trait dissociation and
third-person perspective in memory (Sutin and Robins, 2010; Radvansky and Svob,
2019), we found that in EFT, trait dissociation was associated with a greater ten-
dency to switch between perspectives rather than to adopt one perspective or the
other per se. There are at least three potential explanations for this discrepancy:
first, given the distinctiveness of third-person memory, it could be that partici-
pants in previous work reported third-person perspective in memory recall when
in fact they switched between perspectives. Alternatively, it could be that the re-
lationship between dissociation and visual perspective is simply different between
memory and EFT. This would be similar to the case of autism, which is associated
with lower rates of first-person perspective in episodic memory but not EFT (Lind
and Bowler, 2010). Finally, dissociation is linked to distractibility and fantasy-
proneness, which is argued to lead to the re-experiencing of multiple, sometimes
incongruent, emotions during memory recall (Giesbrecht et al., 2008; Sutin and
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Stockdale, 2011). These tendencies may similarly be related to switching between
visual perspectives. Further research querying the frequency of perspective switch-
ing in both memory and EFT is required to adjudicate between these possibilities.

3.4.4 Delay discounting

In examining the impact of visual perspective on decision making, we expected
the effect of EFT on delay discounting to be correlated with both first-person pre-
dominance (through increased vividness) and third-person self-visibility (through
the “salient self” effect; Sutin and Robins, 2008). However, this prediction was not
borne out, possibly due to the brevity of the delay discounting task used. While
the 5-trial task used in this study is a valid measure of delay discounting (Kof-
farnus and Bickel, 2014), studies that have identified covariates of the EFT effect
have tended to use more than 200 trials total (Peters and Büchel, 2010; O’Donnell
et al., 2017), compared to the present study’s 40.

Furthermore, the most temporally distant imagined events in the present study
were a year into the future, while research finding that third-person visualization
increases saving behaviour had participants visualize events 40 years in the future
(Macrae et al., 2017). McCarroll (2019) notes that when third-person imagery
increases emotional intensity, it is usually for abstract emotions like pride that
are more closely identified with goals in the far future than goals in the near
future. Thus, the effect of EFT on delay discounting may be moderated by visual
perspective only when making decisions about the far future.

Finally, the event-wise ratings used as correlates of the EFT cue effect were
collected after the future thinking writing task and prior to the delay discounting
task. In contrast, Peters and Büchel (2010) queried the imagery evoked by cues in
the delay discounting task to identify correlates of the cue effect. In the present
study, a participant may have experienced vivid imagery during the writing task
but no imagery during the delay discounting task, meaning that the ratings col-
lected during the writing task would be irrelevant to the EFT cue effect.

The present study incidentally identified a correlation between delay discount-
ing and dissociation which is, to our knowledge, novel. There does not appear to be
an obvious conceptual link between the constructs of impuslivity and dissociation,
but delay discounting is a transdiagnostic process across numerous psychiatric
disorders (Amlung et al., 2019). It is possible that dissociation would not pre-
dict steep discounting when controlling for, e.g., potential comorbid depression or
anxiety. On the other hand, it could be that dissociation is yet another clinical
construct related to delay discounting. Dissociation is not generally considered to
involve altered reward valuation, but it could be that the feeling of detachment
from the present that manifests in dissociation extends to a feeling of detach-
ment from the personal future. Similarly, the depersonalization characteristic of
dissociation could interfere with the complex metacognitive judgments required
when making decisions about the future (Hoerl and McCormack, 2016; Bulley and
Schacter, 2020). While these explanations are speculative, if the present findings
turn out to be robust, the possibility of a relationship between dissociation and
delay discounting may be a fruitful avenue for future research.
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3.5 Conclusions

The present work provides evidence for a novel conceptualization of visual perspec-
tive in episodic imagery as a two-dimensional construct, comprising first-person
predominance and third-person self-visibility. While not all of our specific predic-
tions regarding trait and state correlates of these were borne out, a two-dimensional
understanding of visual perspective is nonetheless useful: both dimensions inde-
pendently predicted vividness ratings, and third-person self-visibility was uniquely
associated with emotional intensity. Furthermore, this understanding can clarify
the divergent effects of third-person perspective on emotion/motivation: detach-
ment from a first-person perspective should index the “dispassionate observer”
effect, which dampens affect, while third-person self-visibility should index the
“salient self” effect, which intensifies affect (Sutin and Robins, 2008). While the
present study found statistical support only for the latter assertion, the former
is well-supported in the literature (McIsaac and Eich, 2002; D’Argembeau et al.,
2003; McIsaac and Eich, 2004; Talarico et al., 2004; Sekiguchi and Nonaka, 2014).

Future research may find it fruitful to extend this model to studies of mem-
ory and to search for distinct cognitive and neural underpinnings of each of these
dimensions. For example, first-person predominance may be closely related to em-
bodiment and bodily representations in, e.g., the insula (St. Jacques, 2019), while
third-person self-visibility may rely on propositional self-beliefs and self-referential
thought supported by the cortical midline structures (Libby et al., 2014; Northoff
and Bermpohl, 2004). A more mechanistic understanding of visual perspective
as a two-dimensional construct would go a long way toward explaining its role in
psychopathology and identifying how it can be best harnessed as a tool to improve
motivation and decision making.
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Chapter 4

Autonoetic consciousness may not
explain the effect of episodic
future thinking on delay
discounting

Isaac Kinley, Morgan Porteous, Yarden Levy, & Suzanna Becker

Introductory note

In the previous chapter, we took a correlational approach to search for covariates
of the future thinking cue effect. In this chapter, we use an experimental manip-
ulation to induce a greater degree of variation in factors that might explain this
effect, thereby increasing our statistical power.

In most experiments measuring the effect of episodic future thinking on delay
discounting, an episodic future thinking condition is compared to a recent episodic
memory condition. However, this prevents us from understanding whether episodic
future thinking influences decision making because of the special qualities that
constitute its “episodicity”, or simply because it orients participants’ attention to
the future. For example, when the framing of a decision is changed from “$100
in a year, or $50 now” to “$100 in a year and $0 now, or $50 now and $0 in a
year”, people are more likely to select the delayed option. This is thought to occur
because attention is oriented toward the future opportunity cost of choosing the
immediate reward. Could such a simple mechanism similarly lie behind the effect
episodic future thinking on delay discounting?

The factor that differentiates episodic from semantic memory is thought to be
autonoetic consciousness, or the feeling of mentally re-experiencing a past event.
Episodic future thinking similarly evokes a sense of mentally experiencing an event
in one’s future, which differentiates it from semantic future thinking. In this chap-
ter, we operationalize semantic future thinking as calling to mind non-self-specific
semantic knowledge about the future (for example, knowing about an upcoming
holiday one does not celebrate). To compare the effect of episodic and seman-
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tic future thinking on delay discounting, participants were assigned either to an
episodic or a semantic future thinking condition and completed an intertemporal
choice task with future thinking cues. Because participants were cued to think
about the future in both conditions, this experiment enables us to test whether
episodic future thinking is necessary for the cues to have an effect. Moreover, we
can test whether any factors differentiating between episodic and semantic future
thinking mediate any unique effect of episodic future thinking on delay discounting.

The main author (I.K.) designed the study, collected the data, performed the
analyses, and primarily wrote the paper. At the time of writing, it has been
submitted for publication in Frontiers in Psychology: Kinley, I., Porteous, M.,
Levy, Y., & Becker, S. (2023). Autonoetic consciousness may not explain the effect
of episodic future thinking on impulsivity. Manuscript submitted for publication
in Frontiers in Psychology.

Abstract

Much recent work demonstrates that episodic future thinking (EFT)
can reduce delay discounting, but the source of this effect remains poorly
understood. The phenomenological hallmark of EFT is “autonoetic con-
sciousness,” which is the sense of “pre-experiencing” mentally simulated
future events, analogous to the “re-experiencing” of a remembered episode.
Here we sought to test whether autonoetic consciousness mediates the ef-
fect of EFT on delay discounting, given that mental simulations of delayed
rewards are thought to play a important role in intertemporal choice, and
self-reported autonoetic consciousness should index the success of such sim-
ulations. Across 2 experiments, participants imagined either events in their
personal futures (EFT group) or non-self-specific future events (semantic
future thinking group) and saw cues to these during a delay discounting
task. The episodic group exhibited greater cue-driven reductions in delay
discounting, but this effect was not mediated by their higher self-reported
autonoetic consciousness. We speculate that cue-driven reductions in delay
discounting may have resulted from semantic rather than episodic autobio-
graphical representations evoked by self-relevant imagined future events.

4.1 Introduction

4.1.1 Delay discounting and episodic future thinking

“Delay discounting” or “temporal discounting” refers to the universal tendency to
discount/devalue future rewards as a function of their delay (Odum, 2011a). The
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steepness with which a future reward’s subjective value declines with increasing
temporal distance is a relatively stable trait variable quantifying the ability to
delay gratification, an important component of impulsivity (Odum, 2011b; Dalley
and Robbins, 2017). Aberrant rates of temporal discounting have been identified
as a transdiagnostic factor across numerous psychiatric conditions (Amlung et al.,
2019). Steep discounting is also associated with non-clinical consequences such as
poor academic performance (Kirby et al., 2005) and relational infidelity (Reimers
et al., 2009).

A reliable method of shifting preference toward distal rewards is to evoke
episodic future thinking (EFT), the mental simulation of the personal future
(Atance and O’Neill, 2001), which relies on the same neural networks and per-
ceptual content as episodic memory (Schacter and Addis, 2007). The standard
experimental paradigm is to have decision-makers construct plausible future sce-
narios in their lives and then to provide cues to these during a delay discounting
task (Peters and Büchel, 2010; Benoit et al., 2011). For decisions where these
cues are displayed, participants exhibit shallower delay discounting (henceforth,
the “cue effect”). Most often, the control condition in this paradigm displays cues
to recent episodic memories, with the maximum age of these memories ranging
from 24 hours (Daniel et al., 2016) to 12 days (Stein et al., 2018). As pointed out
by Hollis-Hansen et al. (2019), more recent memories may be more likely to evoke
spontaneous future thoughts, which could explain why studies using a range of
memory ages have produced variable effect sizes (Rung and Madden, 2018).

A deeper issue with using an episodic memory control condition is that it
compares two forms of episodic imagery that simply differ in temporal orientation,
yet EFT is defined not only by its orientation toward the future but also by its
episodicity (Perrin and Rousset, 2014); indeed, the concept of EFT came from
an extension of the episodic–semantic distinction from memory to prospection
(Atance and O’Neill, 2001). Given that episodicity is central to the definition of
EFT, it may also be central to the role of EFT in reducing delay discounting. Yet
studies using an episodic memory control condition cannot address whether EFT
reduces discounting because it is episodic or because it is simply about the future.
Could a non-episodic form of future thought produce the same cue effect as EFT?
Before exploring this question, we must first consider what a non-episodic form of
future thought might be.

4.1.2 Episodic and semantic future thinking

Tulving (1972) first posited episodic memory as a functional system distinguished
by the fact that it processes self-specific and spatiotemporally constrained infor-
mation. However, as noted by Perrin and Rousset (2014), his subsequent work
placed less emphasis on the information processed by the episodic memory system
and more on the recollective experience arising from the operation of that system.
This experience, termed “autonoetic consciousness,” characterizes the difference
between merely knowing that an event occurred and mentally re-experiencing it
during recall (Tulving, 1985).

As mentioned above, the concept of episodic future thinking comes from apply-
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ing the episodic–semantic distinction to prospection (Atance and O’Neill, 2001):
EFT involves the same scene imagery and autonoetic consciousness as episodic
memory, and mentally simulating future experiences gives rise to a sense of “pre-
experiencing” the future that is analogous to the sense of “re-experiencing” a
remembered event (Addis, 2020; Atance and O’Neill, 2001). However, the cor-
respondence between semantic future thinking and semantic memory is not as
clear as the correspondence between episodic future thinking and episodic mem-
ory. According to Tulving (1985), while episodic memory is associated with “auto-
noetic” (self-knowing) consciousness, semantic memory is associated with “noetic”
(knowing) consciousness. In the remember–know paradigm, the latter is expressed
through self-reports of knowing that an event occurred but being unable to men-
tally re-experience it (Umanath and Coane, 2020). The future-oriented equiv-
alent of knowing an event occurred despite being unable to recollect it would
seem to be expecting an event to occur despite being unable to imagine it. How-
ever, whereas recognized-but-not-recollected events are commonplace, expected-
but-unimaginable ones are not: if prompted, we are able to imagine even unfa-
miliar and unlikely events, let alone ones we expect to happen (Sasse et al., 2015;
Szpunar, 2010). Atance and O’Neill (2001) instead define semantic future thought
as semantic knowledge about the future. In particular, self-specificity is central to
their distinction between episodic and semantic future thought: normative, script-
like representations of future events, while spatiotemporally specific, are semantic
to the extent that they do not account for self-specific constraints. For example,
a script-like representation of a meal at a restaurant might be semantic in that it
does not account for self-specific information about one’s food allergies.

The isomorphism between semantic memory and semantic future thinking
(SFT) is therefore not perfect, because there is no exact future analogue to recognized-
but-not-recollected semantic event memories. Furthermore, whereas semantic mem-
ory can be atemporal (for example, remembering the Pythagorean theorem), SFT
definitionally has a temporal orientation. SFT is therefore perhaps best thought
of not as the future equivalent of semantic memory but as the subset of semantic
knowledge about the future that is non-self-specific. Regardless, what is common
to the episodic–semantic distinctions in memory and future thought is the criterion
of autonoetic consciousness, measured in the EFT literature through self-reports
of a subjective sense of “pre-experiencing” (i.e., self-reports of mentally simulating
the experience of) an imagined future event (D’Argembeau and Van der Linden,
2012; Rasmussen and Berntsen, 2014; Duval et al., 2012).

One recent study found that EFT has a greater effect on delay discounting than
SFT, defined, as above, as semantic knowledge about the future (Chiou and Wu,
2017). Similarly, Rung and Madden (2019) found that imagining a future time
(but not a particular future event in one’s personal future) had no effect on delay
discounting. If autonoetic consciousness is what differentiates EFT from SFT, it
may also be responsible for the greater effect of EFT on delay discounting. We
now turn to this possibility and explore alternatives.
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4.1.3 Possible roles of autonoetic consciousness in the EFT
cue effect

Among formal models of decision making from reinforcement learning, “model-
based” algorithms are those that use “simulated experience” to guide decisions
(Sutton and Barto, 2018), a process that is analogous to episodic future thinking
(Kinley et al., 2022). Indeed, Benoit et al. (2011) argue that EFT, elicited by
cues presented during intertemporal choice, reduces delay discounting by simulat-
ing the experience of the undiscounted value of a future reward in the present.
This language of simulated experience implies that the cue effect will occur only
for future events that are mentally “pre-experienced”, i.e., that evoke autonoetic
consciousness. On this view, autonoetic consciousness is essential to the effect of
EFT on delay discounting.

A related alternative to this proposal is that the effect of EFT on delay dis-
counting could be explained not by autonoetic consciousness per se but by some
associated characteristic such as vivid imagery or first-person perspective. These
could amplify known construal level-related effects on delay discounting: manipu-
lations that decrease the psychological distance of distal rewards by reducing their
construal level (i.e., the degree of abstractness with which they are represented;
Trope and Liberman, 2010) tend to reduce delay discounting (Kim et al., 2013).
One such manipulation is to provide many details of a future reward (Kim et al.,
2013; Lempert and Phelps, 2016), and vivid and detailed imagery of a future event
could have a similar effect. Likewise, participants visualize future events from a
range of visual perspectives (Kinley et al., 2021), and first-person perspective is
associated with lower construal level (Tausen et al., 2020). Imagining a future
event from a first-person perspective could reduce the construal level of a reward
that would be obtained at that time, thereby attenuating discounting.

Vivid imagery could also amplify known attentional effects on delay discount-
ing. A cue-evoked vivid mental image might orient attention toward the future,
increasing awareness of the opportunity cost of choosing the immediate reward.
Such a shift in temporal attention is thought to underlie the “explicit-zero” effect,
in which delay discounting is reduced through reminders the null outcome associ-
ated with each choice, e.g., “$50 now and $0 in 3 months or $0 now and $100 in 3
months” (Radu et al., 2011). Even if a vivid mental image served only as a distrac-
tion, this could still attenuate discounting: distracted participants may be more
likely to rely on heuristic decision-making which, in the context of intertempo-
ral choice, means attending to reward magnitude more than reward delay (Ebert,
2001; Ebert and Prelec, 2007; Amasino et al., 2019) and thus discounting future
rewards less.

Autonoetic consciousness may be essential to the effect of EFT on delay dis-
counting, or it may be incidental, and the EFT cue effect may be reducible to
known construal level or attentional effects. The present work was meant to ex-
plore these possibilities. We aimed to first investigate whether episodic future
thinking has a greater effect on delay discounting than semantic future thinking,
and then to investigate whether any difference is accounted for by autonoetic con-
sciousness or related characteristics of mental imagery such as vividness or visual
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perspective.

4.2 Experiment 1

4.2.1 Materials and methods

Participants (N = 172, 143 women, ages 17 – 25, median = 18) were recruited from
McMaster University’s undergraduate population and completed the experiment
online for credit in a psychology course, providing consent as approved by the local
research ethics board. The experiment was programmed using jsPsych (De Leeuw,
2015) and hosted on a web server that participants accessed from browsers on their
own computers.

Future thinking writing task

Participants were assigned by random number generator to an episodic or semantic
future thinking condition with equal probability. 93 participants were assigned to
the EFT condition and 76 were assigned to the SFT condition. For the purpose of
providing cues during a delay discounting task to future events whose delay would
match the delay of the distal reward, participants in both groups were asked to
think of a future event that would occur approximately 90 days from the date of
their participation.

Participants in the EFT condition were given the following instructions:

Please think of an event that might happen to you on or around [date
90 days in the future, dynamically generated ]. This should be an event
that is specific to you. It should happen on a specific date and in a spe-
cific place. It should also not be something that you have experienced
many times. You may use your calendar to come up with something.
If you do not have anything planned, you can imagine something that
could realistically happen.

They were given the following examples and explanations of events ill-suited
to the study:

• A weekend music festival (does not happen on one specific date)

• A national holiday (not specific to you, does not happen in a specific place)

• Going grocery shopping (something you have probably experienced many
times)

Finally, they were given the following examples of events well-suited to the
study:

• Running into an old friend

• Moving into a new apartment
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• Meeting up with someone to buy a piece of furniture

Participants in the SFT group received a definition of their task that essentially
mirrored that given to the EFT group. The SFT group’s instructions were the
following:

Please think of an event that might happen on or around [date 90 days
in the future, dynamically generated ]. This should be an event that is
not specific to you. It should happen on a specific date but does not
need to happen in a specific place. You may search the web to come
up with something.

The SFT group was given the following examples of events ill-suited to the
study:

• A weekend music festival (does not happen on one specific date)

• Running into an old friend (specific to you)

Finally, they were given the following examples of events well-suited to the
study:

• A national holiday

• A sports event

• An election

Participants provided a title for their events and then wrote a detailed descrip-
tion of them in a free text field. The goal of the manipulation was for the condi-
tions to be as similar as possible during the delay discounting task (both groups
would see cues to future events with delays matching the delay of a distal reward,
as described below) while still being differentially likely to evoke autonoetic con-
sciousness: the episodic group was expected to actively imagine an event in their
personal future while the semantic group was expected to merely draw on semantic
knowledge that an event would occur. As explained below, we used a manipulation
check to verify this.

Imagery characteristics questionnaire

After completing the writing task, participants responded via digital visual analog
scale to a series of questions querying various characteristics of their mental im-
agery. The visual analog scales had written anchors at either side and numerical
anchors at every 10% increment. A digital slider began in the middle of the range
(50%) and could be placed at locations from 0% to 100% in increments of 1%.

The questions were the following:

• Did you have a mental image of the event? (with anchors “No image at all”
and “Image as clear and vivid as real life”; Andrade et al., 2014)
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• Was the general emotional tone of the event positive or negative? (with
anchors “Negative” and “Positive”; Johnson et al. 1988)

• Were the emotions associated with the event intense? (with anchors “Not
intense” and “Very intense”; Johnson et al. 1988)

• What percentage of the time did you see the scene from a first-person per-
spective? (with anchors “0%” and “100%”)

• When you imagined the event, did it feel like you were “pre-experiencing”
it? (with anchors “Not at all” and “Very much”; Johnson et al. 1988;
D’Argembeau and Van der Linden 2012)

Delay discounting task

Participants completed a computerized delay discounting task following the adjusting-
amount procedure for monetary amounts starting at $400 and $800 with 5 trials
per delay (Koffarnus and Bickel, 2014). Delays were 1 week, 1 month, 3 months,
6 months, and 1 year (displayed to participants in units of days). Participants
completed one block of trials at a time, with each block corresponding to a single
delay. Blocks were presented in order of increasing delay.

A participant’s “indifference point” at a given delay is the value of an imme-
diately available reward expressed as a proportion of a larger reward available at
that delay, such that the two are of equal subjective value. For example, if a par-
ticipant’s indifference point at 5 months is 0.6, they would be indifferent between
$60 available immediately and $100 available in 5 months.

The adjusting amount procedure computes indifference points as follows: when
the immediate reward is chosen, its value is adjusted downward on the next trial
and vice versa, while the value of the delayed reward is held constant. The amount
by which the immediate reward is adjusted begins at one quarter of the delayed
reward value and is halved with each subsequent trial. A participant’s indifference
point at a given delay was calculated as the relative value to which the immediate
reward would be adjusted based on the final trial at that delay.

On the block of trials where the delay was 90 days (i.e., the temporal distance
of the future event from the writing task), the participant’s chosen title for their
event was displayed beneath the delayed option (Peters and Büchel, 2010). No
cues were displayed during any other block of trials. Participants were given no
instructions about what to do when the cues appeared, instead simply being told
to select which of the two given options they would prefer on each trial.

To compute the effect of this cuing on delay discounting, baseline rates of
discounting were first determined. Following Franck et al. (2015), 5 candidate
functions were fit to each participant’s indifference points:
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ID =
1

1 + kD
(Mazur, 1987)

ID = e−kD (Samuelson, 1937)

ID =
1

(1 + kD)s
(Myerson and Green, 1995)

ID =
1

1 + kDs
(Rachlin, 2006)

ID = βδD (Laibson, 1997)

where ID is the individual’s indifference point at delay D. Each model was fit
using R’s nls function (R Core Team, 2018) and the model with the lowest value
of the Bayesian Information Criterion (BIC; Schwarz, 1978) was selected. This
approach was taken because we were interested only in accurately characterizing
each participant’s baseline discounting and were theoretically noncommittal as
to the specific functional form this discounting took. The value of the BIC is,
all else being equal, lower for models that match the data closely and higher for
models with more parameters, and thus can be used to select models that strike
an appropriate balance between goodness of fit and parsimony.

The cuing effect ∆I on delay discounting was computed by subtracting the
actual cued indifference point, derived from the titrating procedure in the 90-day
delay block, from the expected indifference point at 90 days, according to the
model that best fit the indifference points at uncued delays. E.g.:

∆I = I90 − Î90

= I90 −
1

1 + k × 90

assuming that hyperbolic discounting (Mazur, 1987) best fit the participant’s
uncued indifference points. Alternatively, ∆I would be computed as I90 − βδ90 if
the discount function of Laibson (1997) provided the best fit. A larger value of
∆I indicates a positive cuing effect, i.e., that the future thinking cues attenuated
temporal discounting. This approach borrows elements from existing research:
measures of single indifference points (like I90 in the present work) have been
shown to be sufficient to replicate known effects in the intertemporal choice liter-
ature such as greater discounting of gains vs losses (Hardisty and Weber, 2009)
and a correlation between discount rates and future self continuity (Sokol and
Serper, 2019). Similarly, difference scores between measures of baseline and cued
discounting (like ∆I in the present work) have previously been used to measure
the behavioural effects of episodic future thinking (Benoit et al., 2011; Peters and
Büchel, 2010).

Manual data rejection

Raters (authors IK, MP, & YL) provided binary ratings of the written responses
as having properly followed the instructions or not. In particular, participants in

93



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

the EFT group were expected to use personal pronouns (“I”, “me”, “my”) when
describing their imagined future events while participants in the semantic future
thinking group were not. Data were rejected on the basis of majority rule from
the 3 raters. While the raters were necessarily aware of the experimental condition
when providing ratings, they did not have access to any dependent measures (e.g.,
delay discounting data, imagery ratings).

Identifying non-systematic delay discounting data

Following Johnson and Bickel (2008), we identified delay discounting data as “non-
systematic” when either (1) any indifference point was greater than the previous
(excluding the indifference point from cued trials) by more than 0.2 (i.e., non-
monotonicity) or (2) the final indifference point was not lower than the first by at
least 0.1 (i.e., delay insensitivity).

4.2.2 Results

Data rejection

The rates of agreement between the 3 raters were as follows: IK – MP: 93.02%; IK
– YL: 92.44%; MP – YL: 95.93%. A majority rule system rejected data from 20 out
of 172 participants (11.6%). Delay discounting data from 53 of the remaining 152
participants (34.9%) were identified as non-systematic. However, only 6 of these
were non-systematic according to criterion 1 (non-monotonicity), meaning that 47
met only criterion 2 (delay insensitivity). This criterion was originally developed
using a delay discounting task with a maximum delay of 25 years (Johnson and
Bickel, 2008) compared to the current study’s 1 year. Given that insensitivity to
a 1-year delay does not indicate non-systematic discounting as strongly as insen-
sitivity to a 25-year delay, only data meeting criterion 1 were removed. This left a
final sample size of 146 (121 women, ages 18 – 25, median = 18). 83 participants
were assigned to the EFT condition and 63 were assigned to the SFT condition.

Imagery questionnaire

Table 4.1 summarizes the correlation structure of the brief imagery characteris-
tics questionnaire. There were particularly strong correlations between autonoetic
consciousness and both imagery vividness and first-person perspective.

Table 4.2 summarizes the mean responses to each item in the phenomenological
questionnaire. Participants in the EFT group had significantly higher word counts
(EFT mean: 64.10; SFT mean: 30.19; Kruskall-Wallis χ2(1) = 22.06, p < 0.0001),
self-reported autonoetic consciousness (sense of “pre-experiencing”, t(144) = 3.61,
p = 0.0004) and imagery vividness ( t(144) = 2.93, p = 0.0039). The groups did
not differ significantly in self-reported first-person perspective ( t(144) = 1.52, p =
0.13), emotional intensity ( t(144) = 0.68, p = 0.50), or emotional valence ( t(144)
= 0.56, p = 0.58).
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Variables 1. 2. 3. 4. 5.
1. Imagery vividness –
2. Emotional tone 0.18* –
3. Emotional intensity 0.23** -0.13 –
4. First-person perspective 0.23** 0.07 0.07 –
5. Autonoetic consciousness 0.29*** 0.18* 0.16* 0.035*** –

Table 4.1: Bivariate correlations between items on the imagery characteristics
questionnaire. Each r value is computed on 150 degrees of freedom. *p < .05; **p
< .01; ***p < .001.

Variable EFT group SFT group p
Imagery vividness 82.2 (16.6) 72.9 (21.4) 0.0039
Emotional tone 80.6 (24.7) 78.2 (24.7) 0.58
Emotional intensity 57.2 (26.9) 54.2 (26.1) 0.50
First-person perspective 64.8 (31.7) 56.7 (31.9) 0.13
Autonoetic consciousness 71.6 (25) 55.4 (29.1) 0.0004

Table 4.2: Means and standard deviations for each item in the phenomenological
questionnaire, for each experimental conditions. Each p value is the result of a t
test with 144 degrees of freedom.

Cue effects on delay discounting

The median R2 value of the best-fitting discounting curves was 0.90, indicating a
degree of model fit comparable to previous research (Miglin et al., 2017). There was
no difference between conditions in the cue effect on delay discounting (∆I ; t(144)
= -0.86, p = 0.39; Fig. 4.1). However, visually inspecting the distributions of the
cue effect shows that both conditions contained outliers which may have obscured
the overall trend. Upon removing the boxplot outliers within each condition (
16 total, 11% of the sample), a significant difference between groups appeared (
t(128) = -2.08, p = 0.0396; Fig. 4.2).

We next tested whether this difference in cue effects between groups could be
explained by the difference in self-reported autonoetic consciousness. A mediation
analysis was performed using structural equation modelling as implemented in the
lavaan package Rosseel (2012) to test whether autonoetic consciousness ratings
mediated the effect of experimental condition on ∆I . While the total and direct
effects were significant (p = 0.0361 and p = 0.0168, respectively), the indirect
effect was not (âb= -0.006, p = 0.20). Moreover, even a simple bivariate correlation
between the magnitude of the cue effect and self-reported autonoetic consciousness
was not significant ( r(128) = -0.07, p = 0.401). Thus we found no evidence that
autonoetic consciousness explained the effect of EFT on delay discounting.

As outlined in the introduction, it is also possible that the cue effect is explained
by vividness or first-person perspective. To explore this possibility, we ran the same
mediation analysis as above using these self-report variables rather than autonoetic
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consciousness. Neither first-person perspective nor vividness were found to be
significant moderators (p = 0.41 and p = 0.13, respectively). Thus we also found
no evidence that either vividness or first-person perspective explained the effect of
EFT on delay discounting.

4.2.3 Interim discussion

The EFT group exhibited both greater autonoetic consciousness and a larger cue
effect, as expected, but the difference in cue effect magnitudes was not explained
by the difference in autonoetic consciousness. However, some caution may be war-
ranted when interpreting these results, as the basic finding of a group difference in
the magnitude of the cue effect relied on post-hoc outlier exclusion. The relatively
brief delay discounting task used may have produced noisy estimates of indifference
points and thus noisy estimates of the magnitude of the cue effect. This could have
concealed group differences in the cue effect prior to outlier exclusion and perhaps
concealed mediators of the cue effect even after outlier exclusion. Thus the null
results in experiment 1 may have been due to noisy estimates of indifference points
rather than the genuine absence of any mediator of the cue effect.

Much research on delay discounting assumes that intertemporal choices are
stochastic rather than strictly rule-based. For example, the probability of choosing
the immediate reward can be modelled using logistic regression, where the indiffer-
ence point is defined as the relative immediate reward value at which this proba-
bility is 0.5 (Wileyto et al., 2004). Furthermore, some degree of non-monotonicity
is generally tolerated in the empirical discounting function, implying that a certain
amount of decision noise is unavoidable (Johnson and Bickel, 2008).

In general, estimates of k produced using a titrating procedure, as in experiment
1, are strongly correlated with those produced using other methods (Koffarnus and
Bickel, 2014). However, the present experimental design relies on accurate mea-
surements in only 5 trials of the single indifference point corresponding the the
cued delay (rather than a k value, which generalizes across multiple indifference
points; the present design was chosen in order to assess event-by-event associations
between imagery characteristics and decision-making behaviour), and it seems pos-
sible that the titrating method could be more vulnerable to decision noise when
estimating single indifference points. For example, if a participant selects an imme-
diate reward with relative value of 0.75, under the titrating method the measured
indifference point at that delay is constrained to be between 0.5 and 0.75. However,
if the participant’s “true” indifference point (conceived of probabilistically) were
0.8, there could still be a non-zero chance of choosing an immediate option with
a relative value of 0.75. Then, for this participant, the titrating method would
underestimate the true indifference point.

This problem would be more pronounced for participants with more stochastic
decision behaviour—i.e., participants whose preference for the immediate reward
changes less sharply around their indifference point. To validate these intuitions,
a simulation was run to compare the titrating procedure to a logistic regression-
based method of measuring indifference points.
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4.3 Experiment 2

4.3.1 Materials and methods

Two model decision-making agents were created, both of whose decision behaviour
was governed by the following sigmoid function:

pimm =
1

1 + eb(I−v)

where pimm is the probability of choosing the immediate reward, v is the value
of the immediate reward relative to the value of the delayed reward, I is the indif-
ference point (i.e., the value of v at which pimm = 0.5), and b is a free parameter
controlling the steepness of the curve around the indifference point. For a “min-
imally stochastic” agent, the value of b was set to 100, while for a “moderately
stochastic” agent b was set to 20. The resulting functions are plotted in Fig. 4.3.

Two methods were used to estimate indifference points. The first was the
titrating procedure, which proceeded exactly as in experiment 1, with the sim-
ulated agent being presented with an adaptive series of 5 choices. The second
method presented the simulated agent with 25 choices in which the relative value
of the immediate reward took on linearly spaced values from 0 to 1, inclusive of
endpoints (i.e., 0, 0.0417, 0.0833, ..., 1), and computed the indifference point from
the best fitting logistic curve.

During a single simulation, an indifference point was drawn at random from a
uniform distribution between 0.25 and 0.75 (these endpoints were chosen so that
pimm was always nearly 1 for v = 1 and nearly 0 for v = 0). Both methods were
then used to estimate this indifference point for a given decision agent and the
errors in these estimates were collected. This was repeated 1000 times for each
agent type, resulting in 1000 error measurements for each conjunction of agent
type and measurement method.

4.3.2 Results

The absolute errors for each agent type and estimation method are shown in Fig.
4.4. For the minimally stochastic agent, the titrating method produced smaller
(square root-transformed absolute) errors than the logistic regression method (t(1998) =
−2.7171, p < 0.01), while for the logistic regression method this pattern was re-
versed (t(1998) = 9.9545, p < 0.0001.

4.3.3 Interim discussion

This simulation illustrates that under conditions of moderate stochasticity, the
more time-consuming method of estimating indifference points using logistic re-
gression outperforms the titrating method. While the titrating method is a better
estimator for minimally stochastic decisions, the size of its advantage is negligible
(Cohen’s d = −0.1215).

It could be argued that participants exhibiting significantly non-deterministic
choice behaviour ought to be excluded. Even if this is the case, such non-deterministic
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behaviour is only detectable using the logistic regression method which, by sam-
pling a series of relative immediate reward values, gives participants a chance to
make inconsistent decisions (for example, choosing an immediate option with a
relative value of 0.75 but not choosing an immediate option with a relative value
of 0.8).

Thus, for the present study, the logistic regression method of estimating indif-
ference points is clearly advantageous: it allows us to assess the stochasticity of
participants’ decisions and to potentially exclude non-deterministic decision mak-
ers. If we choose not to exclude these participants, it offers us a more statistically
efficient method of estimating their indifference points. In either case, the re-
sult should be lower-error estimates of indifference points, increasing our power to
detect correlates of the cue effect.

4.4 Experiment 3

On the basis of the simulation described above, we repeated experiment 1, this time
estimating indifference points using logistic regression rather than the titrating
method.

4.4.1 Methods

Participants (N = 279, 199 women, 1 other/prefer not to say, ages 17 – 34, median
= 19) were recruited from McMaster University’s undergraduate population and
completed the experiment online for credit in a psychology course, giving consent
as approved by the local research ethics board. The future thinking writing task
and imagery characteristics questionnaire were identical to those in experiment 1.

Delay discounting task

As in experiment 1, participants made a series of choices between immediate re-
wards and rewards at delays of 1 week, 1 month, 3 months, 6 months, and 1 year
(displayed to the participant in units of days). The amount of the delayed reward
was an integer amount randomly selected from a uniform distribution between
$80 and $100, inclusive. The amount of the delayed reward was randomized in
this way to avoid having participants habituate to a fixed delayed reward amount.
The value of the immediate reward took on 25 linearly spaced proportions of
the delayed reward, from 0% to 100% (inclusive) rounded to the nearest integer
dollar value, at each delay. The order in which the delays and immediate re-
ward values were presented was randomized for each participant using jsPsych’s
randomization.shuffle function (De Leeuw, 2015). At the 90-day delay, the title
of a participant’s imagined future event was displayed under the delayed reward
option.

Indifference points were computed by fitting logistic regression models using
R’s glm function (R Core Team, 2018) to the binary choice data at each delay and
solving for the points at which the best-fitting logistic functions produced a value

98



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

Variables 1. 2. 3. 4. 5.
1. Imagery vividness –
2. Emotional tone 0.07 –
3. Emotional intensity 0.19** -0.01 –
4. First-person perspective 0.32*** -0.06 0.05 –
5. Autonoetic consciousness 0.47*** 0.00 0.22*** 0.31*** –

Table 4.3: Bivariate correlations between items on the imagery characteristics
questionnaire. Each r value is computed on 220 degrees of freedom. *p < .05; **p
< .01; ***p < .001.

of 0.5. As in experiment 1, for each participant, 5 candidate models were fit to the
indifference points from uncued trials and the best fitting of these (i.e., the one with
the lowest BIC value) was used to calculate Î90, the predicted uncued indifference
point at a delay of 90 days. This predicted indifference point was subtracted from
the actual indifference point at the cued delay of 90 days to compute ∆I , the cue
effect on delay discounting.

4.4.2 Results

Data rejection

The rates of agreement between the 3 raters were as follows: IK – MP: 81.72%; IK
– YL: 83.51%; MP – YL: 91.76%. A majority rule system resulted in the rejection
of data from 32 out of 279 (11.5%) participants. As in experiment 1, data from
participants identified as non-systemic discounters according to criterion 1 (non-
monotonicity; Johnson and Bickel, 2008) were removed from the sample (25 out of
the remaining 247, or 10.1%). This left a final sample size of 222 (199 women, 1
other/prefer not to say, ages 18 – 34, median = 19). 139 participants were assigned
to the EFT condition and 83 were assigned to the SFT condition.

Questionnaire

Table 4.3 summarizes the correlation structure of the brief imagery characteristics
questionnaire. As in experiment 1, autonoetic consciousness correlated strongly
with both imagery vividness and first-person perspective.

Table 4.4 summarizes the mean responses to each item in the phenomenological
questionnaire. As in experiment 1, participants in the EFT group had higher word
counts (EFT mean: 56.61; SFT mean: 34.02; Kruskall-Wallis χ2(1) = 14.39, p =
0.0001). Participants in the EFT group also exhibited higher ratings of autonoetic
consciousness ( t(220) = 2.63, p = 0.0092), imagery vividness ( t(220) = 4.26,
p < 0.0001), and first-person perspective ( t(220) = 2.45, p = 0.0150), but not
emotional intensity ( t(220) = 0.50, p = 0.62) or emotional valence ( t(220) =
1.52, p = 0.13).
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Variable EFT group SFT group p
Imagery vividness 82.4 (17) 69.8 (27) < 0.0001
Emotional tone 85 (20.4) 80.3 (25.2) 0.13
Emotional intensity 55.6 (28.8) 53.6 (29.5) 0.62
First-person perspective 66.8 (30.8) 55.8 (35.1) 0.0150
Autonoetic consciousness 68.4 (26.7) 58.2 (29.5) 0.0092

Table 4.4: Means and standard deviations for each item in the phenomenological
questionnaire, for each experimental condition. Each p value is the result of a t
test with 220 degrees of freedom.

Delay discounting and cue effect

As in experiment 1, the hyperbolic discounting curves showed comparable goodness-
of-fit to previous research, with a median R2 value of 0.94 (Miglin et al., 2017).
The stochasticity of participants’ decision making was assessed according to the
presence of a clear border dividing relative immediate reward values for which the
delayed reward was chosen from values for which the immediate reward was chosen.
I.e., if there was a relative immediate reward value above which participants always
chose the immediate reward, this decision making was labelled non-stochastic. If
no such border existed, the decision making was labelled stochastic.

Most participants (200, or 90%) displayed stochastic decision making, defined
in this way, for at least one of the five delays at which indifference points were
assessed, and the modal participant (56, or 25%) displayed stochastic decision
making for four out of five delays. Given the pervasiveness of stochastic decision
making, we opted not to use it as a basis for data exclusion. This pervasiveness
also justifies the use of logistic regression to estimate indifference points since,
as demonstrated in experiment 2, this method is more suitable than titration for
stochastic decision making.

Indeed, in contrast to experiment 1, participants in the EFT group exhibited
a larger cue effect prior to any outlier exclusion ( t(220) = -2.00, p = 0.0469;
Fig. 4.5). Nonetheless, there were still clear outliers. Boxplot outliers were again
removed ( 29 total, 13% of the sample) to enable parametric methods as used
in experiment 1. Upon removing outliers, the difference between groups became
more pronounced ( t(191) = -3.34, p = 0.0010; Fig. 4.6).

We again performed a mediation analysis using structural equation modelling
as implemented by lavaan (Rosseel, 2012) to determine whether the difference
between groups in the magnitude of the cue effect could be explained by the
difference in self-reported autonoetic consciousness. As in experiment 1, the effect
of experimental condition on ∆I was not significantly mediated by autonoetic
consciousness (indirect effect âb = -0.003, p = 0.35). Also, as in experiment 1,
the bivariate correlation between autonoetic consciousness and ∆I failed to reach
significance ( r(191) = -0.018, p = 0.809). Thus, as in experiment 1, we found
no evidence that autonoetic consciousness explained the effect of EFT on delay
discounting.

We again explored the possibility that the cue effect is explained by first-
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person perspective or vividness. In another pair of mediation analyses, neither
first-person perspective (p = 0.74) nor vividness ( 0.72) significantly mediated the
effect of experimental condition on ∆I . Thus, as in experiment 1, we found no
evidence that first-person perspective or vividness explained the effect of EFT on
delay discounting.

4.4.3 Interim discussion

The statistical power of experiment 3 was higher than that of experiment 1, ow-
ing to both a considerably larger sample size and a method of estimating the cue
effect that, as demonstrated in experiment 2, is more tolerant of stochastic de-
cision making. Indeed, unlike in experiment 1, the basic finding of a difference
between groups in the cue effect existed prior to outlier exclusion in experiment
3. Nonetheless, the results of experiment 3 were similar to those of experiment 1,
lending confidence that these results are robust.

4.5 General discussion

Both experiments showed the same pattern of results: the EFT group exhibited
both greater self-reported autonoetic consciousness and a greater cue effect than
the SFT group, however, the difference between groups in the cue effect was not
accounted for by the difference in autonoetic consciousness. Thus, the present find-
ings do not support the assertion that autonoetic consciousness explains the effect
of EFT on delay discounting. We also did not find evidence that either vividness or
first-person perspective, two other factors that differentiated episodic from seman-
tic future thinking, explained the difference in cue effect between groups. Thus the
present findings also do not support the claim that EFT-based reductions of delay
discounting are reducible to known attentional or construal level-based effects.

An important potential limitation of these experiments concerns the survey
item used to measure autonoetic consciousness: despite its ubiquity in the lit-
erature, the term “pre-experience” is rather strong language for describing nor-
mal prospection, and is perhaps even suggestive of the vivid and intrusive “flash-
forwards” seen in some psychiatric conditions (Engelhard et al., 2011; Holmes et al.,
2007). Participants in the EFT group may have been unsure whether their men-
tal imagery met the threshold to be described as “pre-experiencing”. Nonetheless,
there is reason to believe the item was a valid measure of autonoetic consciousness.
First, responses to it were correlated with responses to the items measuring vivid-
ness and first-person perspective (Tables 4.1 and 4.3), both of which are closely
linked to autonoetic consciousness in memory (van Schie et al., 2019; Zaman and
Russell, 2022). There is a similarly close link in EFT between vividness, first-
person perspective, and autonoetic consciousness: when a mental simulation of the
future is vivid (i.e., similar to actual experience; Tooming and Miyazono, 2021)
and adopts the perspective from which an event would actually be experienced,
this should enhance the sense that one is mentally “pre-experiencing” that event.
Indeed, previous research has found that vividness and first-person perspective
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predict autonoetic consciousness, measured, as in the present work, as the self-
reported feeling of “pre-experiencing” imagined future events (D’Argembeau and
Van der Linden, 2012). Moreover, autonoetic consciousness is what differentiates
episodic from semantic future thinking (Atance and O’Neill, 2001), and responses
to the “pre-experiencing” item in the present work differed significantly between
the EFT and SFT groups. Along with the aforementioned pattern of inter-item
correlations, this suggest that our measure of autonoetic consciousness was valid.

Another potential limitation arises due to the population being studied. Par-
ticipants were undergraduate students mostly in “emerging adulthood”, a period
during which executive function is still developing (De Luca et al., 2003). EFT
draws on executive function (Cole et al., 2013), which raises questions about how
well the present results can be expected to generalize. For example, it could be
that after emerging adulthood, more fully developed executive function enables a
high degree of autonoetic consciousness during EFT, which enhances the effect of
EFT on delay discounting. However, this seems unlikely—a recent study found no
difference between adults (with an average age of 34) and adolescents (ages 12–
14) in the degree to which EFT cues influenced either delay discounting or other
factors such as time perception Burns et al. (2022). This suggests that the effect
of the cue paradigm used in the present work does not fundamentally change even
between adolescence and adulthood, let alone between emerging and early/middle
adulthood, and lends confidence in the generality of the present results. An ap-
parent exception here may be older adulthood: among older adults, the EFT cue
effect on delay discounting is correlated with cognitive control (Sasse et al., 2017),
and general cognitive decline is also a likely explanation for diminished autonoetic
consciousness during episodic future thinking (Rendell et al., 2012). Had older
adults been participants in the current paradigm, autonoetic consciousness may
have been found to mediate the cue effect. However, this would be due to un-
derlying variability in general cognitive function, a confounding factor correlated
with both the cue effect and autonoetic consciousness, rather than to a fundamen-
tally different process underlying the cue effect that was not found in the present
results. Thus, despite the inherent limitations in using an undergraduate study
population, the present results are likely to generalize well across age groups.

It is important to note that, in the present studies, participants in the EFT
condition imagined future events but did not imagine receiving future rewards.
As discussed in the introduction, Benoit et al. (2011) theorize that EFT reduces
delay discounting by simulating undiscounted future reward values, i.e., through
the simulated experience of future rewards. Perhaps when participants are asked
to imagine experiencing future rewards, their degree of pre-experiencing (i.e., of
autonoetic consciousness) determines the degree to which they value said rewards
and are willing to wait for them. The present studies cannot rule this possibility
out and, indeed, it seems quite plausible. However, this pre-experienced-future-
value model cannot be an exhaustive account of the role of EFT in intertemporal
choice—the fact remains that the present studies found an effect of EFT on de-
lay discounting that was not mediated by autonoetic consciousness. What, then,
explains this effect?

Operationally, the experimental groups were defined in terms of the self-relevance
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of the future events in question. This manipulation succeeded in its intended
purpose of inducing a difference in episodicity, operationalized as autonoetic con-
sciousness ratings, but self-relevance and episodicity are not synonymous; rather,
self-relevance is a necessary, but not sufficient, condition for episodicity (Perrin
and Rousset, 2014). That is, semantic memory (and, by extension, semantic future
thought) can have self-referential content (Klein, 2013). An intriguing possibility
is that the difference between our experimental groups in self-referential content,
rather than episodicity per se, accounts for the difference in cue effects. Indeed,
Burns et al. (2022) found that imagining events in other people’s futures does not
reduce delay discounting, despite being identical to a more efficacious EFT con-
dition except with respect to the self-relevance of the imagined events. We now
explore how self-relevance might have been critical to the effect of EFT on delay
discounting found in the current studies.

The philosopher Derek Parfit (Parfit, 1982, 1984) famously argued that, when
one is not psychologically connected to one’s future self, it is not irrational to act
preferentially in the interests of the present self. Indeed, there is a great deal of
empirical evidence for an association between delay discounting and a sense of
disconnection from the future self (i.e., a lack of “future self-continuity”; Hersh-
field, 2011). Szpunar and Tulving (2011) argue that connectedness to one’s future
results from autonoetic consciousness, which Tulving (1985) similarly described as
mediating the awareness of one’s existence as extending from the past into the
future (i.e., “diachronicity”; Klein, 2014). Thus, Hoerl and McCormack (2016)
suggest that EFT may reduce delay discounting by increasing the sense of con-
nection to one’s future self. However, recent evidence has not borne this out. For
example, Burns et al. (2022) did not find that EFT increases future self-continuity,
and McCue et al. (2019) found that the two factors independently predict reduced
delay discounting. Moreover, individuals with episodic amnesia exhibit severely
impaired EFT abilities but do not exhibit steeper delay discounting compared
to healthy controls (Kwan et al., 2012, 2013). Craver et al. (2014) argue these
cases demonstrate that autonoetic consciousness is not a prerequisite for having a
temporally extended sense of self and self-interest.

A more nuanced conception of the relationship between autonoesis and self-
continuity was proposed by Prebble et al. (2013). They distinguish between the
phenomenological continuity afforded by autonoetic consciousness and the seman-
tic continuity that comes from using one’s autobiographical knowledge to construct
a personal chronology (i.e., a life story). It may be this latter semantic continuity
that explains the effect of EFT on delay discounting. That is, thinking about
an event in the personal future could activate representations of one’s goals and
broad life trajectory (representations that are non-episodic; Conway et al., 2019),
thereby increasing semantic self-continuity and orienting decision making toward
the future.

Although self-continuity as studied by Hershfield (2011) is not increased by
EFT (Burns et al., 2022) and thus cannot mediate the effect of EFT on delay
discounting, semantic continuity as described by Prebble et al. (2013) seems to be a
different construct. Hershfield (2011) conceives of self-continuity as “overlap” with
one’s future self, and this is closely related to how similar one feels to their future
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self (Sokol and Serper, 2019). However, we do not always intend to be remain
similar to our present selves indefinitely and we may even aspire to change in
significant ways, such as by adopting new values (Callard, 2018). In calling to mind
intended lives that potentially entail personal change, episodic future thinking may
not make us feel more similar to our future selves but might nevertheless motivate
us to act in our future selves’ interests.

On this view, the critical difference between the EFT and SFT groups in
the present study was the self-relevance of the imagined future events: only in
the EFT group did participants imagine events that formed parts of their per-
sonal chronologies, which is the basis of semantic self-continuity (Prebble et al.,
2013). Autonoetic consciousness may have accompanied this process, but only
as an epiphenomenon; as discussed above, the representations reducing delay dis-
counting would have been essentially semantic (Conway et al., 2019)1. Indeed,
the cuing paradigm used in the present experiments can reduce delay discounting
even among individuals with episodic amnesia (Kwan et al., 2015, but c.f. Palombo
et al., 2015), who must be making use of semantic representations of their personal
futures.

Thus, although we initially defined semantic future thinking as the self-unrelated
subset of knowledge about the future (following Atance and O’Neill, 2001), we
clearly must make conceptual room for representations of the future that are not
episodic but are nonetheless self-specific (just as a distinction is drawn between
episodic and semantic autobiographical memory; e.g., Levine et al., 2004). The
present study suggests that these may be critical to the role of episodic future
thinking in intertemporal choice: curbing delay discounting may be less about pro-
jecting the self into the future than about calling to mind the (semantic) knowledge
that the self has a future.

In future work, we hope to positively test the role of self-relevance per se in the
cue effect. This may be possible simply by adding existing survey measures of per-
sonal importance, goal-relevance (Lehner and D’Argembeau, 2016), and centrality
(Özbek et al., 2020) to the present experimental design. In the absence of positive
results, ideas about the role of self-relevance must remain speculation. Moreover,
negative results cannot, strictly speaking, demonstrate the absence of an effect:
for example, the between-participants design of the present experiments may have
obscured a true effect of autonoetic consciousness, while a within-participants de-
sign (avoided here for concerns about demand characteristics) may offer a more
powerful means of detecting mediation. This, among endless other alternative ex-
planations for our null results, would have to be ruled out to definitively conclude
that autonoetic consciousness does not mediate the cue effect. Nonetheless, we
feel that the null results here are at least suggestive: we did not find even a simple
bivariate correlation between autonoetic consciousness and the cue effect (which
might be expected simply as an artifact of the experimental manipulation) despite
large sample sizes, strong theoretical expectations (as outlined in the introduc-

1In a similar vein, McCarroll and Cosentino (2020) argue that third-person perspective in
mental imagery of the future can increase connectedness to one’s future self by activating semantic
self-knowledge and thereby increase intertemporal patience.
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tion), and an experimental design that was able to produce other positive results
(differences in cue effect and self-reported phenomenology between the EFT and
SFT groups). Thus, the present findings may point, in a tentative way, to the need
to posit factors beyond autonoetic consciousness, such as self-relevance, to explain
the role of episodic future thinking in intertemporal choice.

Figure captions

Figure 4.1: The effect of episodic and semantic future thinking on delay discount-
ing. (A) Indifference points as a function of reward delay and condition. Shaded
regions reflect 1 standard error of the mean. A deviation from the overall hyper-
bolic trend occurs for both groups at 90 days, which corresponds to the block of
trials in which the cue word appeared. (B) The distribution of the cue effect (∆I)
for each condition. The EFT group contained many outliers showing a negative
cue effect and the SFT group contained many outliers showing a positive cue effect.
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Chapter 5

Discussion

5.1 Summary and main contributions of chap-

ters

The chapters presented in this thesis are connected by a motivation to identify
moderating and mediating factors in the effect of episodic future thinking on delay
discounting, and to suggest mechanisms by which this effect occurs. In this final
discussion, I will highlight the preceding chapters’ individual contributions and
explain their connections to each other. I will then consider their limitations and
suggest future directions for research on the relationship between episodic future
thinking and delay discounting.

Chapter 2 lays the groundwork for the subsequent chapters with a formal mod-
elling approach. It contextualizes the topic of episodic future thinking and delay
discounting within the setting of reinforcement learning, a field that examines the
essential elements of decision making problems and of the agents that attempt
to solve them. The chapter proposes a novel formulation of Bayesian Q-learning
that, in contrast to existing formulations (Daw et al., 2005; Dearden et al., 1998),
generalizes to real-valued (vs binary) rewards and offers an exact solution for the
reward expectancies of model-free agents rather than relying on approximations.
Within this mathematical framework, episodic future thinking can be understood
as a form of model-based decision making. The chapter demonstrates that, given
an unbiased choice of parameters, model-based agents exhibit shallower discount-
ing than their model-free counterparts. Such a difference between agent types is
assumed by dual-systems theories of self-control in which steep discounting arises
from the dominance of a habitual system over a deliberative system (McClure and
Bickel, 2014), but had not, to my knowledge, been demonstrated computationally.

Although model-based agents exhibit shallower discounting for an unbiased
choice of parameters, some authors argue that the brain’s model-based system
should be sensitive to current goals, such as the goal of forgoing immediate rewards
in favour of long-term gains (Story et al., 2014). This is simulated in chapter 2 by
adding bias to the model-based agent’s parameters to more heavily favour delayed
rewards. Yet by the same token, such flexibility means there is in principle no
reason why a model-based agent could not also preferentially select immediate
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rewards and exhibit even steeper discounting than a model-free agent. This, along
with the fact that model-based decision making is not immune to overvaluing
addictive rewards, is marshalled in a critique of the habit theory of addiction.

More importantly for the core theme of this thesis, chapter 2 offers a framework
for understanding the role of episodic future thinking interventions in curbing de-
lay discounting: if discounting is a function of the expected value and uncertainty
of future rewards, then episodic future thinking interventions can be expected to
have their effect by influencing one or both of these. The chapter suggests that,
in structured episodic future thinking interventions, positive imagery might cor-
respond to high expected reward value, while vivid and detailed imagery might
correspond to low uncertainty about the future. Thus, chapter 2 lays the ground-
work for an empirical search for moderators and mediators of the effect of episodic
future thinking on delay discounting.

Chapter 3 takes up this task, moving from the pristine realm of mathemat-
ical abstractions to the real world of empirical measurement. It uses the well-
established cued discounting paradigm (Peters and Büchel, 2010) to measure changes
in participants’ discount functions in response to episodic future thinking cues
(henceforth the “cue effect”). To search for factors moderating this effect, the study
uses a broad questionnaire querying the phenomenology of participants’ mental im-
agery, measuring self-reported variables such as emotional valence/intensity and
vividness. Of particular interest was the visual perspective from which partici-
pants imagined future events, as this influences both the overall phenomenology
and the behavioural impact of imagery (Libby and Eibach, 2011).

To impose minimal assumptions on the data, participants were able to sepa-
rately specify their degrees of first- and third-person perspective. In contrast to
existing research that assumes these are mutually exclusive, we found that par-
ticipants report both first- and third-person perspectives on the same imagined
event, perhaps switching between the two. Also, while much research finds that
third-person perspective dampens affect, we found third-person imagery where the
future self is visible to be associated with higher ratings of emotional intensity. We
interpreted this finding according to a theoretical model proposed by Sutin and
Robins (2008) in which third-person perspective can heighten affect by increas-
ing the salience of the visualized self. Finally, the degree to which participants
reported both first- and third-person imagery was correlated with their degree of
trait dissociation, as measured by the Dissociative Experiences Scale [cite]. This
surprising finding has since been replicated in a larger study, demonstrating that
“dual perspective” imagery is not a curious inconsistency in self-report data, but
a genuine phenomenon related to established psychological constructs.

Thus, chapter 3 contributes to a basic understanding of episodic future think-
ing. Interestingly, however, where its effect on delay discounting is concerned,
we did not identify any moderating factors: no variable measured on the phe-
nomenological questionnaire was related to the strength of the cue effect. One
explanation may have been a relative lack of variance: perhaps with a sample of
healthy undergraduates who were all given the same instructions, responses to the
phenomenological questionnaire did not vary enough to reveal any moderation.
One solution might be to use an experimental manipulation to introduce greater
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variance into participants’ self-reported phenomenology.
Chapter 4 attempts to do just this, assigning participants either to an exper-

imental condition designed to elicit vivid, positive, personally relevant imagery
or to a condition designed to elicit relatively vague, affectively flat imagery. In
the course of explaining the motivation for this design, the chapter makes several
theoretical contributions. First, it offers a critique of the prevailing experimental
method of comparing cue effects elicited by episodic future thinking versus recent
episodic memories (Hollis-Hansen et al., 2019). This method systematically pre-
cludes any investigation of whether the cue effect is actually due to episodic future
thinking: are the distinctive characteristics of episodic future thinking necessary
for the cue effect, or is any conceptual awareness of the future (versus the recent
past) sufficient? We propose that episodic future thinking must be compared to
semantic future thinking to determine whether episodicity is essential to the cue
effect, and another of the chapter’s contributions is to clarify and operationalize
this latter notion.

Episodic future thinking was originally defined in contrast to semantic fu-
ture thinking, following the distinction between episodic and semantic memory
(Atance and O’Neill, 2001). However, as the chapter points out, the episodic–
semantic distinction in future thinking is not exactly analogous to the episodic–
semantic distinction in memory: we can imagine essentially any future event but
cannot recollect everything in our past; moreover, semantic future thinking must
be future-oriented whereas semantic memory can be atemporal. Following Atance
and O’Neill (2001), we suggest semantic future thinking is distinguished by non-
self-specificity and a lack of autonoetic consciousness. Thus, in the experimental
manipulation, the episodic and semantic future thinking groups were operationally
distinguished according to whether participants were asked to describe self-specific
events. This manipulation successfully produced differences in self-reported auto-
noetic consciousness. Chapter 4 thus offers an experimental method by which
semantic future thinking can be compared to episodic future thinking.

The chapter proposes that autonoetic consciousness, as a factor differentiating
episodic and semantic future thinking, may explain any unique effect of episodic
future thinking on delay discounting. This proposal connects back to chapter 2,
which argued for an analogy between model-based decision making, which is based
on “simulated experience”, and episodic future thinking, which similarly entails
mentally simulating the experience of a future event (i.e., autonoetic conscious-
ness). The chapter consists of two studies and a simulation demonstrating how to
overcome a subtle disadvantage of the widely-used “titrating” method for measur-
ing discount functions. However, despite rigorous quantitative methods, we did
not find that autonoetic consciousness (or any other construct measured by our
phenomenological questionnaire) mediated the EFT cue effect. We suggest that,
given that the self-relevance of imagined future events was what operationally
distinguished the two experimental groups, perhaps self-relevance per se is what
mediated the EFT cue effect. We relate this to the concept of “semantic” self-
continuity (Prebble et al., 2013), in which conceptual representations of an individ-
ual’s life narrative underlie their temporally extended sense of self and, perhaps,
their temporally extended self-interest. Later in this discussion, I will pick up

116



Ph.D. Thesis - I.Kinley; McMaster University - Psychology, Neuroscience & Behaviour

this thread to suggest the need to look beyond “experiential” factors explaining
the effect of EFT on decision making. First, however, it is necessary to consider
various limitations of the current studies.

5.2 Methodological limitations

Our search for moderating and mediating factors of the cue effect may have been
hampered by the way candidate variables were measured. In the studies described
in this thesis, participants provided ratings of vividness, valence, etc. during an
initial future thinking writing task used to generate cues for a subsequent intertem-
poral choice task. However, it is possible that an event vividly imagined during the
writing phase might not be vividly evoked by cues during the decision phase and
vice versa. In contrast to this approach, other studies have collected ratings from
participants after decisions, pertaining to their imagery during decisions (Bulley
and Gullo, 2017; Hollis-Hansen et al., 2019; Peters and Büchel, 2010). Thus, by
measuring imagery elicited by cues, this retrospective rating method appears to
be more suited to identifying moderators of the cue effect than our prospective
rating method. Indeed, based on this consideration, our more recent work has
collected trial-by-trial ratings of vividness during the decision task to maximize
the “resolution” of the data.

Moreover, in the studies reported here, participants were cued to imagine future
events that did not necessarily involve the delayed rewards. For example, while
deciding whether to choose $100 in 3 months, a participant might be cued to
imagine being on a camping trip (where presumably that money would not be
useful). In contrast, Rösch et al. (2022) note that in some studies, the imagined
future event was specific in some way to the delayed reward (for example, imagining
spending the larger-later amount of money; these studies tended to measure larger
cue effects). The “content specificity” of the imagined future events in these studies
aligns with the theoretical account of the cue effect described in the introduction
to this thesis: episodic future thinking is proposed to provide, through mental
simulation, a preview of future reward. However, it can only do this if the future
reward is actually imagined. Perhaps it is not surprising, then, if the vividness
with which someone imagines a camping trip in 3 months is unrelated to their
willingness to wait for an unrelated monetary reward in 3 months.

Nonetheless, despite these methodological shortcomings, a strength of the study
in chapter 4 is that it used an experimental design and attempted to identify
mediators of the cue effect rather than merely moderators. This type of work will
be important to evaluate causal claims about the role of episodic future thinking
in decision making. After all, there is a range of aspects of episodic future thinking
that are plausibly related to decision making but are correlated with one another.
For example, as discussed in chapter 2, vividness and autonoetic consciousness
are correlated—if vividness is a moderator of the cue effect, is this an artefact of
its correlation with autonoetic consciousness? Moreover, events related to one’s
personal goals tend to elicit autonoetic consciousness (Lehner and D’Argembeau,
2016)—if autonoetic consciousness is a moderator of the cue effect, is this an
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artefact of its relationship to goal-relevance? Questions such as these must be
addressed by experimental means.

5.3 Theoretical limitations and future directions

A deeper limitation of the studies in this thesis is their reliance on the cued dis-
counting paradigm, in which participants are cued to imagine a future event while
deliberating between a smaller monetary reward sooner and a larger one later. As
part of this deliberation, participants engage in episodic future thinking directed,
in some sense, toward the delayed reward. This suggests a template for intertem-
poral choice in which the role of episodic future thinking is straightforward: in
simulating the experience of the future reward, episodic future thinking provides
a mental “preview” of it and allows its undiscounted value to be appreciated in
the present (Boyer, 2008; Peters and Büchel, 2010). As outlined in chapter 1, we
can derive the prediction that, the higher the fidelity of this simulation (i.e., the
greater the vividness) and the more value ascribed to the future reward (i.e., the
more positive the valence), the greater the effect on decision making.

However, there are cases of intertemporal choice that do not seem to fit this
template. First, the relationship between imagined emotion and temporal dis-
counting is not always so straightforward: a future-oriented choice could be framed
not as the obtainment of future reward but as the avoidance of future consequence
(e.g., the consequence of future regret; Hoerl and McCormack, 2016). In this case,
imagining a future consequence to be more severe would motivate more farsighted
decision making—contrary to the expectation that negatively valenced episodic
future thinking will increase impatience or have no effect. Cosentino et al. (2022)
argue that metacognition is required to “bracket” imagined future emotions to keep
them from unduly influencing our current affect (thereby maintaining the distinc-
tion between anticipated and anticipatory emotion; Baumgartner et al., 2008) and
to understand their relationship to present actions. Thus, although there is no sim-
ple linear relationship between the emotional valence of episodic future thinking
and its influence on intertemporal patience, the model of the cue effect outlined in
the introduction to this thesis is still viable if it is supplemented by metacognition.

A deeper difficulty arises from the fact that episodic future thinking can mo-
tivate us toward goals that are conceptual rather than experiential, i.e., toward
rewards that cannot be simulated by imagery alone. The distinction between
conceptual and experiential rewards can be understood as follows: in a famous
thought experiment, Nozick (1974) invites us to imagine an “experience machine”
that we could plug our brains into to simulate any conceivable experience, such as
reading or even writing a great novel. Few of us would choose this, Nozick argues,
because we aspire not just to have certain experiences, but to be certain types of
people (e.g., to be a great novelist beyond merely having a great novelist’s expe-
riences). Indeed, our goals can be conceived as lying on an abstraction gradient
from high-level “be” goals (e.g., “be healthy”) to mid-level “do” goals (e.g., “do
some exercise”) to low-level “action” goals (e.g., “put on running shoes”; Carver
and Scheier, 2001). Monetary delay discounting tasks largely overlook the abstract
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end of this gradient: while monetary rewards are abstract compared to primary
reinforcers such as food (O’Doherty et al., 2001), they are fairly concrete in abso-
lute terms—even the future-oriented monetary goal of “opt for $100 in 3 months
over $50 now” is concrete compared to “save for the future”, which is concrete
compared to “be financially shrewd” and so on.

Abstract or conceptual “be” goals are difficult to represent via imagery (as are
concepts in general—e.g., we can picture a triangle, but not triangularity per se;
Fodor and Pylyshyn, 2014). After all, if a reward is fundamentally not experiential,
how could we mentally simulate the experience of it? Yet episodic future thinking
does motivate us toward abstract goals, and in fact seems to do so specifically
by emphasizing their abstractness : for example, imagining success at an academic
task leads to more motivation when it causes the necessary effort to be construed
in terms of abstract rather than concrete goals (e.g., “being the best I can be”
rather than “trying hard at a task”; Vasquez and Buehler, 2007). Interestingly,
visual perspective appears to be an important determinant of whether imagined
experiences are construed abstractly (encouraged by a third-person perspective)
or concretely (encouraged by a first-person perspective), and thus whether moti-
vation toward abstract goals is enhanced (Libby and Eibach, 2011; Niese et al.,
2022). Cases where episodic future thinking enhances motivation toward abstract
goals are difficult to explain through the simulated experience of future rewards,
metacognitively “bracketed” (Cosentino et al., 2022) or not, if these rewards are
about being rather than experiencing1.

I would like to propose the following solution: perhaps episodic imagery does
not simulate abstract rewards so much as it symbolizes them. In semiotics, a
distinction is drawn between icons, which signify by resemblance (e.g., a picture
of a bicycle), and symbols, which signify by convention (e.g., a written word).
Applying this distinction to episodic future thinking, we might take our imagery
to merely simulate some experience or instead to symbolize a concept—perhaps
a valenced concept, i.e., an abstract goal, which our imagery makes salient and
which then influences subsequent decision making. For example, when I imagine
my graduation, I do not take my imagery to merely simulate of the feeling of a
gown on my shoulders, the stage floor under my feet, etc.—instead, my focus is
on the symbolic meaning of the imagined event and its relationship to my abstract

1A possible objection here is that one could mentally simulate the abstract reward of being a
wise, kind, etc. person by simulating the “epistemic feeling” (Arango-Muñoz, 2014) of knowing
that one is a wise, kind, etc. person. Then episodic future thinking could provide a mental
“preview” of abstract rewards through this simulated “feeling of knowing” just as it provides a
mental preview of concrete rewards through simulated sensory experience. However, knowledge
is only knowledge (rather than suspicion, belief, etc.) if it reflects something true about the
world. Therefore simulating the “feeling of knowing” presupposes a representation of some state
of the world that one knows about, and in fact this state (rather than the experience per se of
knowing about it) is the reward: it is pleasant to imagine being wiser, kinder, etc. one realizes
one is; it is not pleasant to imagine believing one is wiser, kinder, etc. than one really is. That
is, the “feeling of knowing” is rewarding not because of the feeling, but because of the knowing
(vs suspecting, believing, etc.). Thus, the question still remains: if episodic future thinking
simulates experience, but abstract rewards are conceptual rather than experiential, how does
episodic future thinking motivate us toward abstract goals?
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goal of being an educated person2.
This proposal is related to one recently made by Mahr (2020), who argues that

the “imagistic” content of episodic simulations (which comprise future thoughts,
memories, counterfactual imaginings, etc.) must be supplemented by propositional
content in order for these simulations to be specified as future thoughts vs mem-
ories vs counterfactual imaginings, etc. For example, if I picture myself sitting in
a cafe, nothing in this image itself (in “what [the] image looks like”; Mahr, 2020)
specifies whether I am sitting there in the future or the past—this information is
propositional and cannot be represented imagistically (Fodor and Pylyshyn, 2014).
Mahr (2020) suggests four major “dimensions” of episodic simulations that depend
on non-imagistic content: temporal orientation (whether an event is in the future,
past, neither), subjectivity (whose perspective, if anyone’s, is being simulated),
factuality (whether an event really did/will/could occur), and specificity (whether
an event is unique to one point in time). This last dimension is most relevant to
the present discussion of symbolization, because it implies that a specific episodic
simulation can be taken to represent a general class of events. For example, I can
imagine my commute, including specific things I experience as part of my com-
mute, without necessarily imagining a specific time I did/will commute (Mahr,
2020). However, the present proposal goes further: episodic simulations can rep-
resent not only general classes of events, but also concepts at large—for example,
my commute imagery might represent not only my commute in general, but also
the valenced concept of my industriousness.

Abstract “be” goals are closely tied to our personal identities (Berkman et al.,
2017). If episodic future thinking motivates us toward these goals, this raises in-
teresting considerations about the relationship between future thinking and iden-
tity. As in the case of anticipated/anticipatory emotion described earlier, the
sequence of connections from imagery to abstract goals to identity to motivation
are straightforward as long as each element of the sequence is aligned positively:
imagining an event that symbolizes an abstract goal central to one’s self-concept
should increase motivation toward that goal. However, things are not always so
straightforward: for goals peripheral to one’s self-concept, third-person perspective
imagery (which encourages abstract construal) enhances negative self-conscious
emotion (e.g., shame) and inhibits goal pursuit (Stornelli et al., 2020). To make
sense of this result, we can note that goals peripheral to one’s self-concept are not
necessarily irrelevant to it: we are most likely to feel shame and other negative
self-conscious emotions in relation to goals we believe we will not achieve but wish
we could (notably, the Stornelli et al. study used weight loss goals, which notori-
ously fit this template for many of us). That is, abstract goals are not simply more

2This account does not fully specify the relationship between imagery and concepts except
to say that it is symbolic. For example, does imagery per se symbolize a concept, or does one
simply imagine an event of symbolic importance? Likewise, should we understand abstract goals
to be “activated”, “made salient”, or “primed” (Papies, 2016)? Ultimately, it is not clear that
distinctions like these could produce contrasting experimental predictions. The core idea here
is simply to observe that imagery motivates us by somehow increasing the influence of valenced
concepts on our decisions, and to recognize that to get from image to concept, we must at some
point invoke a symbolic relationship
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or less central or peripheral to the self, but are involved propositional attitudes
(Fodor, 1978) that might form part of the self-concept (e.g., “I believe I will never
lose weight”, “I wish I could lose weight”) and that determine affective responses
to these goals being made salient.

Figure 5.1: A proposed expansion on the model of episodic future thinking and de-
cision making that was described in the introduction to this thesis. In the expanded
model, episodic future thinking simulates the experience of concrete rewards, and
these simulated experiences are metacognitively “bracketed” (Cosentino et al.,
2022) to motivate the pursuit of said rewards. In contrast, episodic future think-
ing symbolizes (and thereby makes salient) abstract or conceptual rewards, and
an individual’s beliefs about and attitudes toward these rewards (which may form
part of their self-concept) determine motivation toward them.

The model sketched in this discussion is summarized in figure 5.1. It proposes
a second “route” from episodic future thought to behaviour, through symbolized
concepts rather than simulated experiences. The non-imagistic components of this
second route (concepts, propositions) suggest that careful qualitative analysis of
individuals’ written descriptions of imagined future events, beyond simple queries
of their imagery, is necessary to understand how episodic future thinking produces
motivation (or not) toward abstract goals. Moreover, a fascinating question for
future research might be whether there is a bidirectional relationship between
episodic future thinking and identity: our goals and self-concepts are important
determinants of which future events we find plausible (Ernst and D’argembeau,
2017; Ernst et al., 2019), but future events can also come to feel more plausible as
they are repeatedly imagined (Szpunar and Schacter, 2013). Is it possible, then,
that in imagining and coming to believe in a different future for oneself, one might
also come to see oneself as a different kind of person?

In sum, the empirical and theoretical work contained in this thesis highlights
the need to move beyond the straightforward conception of intertemporal choice
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implied by the cueing paradigm that dominates the literature, and to expand
our focus beyond the content concretely depicted in our imagery. Instead, we
will have to face up to the complexities of our real decisions about the future,
which can be framed in a variety of ways and can involve rewards of varying
degrees of abstraction. Moreover, we will have to recognize how our capacity
to simulate future experience integrates with the rest of our psyche, necessarily
invoking notions of meaning and identity. As scientifically elusive as these are, their
enormous role in our mental lives means that a science of the mind—including its
capacity to project itself forward in time—cannot be complete without them.
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