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Abstract 

The world has recently witnessed rapid developments in Machine Learning (ML) 

algorithms, computing infrastructure, and the vast amounts of data available and accessible 

anytime and anywhere. This has facilitated a boom in the field of Artificial Intelligence (AI) in 

terms of the applications and benefits AI potentially brings to everyday life. AI is a technology 

that is able to interact, function on its own, explain, and learn from past experiences to inform its 

future actions and decisions. Generative AI is now changing the way we live, interact, and work, 

affecting all sectors of society. It is becoming mature enough that AI is transitioning from being a 

mere assistive technology to being an actor similar to humans with whom we can collaborate.  

Many organizations, thus, seek to leverage AI and utilize its capabilities to achieve greater 

efficiency and effectiveness. Such organizations integrate AI in the workplace to handle many 

routine and repetitive tasks and free employees for more complex work. This does not mean that 
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mailto:headm@mcmaster.ca
mailto:detlorb@mcmaster.ca


iii 
 

humans and AI work in isolation, however. Rather, it means that humans and AI can work together 

as collaborators to reach better decisions and overcome each other’s weaknesses and deficiencies.  

Although there is extensive literature on how new information technologies are adopted 

and accepted, there is little empirical work that studies how innovative technologies such as AI 

can become effective collaborators with humans in the workplace and the conditions under which 

humans are willing to collaborate with them. Therefore, this research proposes and empirically 

validates a new contextualized conceptual model that furthers our understanding of the factors that 

influence humans’ willingness to collaborate with AI in organizational settings. Specifically, this 

work focuses on the role of AI autonomy and AI explainability (as AI contextual characteristics) 

in shaping people’s beliefs about having AI as collaborators in the decision-making process. This 

study leverages the Actor-Network Theory and Net-Valence Theory as foundations to understand 

this phenomenon.  

Perceiving AI as a collaborator in the workplace is a nascent phenomenon that has both 

concerns and benefits. Such concerns and benefits are not fully understood in the existing 

literature. Therefore, the proposed study employs a two-stage sequential mixed-methods approach 

to investigate this phenomenon. First, a qualitative study was conducted using one-on-one 

interviews to understand the top concerns and benefits of individuals in collaborating with AI in 

the workplace. Findings from the qualitative study were then used to fine-tune the proposed 

conceptual research model. The model was validated through a 2x2 factorial design scenario-based 

survey study using consistent Partial Least Squares (PLSc) as a Structural Equation Modeling 

(SEM) technique. Contributions to theory and practice are discussed, and study limitations and 

future work are outlined.  

  



iv 
 

Acknowledgement 

 

I would like to express my deepest gratitude to my thesis supervisors, Dr. Milena Head and 

Dr. Khaled Hassanein, whose unwavering guidance and support from day one were instrumental 

in the successful completion of this journey and reaching this milestone.  

Dr. Head, your smile is a trademark. Whenever your name is mentioned, your smiley face 

is the first thing that comes to my mind. Your passion, positivity, and dedication inspired me in 

very different ways. Thank you from the bottom of my heart. 

Dr. Hassanein, “thank you” will never be enough. Despite your busy schedule, you were 

always there to talk and help. Both your and Dr. Head’s invaluable insights, constructive feedback, 

and endless patience with me have not only shaped this thesis but also enriched my overall 

academic experience. I am truly fortunate to have had the opportunity to learn from both of you 

and be mentored by such dedicated and knowledgeable professors. 

I extend my heartfelt thanks to Dr. Brian Detlor, whom I had the privilege to have on my 

supervisory committee and whose course and advice instilled in me a love for qualitative research. 

Your invaluable contributions, insightful suggestions, and critical evaluations helped refine and 

strengthen this research. Your collective expertise and diverse perspectives greatly enhanced the 

quality of this work, and I am grateful for the time and effort you invested in evaluating and 

improving my thesis. 

To my mother and father, you have always encouraged me to work hard and strive to do 

my best. You always encouraged and helped me to pursue my dreams. Thank you for your 



v 
 

guidance, love, and always being there to help and support. I owe a debt of gratitude that words 

cannot adequately express. 

To my husband, thank you for being my partner in my personal and academic journeys. 

Your support and encouragement during the challenging times meant a lot to me. I cannot forget 

the days and nights you spent with our kids to help me complete this piece of my academic journey. 

Thank you for your invaluable support. 

I would also like to acknowledge the support and encouragement of my three sisters, 

Marwa, Shaimaa, and Alyaa, who have always been the shoulder that I lean on. Being in my life, 

believing in my abilities, and your constant encouragement motivated me to persevere through the 

challenges and uncertainties I went through. I would like to especially thank Alyaa, whose 

presence in the Ph.D. program supported me in every possible way. I am incredibly lucky to have 

you in my corner, and I want you to know just how much your support has meant to me. Your 

kindness and understanding have been a source of strength and comfort. 

Last but not least, I want to thank Deb Randall-Baldry, Bani Rafeh, and every staff member 

at McMaster University who facilitated things during my Ph.D. journey and who were the 

knowledgeable references I ran to when I needed help.  

This thesis would not have been possible without the collective efforts and support of these 

individuals and many others who have influenced and guided me throughout my academic journey. 

Thank you all for your ongoing support, encouragement, and belief in my abilities. 

  



vi 
 

Table of Contents 

Abstract ........................................................................................................................................................ ii 

Acknowledgement ...................................................................................................................................... iv 

Chapter 1: Introduction ............................................................................................................................. 1 

Thesis Outline ......................................................................................................................................... 10 

Chapter 2: Literature Review .................................................................................................................. 12 

2.1. The AI Evolution ............................................................................................................................. 12 

2.2. AI in Different Contexts .................................................................................................................. 18 

2.3. AI Explainability .............................................................................................................................. 22 

2.4. AI Autonomy ................................................................................................................................... 28 

2.5. Human-AI Collaboration ................................................................................................................. 33 

Summary ................................................................................................................................................. 39 

Chapter 3: Theoretical Development ...................................................................................................... 40 

3.1. The Information Systems Field and Epistemology .......................................................................... 40 

3.2. Theoretical Premise ......................................................................................................................... 43 

3.3. Contextualization ............................................................................................................................. 44 

3.4. Theories Utilized in this Research ................................................................................................... 46 

3.4.1. Actor-Network Theory (ANT) .................................................................................................. 46 

3.4.2. Net-Valence Theory (NVT) ...................................................................................................... 47 

Summary ................................................................................................................................................. 49 

Chapter 4: The Qualitative Phase ........................................................................................................... 50 

4.1. Pilot Study ........................................................................................................................................ 51 

4.2. Main Study ....................................................................................................................................... 53 

4.3. Validation ......................................................................................................................................... 62 

Summary ................................................................................................................................................. 67 

Chapter 5: Research Model and Hypotheses ......................................................................................... 68 

5.1. Impact of Perceived Benefits and Concerns .................................................................................... 71 

5.1.1. Efficiency .................................................................................................................................. 71 

5.1.2. Integrity ..................................................................................................................................... 72 

5.1.3. Lack of Human Interaction ....................................................................................................... 74 

5.1.4. Incompatibility .......................................................................................................................... 75 

5.2. Impact of AI Autonomy ................................................................................................................... 77 



vii 
 

5.3. Impact of AI Explainability ............................................................................................................. 81 

Summary ................................................................................................................................................. 86 

Chapter 6: Methodology and Results of the Quantitative Study .......................................................... 88 

6.1. Task Overview ................................................................................................................................. 88 

6.2. Treatment Conditions ....................................................................................................................... 90 

6.3. Sample Size ...................................................................................................................................... 92 

6.4. Pilot Study ........................................................................................................................................ 95 

6.5. Main Study ....................................................................................................................................... 95 

6.6. Data Cleansing ................................................................................................................................. 96 

6.7. Demographics .................................................................................................................................. 99 

6.8. Measurement Scales ....................................................................................................................... 101 

6.9. Structural Equation Modeling (SEM) ............................................................................................ 101 

6.9.1. Measurement Model ............................................................................................................... 102 

6.9.2. Structural Model ..................................................................................................................... 112 

Summary ............................................................................................................................................... 126 

Chapter 7: Discussion and Conclusion.................................................................................................. 128 

7.1. Discussion of Key Findings ........................................................................................................... 128 

7.2. Contributions to Theory ................................................................................................................. 133 

7.3. Contributions to Practice ................................................................................................................ 135 

7.4. Limitations and Future Work ......................................................................................................... 136 

7.5. Conclusion ..................................................................................................................................... 138 

References ................................................................................................................................................ 142 

Appendix A: Description of Interviewees’ Profiles .......................................................................... 169 

Appendix B: Interview Sample Excerpts .......................................................................................... 170 

Appendix C: Screening Questions ..................................................................................................... 174 

Appendix D: Measurement Scales ..................................................................................................... 176 

Appendix E: Demographic Questions ............................................................................................... 180 

Appendix F: Experimental Design .................................................................................................... 182 

Appendix G: Treatment Group Comparisons using Tukey’s Test ................................................ 194 

Appendix H: One-Way ANOVAs for Control Variable Analysis .................................................. 196 

Appendix I: Adding Age and Knowledge Level of AI to The Model ............................................. 210 

 



viii 
 

List of Tables 

Table 1: List of General Categories ......................................................................................................... 57 
Table 2: Themes Generated by the Two Researchers ........................................................................... 59 
Table 3: List of Final Themes .................................................................................................................. 61 
Table 4: List of Definitions ....................................................................................................................... 70 
Table 5: Treatment Groups ..................................................................................................................... 90 
Table 6: Summary of the Four Experimental Conditions ..................................................................... 94 
Table 7: Survey Participants’ Demographics ....................................................................................... 100 
Table 8: Cronbach’s Alpha, Composite Reliability and AVEs of the Study Variables .................... 103 
Table 9: First Iteration of Item Loadings and Cross Loadings of Measurement Scales .................. 105 
Table 10: Second Iteration of Item Loadings and Cross Loadings of Measurement Scales ............ 105 
Table 11:  Descriptive statistics, correlation matrix, and Square Roots of AVEs ............................. 107 
Table 12: Comparison of Path Coefficients by CLC Approach and Original PLS Models ............. 110 
Table 13: Comparison of R2 Values by CLC Approach and Original PLS Models ......................... 111 
Table 14: Principal Component Analysis for Harman’s Single Factor Test ..................................... 111 
Table 15: One-Way ANOVA Analysis for Explainability Manipulation Check ............................... 113 
Table 16: One-Way ANOVA Analysis for Autonomy Manipulation Check ..................................... 114 
Table 17: Validation of the Study Hypotheses ..................................................................................... 116 
Table 18: PLS Effect Size Analysis ........................................................................................................ 117 
Table 19: GoF Index Calculation .......................................................................................................... 119 
Table 20: One-Way ANOVA Group Comparisons for Autonomy .................................................... 121 
Table 21: One-Way ANOVA Group Comparisons for Explainability .............................................. 121 
Table 22: Control Variable and Endogenous Construct Bivariate Correlations .............................. 123 
Table 23: Impact of Age on the Endogenous Variables in the Model Using PLS ............................. 125 
Table 24: Impact of Knowledge Level of AI on the Endogenous Variables in the Model Using PLS

 .................................................................................................................................................................. 125 
Table 25: PLS Effect Size Analysis for Significant Control Variable Paths ...................................... 126 

 

  



ix 
 

List of Figures 

Figure 1: Number of Publications on Web of Science on the AI Topic from 2015-2022 ......................... 13 
Figure 2: Classifying AI Research by Research Area ................................................................................ 13 
Figure 3: Classifying Human-AI Research by Research Area .................................................................. 14 
Figure 4: Progression Phases of Machine Capabilities (Schuetz and Venkatesh 2020) ............................ 15 
Figure 5: A General Framework to Understand the Willingness to Collaborate with an AI ..................... 49 
Figure 6: Proposed Research Model .......................................................................................................... 70 
Figure 7: Steps of a Typical Hiring Process .............................................................................................. 89 
Figure 8: Univariate outliers detected from round one for the first efficiency indicator ........................... 98 
Figure 9: Univariate outliers detected from round two of univariate outlier analysis for the first efficiency 

indicator ...................................................................................................................................................... 99 
Figure 10: Final PLSc Model Results ...................................................................................................... 112 

 

  

  



x 
 

List of Key Terms 

Term Definition Adapted From 

AI - The ability of a machine to perform cognitive 

functions that we associate with human 

minds, such as perceiving, reasoning, 

learning, interacting, problem-solving, 

decision-making, and even demonstrating 

creativity 

(Rai et al. 2019, p.iii) 
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Chapter 1: Introduction 

In one of the most famous dog cartoons from the early internet age in 1993, two dogs were 

standing in front of an internet-connected computer. The dog who was operating the computer said 

to the other dog, "On the Internet, nobody knows you're a dog!."1 Since then, this cartoon has been 

referenced whenever issues related to anonymity and identification are discussed in computer-

mediated communication. However, when we think about the statement that the dog shared with 

his companion, we can also conclude that it does not only tackle anonymity issues. It challenges a 

taken-for-granted assumption that users of internet-connected computers at that time always 

assumed that the other party at the other end with whom they interact is another human like 

themselves and cannot be something else.  

Today, with all the technological advancements in ML algorithms2 and the evolution of 

intelligent machines that can imitate humans, this presumption has changed. As Norbert Wiener, 

the father of the modern theory of cybernetics, predicted in his book “The Human Use of Human 

Beings” that interactions in the future will not only be between humans but will be extended to 

include humans with machines and machines with machines (Wiener 1950).  

We can now see how Artificial Intelligence and smart technologies like robots and chatbots 

have revolutionized the world around us. There is no one unified definition of AI. In the online-

version Dictionary of Merriam Webster, AI is defined as “the capability of machines to imitate 

intelligent human behaviour” (Merriam Webster 2023). Another definition of AI that I utilized in 

 
1 Peter Steiner, "Dog Cartoon," The New Yorker (1993): 61 
2 ML algorithms in this study are defined as “Programmed algorithms that receive and analyze input data to 
predict output values within an acceptable range. As new data is fed to these algorithms, they learn and optimize 
their operations to improve performance, developing ‘intelligence’ over time” (Wakefield 2023) 
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this study is “the ability of a machine to perform cognitive functions that we associate with human 

minds, such as perceiving, reasoning, learning, interacting, problem-solving, decision-making, 

and even demonstrating creativity.” (Rai et al. 2019, p.iii). AI affects the quality of our lives, from 

the time we wake up to the moment we sleep. There is AI in our navigation apps, the products and 

services recommended for us, keeping spam out of inboxes, monitoring our investments, detecting 

fraudulent transactions, and much more. In addition, Generative AI  is now changing the way we 

live, interact, and work, affecting all sectors of society (Hacker et al. 2023). For instance, ChatGPT 

(i.e., an AI developed by OpenAI) was the hottest topic at the end of year 2022. GPT stands for 

Generative Pre-trained Transformer Chat, and GPT-3 can generate text and process any text or 

natural language commands without the need to modify or fine-tune them (Teubner et al. 2023). It 

was trained on more than 570 GB of data, such as books, blogs, articles, and others (i.e., around 

300 billion words in total) (Hughes 2023; Teubner et al. 2023). These applications employ both 

simple and complex ML algorithms that help AI learn and be smarter over time. AI is working 

behind the scenes with or without our consciousness. Experts predict that by 2030, AI will add 

around $15.7 trillion to the global economy (de Cremer and Kasparov 2021). 

ML algorithms that learn by example allow machines and humans to understand and 

interact with each other.  The evolution of such technologies has opened the opportunity for new 

business capabilities such as automation of repetitive tasks, engagement with customers and 

employees, making decisions, and innovation (Benbya et al. 2021). For example, natural language 

processing capabilities enable chatbots to chat with patients and provide basic diagnoses like real 

doctors. In customer service, chatbots help agents focus on more complicated queries and tasks by 

answering simple systematic questions in real-time to improve customer experience. 

https://www.pwc.com/us/en/services/consulting/library/artificial-intelligence-predictions-2019
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Developments in speech-to-text technology enable us to speak to IBM Watson, Alexa, and Siri, 

and they can talk back to us.  

Computer vision is another type of AI that empowers self-driving cars to find their way on 

the streets and avoid collisions with objects and people. Computer vision algorithms can also detect 

facial expressions and process images to authenticate identities through facial recognition, detect 

people and identify criminals in videos, diagnose cancer cells in skin images or find abnormalities 

in medical scans. AI can also analyze historical data to make informed decisions, such as 

approving loan requests, trading in the stock market, or recommending people for certain jobs or 

promotions. AI also plays a role in innovation (Benbya et al. 2021). Even though AI cannot yet 

develop complete innovative solutions on its own, AI can expand the search space of existing 

knowledge and offer a creative interpretation of data and recommendations that would support the 

innovation process (Wu et al. 2020). Statistics concerning internet traffic reported that, in 2021, 

non-humans (bots, hacking tools, etc.) made up 42.3% of the web traffic.3 

Although AI dates back to the 1950s, AI boomed again in the 1990s and the 21st century 

for three primary reasons: 1) the big data that is now available and accessible, 2) the advances in 

ML algorithms, 3) and the enhanced computational power that is now cheaper and affordable. 

What is different about AI is that these systems can understand unstructured data, can reason to 

form hypotheses, can learn and get better over time, can have access to vast amounts of data that 

is beyond the ability of humans, can contextualize it, can interact with humans, and can function 

on their own (Murray et al. 2020). Traditional computing systems can capture, store, and process 

 
3 San Mateo,“42.3% of Internet Traffic in 2021 Wasn’t Human As Account Takeover and Online Fraud Increases” 
Business Wire, January 11th 2023, https://www.businesswire.com/news/home/20220518005342/en/42.3-of-
Internet-Traffic-in-2021-Wasn%E2%80%99t-Human-As-Account-Takeover-and-Online-Fraud-Increases  
 

https://www.businesswire.com/news/home/20220518005342/en/42.3-of-Internet-Traffic-in-2021-Wasn%E2%80%99t-Human-As-Account-Takeover-and-Online-Fraud-Increases
https://www.businesswire.com/news/home/20220518005342/en/42.3-of-Internet-Traffic-in-2021-Wasn%E2%80%99t-Human-As-Account-Takeover-and-Online-Fraud-Increases
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unstructured data, but they cannot understand it. They cannot reason contexts and situations and 

cannot learn from past experiences and interactions to get better. There is “X” and with AI, we 

have “AI + X”. This concept is applied in the “Soul Machines” project, which they name “Digital 

People.” The idea is that the technology is there, but if we add AI to the technology, it will enable 

it to interact and express itself in a human-way. 

This situates AI in a great position to collaborate with humans and augment humans’ 

intelligence for improved efficiency and effectiveness. Industry 5.0 examines how humans and 

intelligent machines can complement each other’s unique capabilities rather than replace one 

another (Welfare et al. 2019). At the World Economic Forum in 2017, IBM CEO Ginni Rometty 

said. "For most of our businesses and companies, it will not be man or machine... it will be a 

symbiotic relationship. Our purpose is to augment and really be in service of what humans do." 

(IBM 2017). For that reason, IBM refers to AI systems as cognitive systems rather than just AI 

(Sommer 2017).  

AI entails the use of advanced ML algorithms and software programs that approximate 

human cognition and reasoning to interact with humans, autonomously work on tasks, analyze 

massive data, and learn from past experiences to inform future actions and decisions. These 

technologies can now digest information from diverse sources instantly and record every bit of 

information they come across to learn and augment their knowledge base over time. Despite the 

superior performance of AI in some well-defined tasks such as identifying objects, discovering 

patterns, or playing games, we are still far away from the development of an AI that can solve 

different tasks at the same time (Dellermann et al. 2019) or tasks that are deemed to be complex, 

requiring human judgment. As a consequence, Dellermann et al. (2019) introduced the term 

“Hybrid Intelligence,”; which the authors define as “the ability to accomplish complex goals by 
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combining human and artificial intelligence to collectively achieve superior results than each of 

them could have done in separation and continuously improve by learning from each other” 

(Dellermann et al. 2019, p.3). Furthermore, AI technologies are now designed with human-like 

attributes (e.g., body, face, voice) to increase their acceptance as social actors.  

Early research on media and computers uncovered that people attribute social norms to 

such technologies and tend to treat them like real people (Nass et al. 1994; Nass and Moon 2000). 

People seem to perceive computers as social actors that are capable of agentic communication with 

human users (Gambino et al. 2020; Nass et al. 1994). In an organizational context, social actors 

seek to communicate with others in socially legitimated ways (Lamb and Kling 2003). Social 

actors “engage in social intercourse as a collectivity and possessing rights and responsibilities as 

if the collectivity were a single individual” (Whetten and Mackey 2002, p.395). Hence, in this 

research, I define social actors as “an entity exhibiting social norms and is capable of agentic 

communication with others”.  

Traditional, non-intelligent computing systems, on the other hand, lack the capability to 

reason through bodies of knowledge, interact with humans, make and explain decisions, function 

on their own, and learn from the interaction. They do not even possess any human appeal or 

human-like mental models. AI technologies are thus different from traditional computer programs 

and are now transitioning from being a mere technology to actors that can interact with humans 

(Schuetz and Venkatesh 2020) and collaborate (Sowa et al. 2021). The evolution of such 

technologies with human-like and technology-like characteristics encouraged organizations to 

incorporate AI in the workplace with whom humans can collaborate.  

D. Wang et al. (2020) suggest that most human tasks and activities nowadays are 

accomplished collaboratively, and it is important to understand how to incorporate AI as 
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collaborators into the already-complicated human workflow and to have a plan for a Human-AI 

Collaboration future of work (p. 1). In organizational behaviour, collaboration involves having 

two or more stakeholders collaborate in an effort to solve a set of problems that neither can solve 

individually (Bedwell et al. 2012). It occurs when a group of autonomous stakeholders of a certain 

problem context engage in an interactive activity, using shared rules, norms, and structures, to act 

or decide on issues related to that context (Bedwell et al. 2012). When collaborating, stakeholders 

bring different resources to bear on the issue at hand. Thus, collaboration involves mutual goal 

understanding, preemptive task co-management and shared progress tracking (D. Wang et al. 

2020). Consequently, collaboration in this research is defined as “ having two or more social actors 

engage in a joint activity to achieve a shared goal.” 

AI is arguably considered the technology that will have the most influential impact on team 

outcomes (Seeber et al. 2018). This is in line with what Norman (2017) stated: “[a]s automation 

and artificial intelligence technologies develop, we need to think less about human-machine 

interfaces and more about human-machine teamwork” (Norman 2017, p.26). That said, integrating 

AI as collaborators with humans in the workplace to jointly work on tasks may also raise a debate 

about whether these smart technologies will replace humans in the future. This belief assumes that 

humans and AI are independent of each other, such that each works in isolation. However, 

thousands of new jobs will be created to develop new AI products and to ensure they work properly 

(Wilson and Daugherty 2018). Additionally, AI is not completely replacing humans but 

complementing and augmenting them in the workplace. For example, AI technologies cannot yet 

share feelings and emotions or sense others’ intentions and expectations. They do not feel tired or 

bored and still have limited creative abilities. They cannot generate new ideas for new business 

models or solve new problems outside their domain of expertise without human input (e.g., training 
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an AI and exercising judgment and moral values) (Claudé and Combe 2018). Benbya et al. (2021) 

differentiate between “automation” and “augmentation.” They refer to automation as “tasks that 

are performed by a machine without any human involvement.” In contrast, augmentation is the 

“continuous close interaction between humans and machines, with machines learning from 

humans via training datasets and humans learning from the insights gained through machines” 

(Benbya et al. 2021, p. 285). Humans and AI have complementary strengths, and collaboration can 

augment these strengths. What is natural to humans, such as telling a joke, might be challenging 

for machines, and what is easy for machines, such as analyzing huge datasets in seconds, might be 

beyond humans' capabilities.  

In a study that involved 1,500 firms, Wilson and Daugherty (2018) find that organizations 

realize the most exceptional performance improvements when humans and machines collaborate. 

Rai et al. (2019) advocate that hybrid Human-AI collaboration can align the capabilities of AI 

(such as speed, accuracy, scalability, and reliability) with the strengths of human agents (such as 

creativity, judgment, and empathy) to yield better outcomes. So, the beauty of Human-AI 

collaboration is that humans will handle what they can do best, and machines will handle what 

they can do best (Daugherty and Wilson 2018). Some Swedish banks, for example, currently use 

AI virtual customer service assistants, referring to them as their “newest employees” and even 

giving them real names such as “Aida” or “Nina” (Rai et al. 2019). These AI assistants allow 

human employees to work on other tasks.  

AI can be helpful collaborators in multiple contexts. For example, they can help doctors in 

hospitals and medical diagnostics and support human resources professionals in interviewing and 

recruiting candidates. In the latter context, AI can capture facial expressions, analyze gestures, and 

skim large amounts of resumes in seconds to determine which candidates are the best fit for a 
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particular job. A recent survey found that 56% of candidates who experienced discrimination in 

hiring expect AI to be less biased than human recruiters, and 49% believe that AI might increase 

their chances of getting a job (Modern Hire 2018). There are a number of available AI solutions 

that are currently being used to help recruiters in hiring and interviewing people, such as Knockri, 

Seedlink, Gecko, Spark Hire, and HireVue. For example, Unilever (a consumer-goods company) 

uses an AI called “HireVue” to interview approximately 100,000 candidates in the UK (Hymas 

2019). With this AI, the company follows a three-stage recruitment process. First, it asks applicants 

to play an online game that assesses qualities that might suit particular positions. Second, 

candidates are asked to record a video in which they answer a set of questions related to the job 

position they are interested in. The software analyzes the facial expressions, the tonality, and the 

speed at which a candidate speaks to assess whether they match the positions they are applying 

for. For instance, if they speak too slowly or quickly, they might be unsuitable to work at a call 

center or a job where they interact with consumers. Once the process is complete, human recruiters 

reach out to the selected pool of candidates to invite them for a personal interview in order to make 

a final decision. 

Based on the foregoing discussion, there is an evolving interplay between humans and AI 

in the workplace that requires further investigation. Gunkel (2012) suggested that to address the 

evolving challenges pertaining to interacting with intelligent machines and autonomous decision-

making systems, researchers have to shift their focus from studying computer-mediated 

communication to human-machine communication. Schuetz and Venkatesh (2020) argue that 

developing AI with human-like capabilities challenges five main assumptions that Information 

Systems (IS) researchers have held for decades about users’ perceptions and behaviour when 

interacting with Information Technology (IT) artifacts. These pre-held assumptions include: (a) 
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the relationship between users and IS artifacts is unilateral; (b) IS artifacts are ignorant of and 

isolated from their environments; (c) IS artifacts are directed by their software owners and 

developers and ignore the fact that new intelligent systems are adaptive; (d) the results derived 

from IS artifacts are derived from deterministic (i.e., if-then clauses) rather than probabilistic and 

complex statistical models (e.g., neural networks) – hence, such artifacts can incorporate many 

contextual factors without the knowledge of developers and users; and (e) users are assumed to be 

aware of using the IS artifacts since they do not possess any human-like attributes as opposed to 

intelligent cognitive systems like AI that disguise the feeling of interacting with a non-human 

agent. Schuetz and Venkatesh (2020) recommend that research in this area is limited and that the 

five assumptions discussed above hinder the applicability of the current body of knowledge of the 

IS literature to the new emergent intelligent artifacts.  

Most of the existing empirical work focuses on examining the factors that influence 

people’s intentions to use or trust a technology from the perspective that they operate and work in 

isolation from humans. The extant literature also examines how technology can be a facilitator in 

traditional and virtual human-to-human collaboration. Baird and Maruping (2021) raise the 

concern that IS scholars, and theorizing of IS use tend to look at IS artifacts as “passive tools” by 

putting an emphasis on “human agency” rather than on “IS artifact agency” in the user–IS artifact 

relationship. Nonetheless, with the evolution of ML algorithms, cloud computing, and intelligent 

technologies, IS artifacts are no longer passive tools to achieve a certain goal. Rather, they can 

now take control and carry out tasks independently (Libert et al. 2020). They can even provide 

justification and explanation for their actions or decisions. Ignoring the agentic role of such IS 

artifacts provides an incomplete picture of their capabilities to achieve goals (Baird and Maruping 

2021).  
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Therefore, this study is an attempt to explore the Human-AI symbiosis phenomena in 

organizational settings. The main objective of this research is to understand the factors that are 

likely to influence the willingness of humans to collaborate with AI in the workplace. The 

willingness to collaborate in this study is defined as “the readiness of a human to accept and jointly 

work with an AI as a collaborator to complete a task”. In doing so, it is important to understand 

how individuals make a trade-off between the positive utilities (i.e., benefits) and the negative 

utilities (i.e., concerns) from collaborating with AI. In general, when humans contemplate 

integrating new technology into their work or life, they follow a “net valence” approach by 

weighing both the benefits and concerns of incorporating that particular technology (Breward et 

al. 2017; Cazier et al. 2008; Dinev and Hart 2006). Such benefits and concerns might vary by 

context and by the characteristics of the AI. 

This research is, thus, novel as it views AI as a social actor that shares agency with humans 

and not just a mere piece of passive technology (Schuetz and Venkatesh 2020). It is also unique 

as it aims to understand individuals’ beliefs regarding the perceived benefits and concerns of 

collaborating with AI. Hence, the main research question of this study is:  

“What are the factors that influence humans’ willingness to collaborate with AI in the 

workplace?” 

Thesis Outline 

The rest of this thesis is organized as follows. Chapter 2 outlines a detailed elaboration of 

the body of knowledge relevant to the various aspects of this study. Chapter 3 discusses the 

theoretical premise of this research. Chapter 4 outlines a qualitative study that explores and 

identifies the benefits and concerns people have when collaborating with AI. Based on the results 

of this qualitative study, Chapter 5 presents a research model and associated hypotheses. Chapter 
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6 describes a quantitative methodology to validate this research model and presents data analysis 

results. Chapter 7 provides a detailed discussion of the study’s results and elaborates on the 

practical and theoretical contributions of the research and its limitations.  

  



12 
 

Chapter 2: Literature Review 

2.1. The AI Evolution 

In 1950, Alan Turing introduced the challenging Turing test: “Can computers communicate 

in a way that persuades a human that they are communicating with another human as 

well?”(Negnevitsky 2005). Following this, Marvin Lee Minsky co-founded an Artificial 

Intelligence Laboratory at the Massachusetts Institute of Technology (MIT). The first academic 

AI conference took place at Dartmouth College in 1955. In the same year, researchers at Carnegie 

Mellon University (previously the Carnegie Institute of Technology) created the first AI program 

called “Logic Theorist” – the first automated reasoning program that was called "the first artificial 

intelligence program" (Gugerty 2006). AI continued to evolve and led to the development of 

“Expert Systems” (i.e., software programs created with a database that are fed with a 

predetermined set of rules to mimic expert knowledge and recommend solutions to problems) 

(Negnevitsky 2005). Afterwards, Frank Rosenblatt introduced the notion of the Artificial Neural 

Network (ANN) that mimics how a neural system works in the human brain (Rosenblatt 1959). 

Rosenblatt introduced a digital “perceptron” that could detect images and identify whether, for 

example, they are men or women. Later, Geoffrey Hinton, argued that Rosenblatt’s ANN consisted 

of only one layer, while a neural network consists of more than one layer: an input layer, output 

layer, and hidden layers (Hinton 1991). However, due to the limited computational power and 

capabilities, AI development faced a period of stagnation known as the “AI winter” (Hendler 

2008). 

As discussed earlier, AI boomed again in the 1990s and the 21st century. Searching the 

Web of Science using the keyword “Artificial Intelligence” alone for the period from 2015-2021 

https://en.wikipedia.org/wiki/Automated_reasoning
https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Artificial_intelligence
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yielded an exponential increase in research totaling 235,000 publications (see Figure 1). Figure 2 

shows that the top 10 research areas that tackled AI topics during this period were purely technical, 

with “Computer Science” dominating these areas. 

 

Figure 1: Number of Publications on Web of Science on the AI Topic from 2015-2022 

 

Figure 2: Classifying AI Research by Research Area 
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However, when searching the Web of Science using the “Human-AI” keyword, results 

returned only 524 publications, with the “Computer Science” domain dominating other fields as 

well (see Figure 3). This asserts that the information systems literature lacks sufficient empirical 

research on Human-AI collaboration and understanding humans’ perception when collaborating 

with AI as a social actor. 

 

Figure 3: Classifying Human-AI Research by Research Area 

Schuetz and Venkatesh (2020) explained the progression of intelligent machines’ 

capabilities from having a mere Decision Support System (DSS) to building progressively more 

intelligent cognitive systems, namely Expert Systems (ES), Intelligent Agents (IA), and Cognitive 

Computing Systems (CSS), that are able to act and perceive like humans (see Figure 4). 
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Figure 4: Progression Phases of Machine Capabilities (Schuetz and Venkatesh 2020) 

Figure 5 illustrates that DSSs were the first step in the ladder of developing cognitive 

intelligent agents/machines. DSS are systems that operate through a set of decision rules and 

models and use a large database (Turban and Watkins 1986). DSSs enable users and decision-

makers to generate aggregated reports or charts that can aid in the decision-making process. Still, 

it is the decision-maker’s choice to pull out inferences from that generated information. Next 

comes ES that rely on a set of predetermined rules built into a knowledge base to reason like human 

experts and can provide some explanations for their recommendations (Turban and Watkins 1986). 

The third phase included the evolution of IA, that were empowered to operate autonomously 

without being reliant on humans to complete certain tasks (Turban and Watkins 1986). Such as 

utilizing IAs to detect malicious intentions of people who cross country borders (Nunamaker et al. 

2011) or placing bids in auctions (Adomavicius et al. 2009). However, all of these levels of 

machine capabilities relied on a structured type of data to carry out tasks, making it difficult for 

humans to interact with it. Therefore, in the last “perceiving” phase, cognitive machines are 

introduced as machines that have the power to perceive like humans and make sense of the 
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structured and unstructured environment surrounding them. They can eventually learn to become 

better over time and might improve themselves until reaching what’s known as “the singularity” 

(i.e., a point when advancement in technology becomes uncontrollable) (Hutson 2023). 

This evolution and progression of machine capabilities are attributed to three primary 

reasons. First, the growth of the big data era provided an opportunity to gain deeper and more 

informed insights about diverse issues/problems that previously were not possible. It is no longer 

limited to the structured type of data that is stored in a row-column format in databases. Now we 

also have semi-structured (e.g., XML) and unstructured data types (e.g., photos, videos) that are 

captured every second. Second, computing infrastructure and fast microprocessors have become 

more affordable and accessible. For example, cloud computing allows people to store, retrieve, 

and use data that is not stored on their personal devices to perform transactions or operations 

anytime and anywhere. Third, advances in ML algorithms and deep learning have made 

tremendous contributions to increasing operational efficiency, as well as creating machines and 

platforms that are more intelligent than ever (Daugherty and Wilson 2018). Hence, machines 

powered by AI can recognize and learn from complex patterns, draw conclusions, and predict 

future trends. Some AI have even exceeded human performance in identifying objects (Bughin et 

al. 2017). 

AI can be classified into different evolutionary stages: 1) Artificial Narrow Intelligence 

(ANI), 2) Artificial General Intelligence (AGI), and 3) Artificial Super-Intelligence (ASI) (Joshi 

2019; Kaplan and Haenlein 2019). ANI is also referred to as “Weak AI” because this type of AI is 

able to perform only one task. For example, DeepBlue created by IBM, was able to defeat human 

chess champions. However, we cannot ask DeepBlue to tell us the shortest route to get home or to 

predict the weather. ANI is the most common type that exists nowadays. Many of the AI that we 

https://www.newyorker.com/magazine/2015/11/23/doomsday-invention-artificial-intelligence-nick-bostrom
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use on a daily basis are also types of ANI, where it is intelligent and smart to do only one specific 

task. Hence, we can find ANI-powered applications in many domains and contexts. AGI, also 

referred to as “Human-Level AI”, or “Strong AI”, can be applied to different areas and is able to 

autonomously solve problems in different domains, such as IBM Watson. Finally, ASI, also called 

“Self-aware AI”, is a type of AI that can autonomously work and intelligently solve any problem 

in any domain or context and can outperform humans. Although self-aware AI does not yet exist 

(Kaplan and Haenlein 2019), great efforts are being devoted in this direction where we could see 

the influence that generative AI had in late 2022 when ChatGPT-3 was released to the public 

(Teubner et al. 2023).  

Generative AI has emerged as a groundbreaking technology with the potential to transform 

various industries, including art, design, and content creation. The advancements in generative AI 

have led to the development of language models that can generate coherent and contextually 

relevant text (Hacker et al. 2023). OpenAI's GPT have garnered attention for their impressive text-

generation capabilities. They are trained on vast amounts of text data, enabling them to capture 

syntactic and semantic patterns. These models can generate human-like text in a variety of styles, 

from news articles to poetry, by predicting the next word in a sequence given the preceding context. 

GPT-3, the subsequent iteration, boasts even more parameters and has demonstrated the ability to 

perform various tasks, including translation, summarization, and code generation (Hutson 2023). 

The widespread adoption and exploration of generative language models showcase their potential 

to automate content creation, streamline communication, and assist in a multitude of natural 

language processing tasks. 
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2.2. AI in Different Contexts 

The idea of automating and augmenting humans’ capabilities using intelligent or robotic 

machines is not new. In the manufacturing industry, several manual tasks were automated to aid 

humans and speed up the manufacturing process. For example, (Bright and Harry Asada 2017) 

designed a robotic arm that a human worker can wear to assist humans with completing heavy 

tasks and improve their productivity and safety. The robotic arm can lift and hold an item until the 

wearer secures it using a tool with both hands. Amazon is an excellent example of a company that 

automated numerous operations and departments for improved efficiency and effectiveness. For 

example, it uses a variety of robots that can assist in picking, moving, and packaging products 

(Correll et al. 2018; Laber et al. 2020). 

Many applications and platforms powered by AI are also in the market and used by 

different organizations nowadays. For example, the Toronto Dominion (TD) Bank has acquired 

“layer6 AI” (a leading AI platform for prediction, personalization, and recommendation) to offer 

personalized banking and to anticipate customers’ needs (Ligaya 2018). TELUS also introduced 

its AI virtual assistant for a 24/7 service to improve customer experience and to help navigate 

needs, offload call center demand, and create and implement frictionless solutions (Las 2018). In 

the recruitment domain, “Plum.io” is a hiring platform that matches human potential to the right 

job. Plum.io helps mid-size and enterprise companies solve tough talent acquisition, talent 

management, and workforce planning challenges while minimizing recruiter bias at the same time 

(Wiggers 2018).  “Seeing AI” is another AI introduced by Microsoft. This free application is an 

ongoing research project designed to open up the visual world for the blind and visually-impaired 

community by harnessing the power of AI to describe nearby people, text, and objects to users 

(Coldewey 2019).   
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Another interesting example is the case of Humber River Hospital (HRH), nominated in 

2016 as North America's first all-digital hospital (Kutscher 2016). In HRH, robots help employees 

by sorting medications, providing lunch trays using automated guided vehicles, and delivering test 

tubes that carry blood samples from patient floors to the laboratory (Kutscher 2016).  The hospital 

also uses “da Vinci Robotic Surgery” which enables a surgeon to perform minimally invasive 

procedures by using high-end technology to guide precise and flexible surgical instruments. HRH 

also employs a robot called “Pepper” which is Canada’s first emotionally- sensitive robot for sick 

children, designed to reduce their anxiety by taking them through the hospital and explaining what 

to expect during their surgery (Adam 2018; Kiew 2018). 

Intelligent chatbots can also be utilized to promote mental healthcare. Wysa and SERMO 

are two examples of intelligent chatbots used to assist people with mental health problems. Wysa 

is an emotionally-intelligent chatbot that is able to track a person’s mood and can detect whether 

their mood is negative or positive (Inkster et al. 2018). Based on the mood Wysa detects, it reacts 

in a personalized way and may suggest taking some tests (e.g., depression test, anxiety test…etc). 

Based on the test results, Wysa can provide further guidance or recommend seeking help from a 

professional. The chatbot also has meditation exercises that can help reduce anxious feelings or 

stress. Inkster et al. (2018) tested the chatbot with 129 participants. Some participants were 

frequent users of Wysa, and some used the app occasionally. Findings showed that frequent users 

of Wysa had a greater improvement in their mood than the group of occasional users, and two-

thirds of the users indicated that conversing with Wysa was helpful for mental health (Inkster et 

al. 2018).  

SERMO is another conversational agent for mentally ill people that is able to regulate 

feelings and thoughts (Denecke et al. 2021). It is based on the ABC theory developed by Albert 
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Ellis, where (A) represents an “Activating” event or situation that could be internal or external. 

(B) represents “Beliefs” consisting of behaviour and thoughts regarding the event. Finally, (C) 

represents “Consequences” reflecting feelings and attitudes. The theory suggests that when an 

individual perceives a stimulus, whether consciously or unconsciously, this stimulus is evaluated, 

which may lead to certain feelings and behaviours. SERMO asks its users about events and 

situations that occur to them on a daily basis and creates an emotion diary and a list of pleasant 

activities. Then, it employs natural language processing techniques to analyze responses and 

provide the appropriate treatment and necessary exercises for each user. For instance, if SERMO 

detects an anger emotion, it asks the user whether the anger is justified or not. If the user indicates 

that it is justified anger, SERMO asks the user if they would like to change the situation. If the 

user’s anger is unjustified, SERMO follows a different approach and tries to focus the user’s 

attention on something different by asking positive questions such as “What are you proud of?”, 

“What do you like doing in your spare time?” (Denecke et al. 2021). Denecke et al. (2021) tested 

SERMO with 21 users and found that efficiency, perspicuity and attractiveness are good features 

that SERMO supports and that users enjoy. Expert psychologists and psychotherapists 

corroborated that SERMO is effective, especially for people who may not be willing to express 

their feelings and emotions in a face-to-face mode. Experts agree that a chatbot like SERMO is 

able to bridge this gap.  

In examining the impact of introducing an AI in creative tasks, (Lysyakov and 

Viswanathan 2022) examined how the launch of an AI contestant for a logo design contest affected 

humans in a decentralized crowdsourcing platform. The authors found that AI could have different 

effects on humans with different capabilities. For example, humans with the lowest capabilities 

(i.e., in terms of the complexity and emotional content of their design submissions) are expected 
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to avoid competing against an AI by exiting the platform. In contrast, designers with higher 

capabilities tend to accept the challenge and leverage their capabilities (e.g., imagination, 

creativity, emotional content…etc) after the launch of the AI. 

During COVID-19 times, AI proved to be a great success when face-to-face 

communication between humans was advised to be avoided or controlled (Judson et al. 2020). For 

example, Laguarta et al. (2020) trained an MIT open voice model, where AI was used to detect 

and discriminate COVID-19 patients through audio cough recordings. The authors collected data 

from 5,320 subjects and created the largest audio COVID-19 cough-balanced dataset. Chatbots 

were also one of the most common AI that almost every organization has directed its attention to 

during the pandemic. It helped in communicating with customers during high volume requests 

anytime and anywhere to cope with the physical distancing requirement while ensuring smooth 

delivery of services in order not to lose customers. Hari et al. (2021) used the diffusion of 

innovation theory to study the factors that would influence customers’ satisfaction and brand usage 

intention when interacting with banking chatbots. Interactivity with chatbots, compatibility with 

customers’ needs, and trialability of chatbots did have an influence on customer brand engagement, 

which in turn affected satisfaction with the chatbot experience and the brand usage intention. 

Han et al. (2022) investigated whether deploying emotional chatbots that can express 

positive feelings when interacting with customers would impact customer service evaluations. 

Varying three different levels of emotions through a laboratory experiment, the authors found that 

employing chatbots that show positive emotions to customers is not always beneficial to 

customers’ expectations and may not always result in yielding enhanced customer evaluations. It 

was evidenced in their study that expressing positive emotions from a human agent had a better 

impact on customers than when the emotions were expressed by an AI. Interestingly, they also 
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found that it is beneficial that an AI expresses positive emotions in a communal relationship with 

customers rather than an exchange relationship. This means that sometimes, it is better to account 

for the contextualization of the task when an AI is being introduced (Han et al. 2022).  

2.3. AI Explainability 

Organizations that have members with diverse backgrounds and expertise are expected to 

create a powerful synergy and perform better (Horwitz 2005; Rock and Grant 2016). However, in 

human-human groups, exchanging knowledge and explanations among members could be 

challenging. Human members might be hesitant to exchange their knowledge with others or to 

provide an explanation or justification for the decisions they make. This could be for several 

reasons, such as the fear of losing ownership or a position of power (Szulanski 1996) or fear that 

their job would be taken over by someone else. Members, therefore, make a tradeoff between the 

benefits they may gain from exchanging their knowledge and the associated costs. To encourage 

information exchange, some organizations may reward individuals who share their knowledge 

while punishing others who refrain from doing so (Bartol and Srivastava 2002). Firms also develop 

online platforms that enable them to reach subject matter experts from around the world to solve 

their problems (Dissanayake et al. 2015).  

Likewise, in traditional and virtual teams, having members who can exchange their 

knowledge and explain their behaviour is critical to teams’ success. Members who are 

knowledgeable about the task at hand can contribute better to team performance (Alsharo et al. 

2017; Gardner et al. 2012). Therefore, organizations are now directing efforts to integrate AI as 

coworkers in the workplace who can complement employees’ deficiencies and augment their 

knowledge-base and effectiveness. Since AI has a vast amount of extensible knowledge embedded 

within it and can be programmed to provide an explanation for their decisions and 
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recommendations, this exchange of knowledge in a social context can be seen through the lens of 

the Social Exchange Theory. 

Social Exchange Theory posits that people exchange favours in expectation of some future 

but unclear returns (Emerson 1976). This theoretical approach defines a group of social actors as 

two or more humans whose interactions affect their behaviours and actions. They usually behave 

in ways that maximize their benefits and minimize their costs (Alsharo et al. 2017). Posard and 

Gordon Rinderknecht (2015) have extended this definition by identifying a group as one that 

involves both humans and AI computers. The main benefit acquired from exchanging knowledge 

with AI is to achieve effective collaboration. However, human members might be uncertain about 

sharing their unique knowledge and paying the cost of losing ownership of it. On the other hand, 

an AI would not hesitate to provide an explanation for any decision or action it takes as it does not 

fear losing its job or its position of power. Organizations may view this as an attractive advantage 

of adopting AI as a collaborator in their workplace.   

To develop such powerful AI, many ML algorithms are widely used by many organizations 

to foster competitiveness (Behl 2020). These AI can handle data of big sizes and may utilize 

different ML algorithms to provide explanations and make more informed decisions. Various ML 

algorithms such as decision trees, neural networks, logistic regression, and others can be used to 

serve different contexts and tasks (e.g., image classification, loan prediction, candidate 

selection…etc) (Burrell 2016). However, many ML algorithms embedded in AI remain non-

transparent and inexplainable (Rai 2020). They are deemed as black boxes to decision-makers 

(Azodi et al. 2020). We have little understanding of how and why AI makes certain decisions or 

produces particular recommendations. In this context, we define a black box model as “a model 

whose outcomes are hard to explain to decision-makers since its internal reasoning is unknown 
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or hidden from its users”. It could be due to the ML algorithm being proprietary, complex (Burrell 

2016), or highly technical. The decision-maker may not know how the ML algorithm works or 

how representative the data is that was used to train the model.  

Improperly trained AI might result in what is called a “Bias in, Bias out” problem (Mayson 

2018), leading to favouring some groups over others or excluding some minorities (Ajunwa 2020; 

Rai 2020). Therefore, providing proper explanations to decision-makers and users is essential as a 

way to understand the reasoning behind a certain decision. Danks and London (2017) argued that 

non-transparent, inscrutable systems might have bias not only in the outcomes but also in the 

decision-making process itself. Although such systems may be perceived as impartial, they might 

employ biased algorithms that go unnoticed and uncorrected until it is perhaps too late (Danks and 

London 2017), which can significantly hamper users’ trust in these systems and their willingness 

to rely on them. Guidotti et al. (2018) discussed that decisions generated by black box models 

without proper explanations might have counterintuitive effects and may create unconscious 

discrimination.  

Furthermore, some regulatory agencies are emphasizing the need for transparency in ML 

algorithms to the extent that explanations are becoming more compulsory than voluntary (Krafft 

et al. 2022; Peukert et al. 2022). Explainability is essential for various reasons (Freitas 2014): first, 

it is argued that an explainable model is crucial for users to trust and accept its outcomes (Gilpin 

et al. 2018; Symeonidis et al. 2009). For example, Shin (2021) invited 350 subjects to study the 

impact of AI explainability on trusting the AI and the attitude towards it. Participants used a media 

lab equipped with computers and were asked to browse, view, and read automatically generated 

news on algorithm-based sites for about 1–2 hours. Subjects were presented with an explanation 

of why the AI recommended certain content to them and that it was based on the subject’s 



25 
 

preferences for some aspects. Results showed that explainability did have a significant effect on 

subjects’ trust and attitude towards AI.  

Second, users and decision-makers should be empowered by the ability to explain the 

rationale behind the recommendations that AI provides. Third, decision-makers would be able to 

elicit hidden insights about important relationships in the data and improve the ML algorithm used. 

For example, decision-makers would be able to identify which factors were critical when 

predicting an outcome or recommending a decision (Freitas 2014b).  

Many researchers have introduced different methods in an attempt to open the black box 

models and replace them with more transparent and explainable ones (Gilpin et al. 2018; 

Handelman et al. 2018; Molnar 2019; Murdoch et al. 2019; Tamagnini et al. 2017). Before 

explaining some of the methods, it is important to discern between two types of model 

explainability: global and local. Global model explainability means that the method used can 

explain the internal logic of the whole ML algorithm at once and why it produced such outcomes 

(Buhrmester et al. 2019). This level of explainability is about understanding how the model makes 

decisions based on a holistic view of its variables (Molnar 2019). In contrast, local explainability 

means that the method employed can explain only one single instance (e.g., one recommendation) 

that a ML algorithm produced (Buhrmester et al. 2019).  

The two most common methods of local explainability are called LIME (Local 

Interpretable Model-Agnostic Explanations), introduced by Ribeiro et al. (2016) and SHAP 

(Shapley Additive exPlanations), introduced by Lundberg and Lee (2017). LIME  and SHAP are 

two methods that locally explain a black box ML classifier in a human-understandable way (Visani 

et al. 2020). Both methods estimate the variable attributions on individual instances of a dataset, 
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which capture the contribution of each variable on the black box prediction. They are mostly used 

for image and text classification (Garreau and Luxburg, 2020).  

Decision trees are another technique that shows some levels of explainability to ML 

algorithm and how it reached a certain decision or recommendation. Decision trees depict which 

features are of relative importance when making a decision. However, for a decision tree to be 

comprehensible, its hierarchical structure should not be complex and very long. The smaller the 

depth of an attribute, the more relevant the attribute is for classification. Therefore, small trees 

containing few attributes are preferred, but this might not be applicable to all contexts. 

Furthermore, an attribute might occur two or more times in the same path from the root to a leaf, 

and some paths may contain irrelevant attributes (Freitas 2014). Efforts were also made to make 

deep learning and convolutional neural network models in a human-interpretable way (Kim et al. 

2020).  

Some organizations are also devoting efforts toward making ML algorithms explainable 

and understandable. IBM offers an open-source toolkit that provides explainability methods and 

interactive demos called AI Explainability 360 (or AIX 360) (IBM Research Trusted AI n.d.). 

Arya et al. (2020) argue that there is no one best approach to explainability as the definition of an 

explanation varies by context and depends on its audience. For example, AIX 360 uses Feature 

Importance (FI) as a method of explanation for bank customers who want to understand why their 

loan application was rejected. While for a loan officer who wants to understand why a ML 

algorithm recommends a person’s credit to be approved or denied and how it compares individuals 

with similar profiles, AIX 360 uses a different method of explainability (i.e., ProtoDash) (IBM 

Research Trusted AI n.d.). More can be found here http://aix360.mybluemix.net/consumer.  

http://aix360.mybluemix.net/consumer
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Another group of researchers at Microsoft claimed that a centralized platform for recruiting 

candidates that utilizes a unified tool to screen thousands of candidates across different professions 

is an inefficient and unfair hiring process. The researchers developed an experimental platform to 

examine ways to mitigate gender bias in hiring decisions (Peng et al. 2019). They defined bias as 

“any observed difference in recommendation decisions such that one gender is favoured over 

another in a manner that does not correspond to the distribution input into the algorithm or 

human” (Peng et al. 2019, p.127).  The authors discovered that across different professions with 

varying gender distributions, balancing gender representation in candidate slates can help mitigate 

biases for some jobs. They also concluded that the gender of the decision-maker, the complexity 

of the decision-making task and the unbalanced representation of genders in the candidate’s pool 

could greatly impact the final decision. This means that a more transparent process and explainable 

versions of ML algorithms can greatly help eliminate many of the problems associated with the 

decision-making process. Recent work suggests that explainability is an audience-dependant 

instead of a model-inherent property (Miller 2019a; Mohseni et al. 2021) that may differ from 

context to context and from field to field. 

In an attempt to foster transparency when using recommender systems, Symeonidis (et al. 

2009) proposed “MoviExplain” as a platform that offers a transparent way to justify and explain 

why certain movies are being recommended to users. The platform enables users to check the 

reasons for a recommendation and understand the strengths and limitations of the recommendation 

process. To do so, MoviExplain relies on two crucial factors: 1) the most important features for a 

rated movie and 2) users’ history relating to these features. This approach proved to contribute 

significantly to users’ satisfaction compared to previous methods that only recommended movies 

without proper explanation. The platform also provides a help section that explains how 
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MovieExplain works and how users can improve its performance 

(http://delab.csd.auth.gr/MoviExplain/moviexplain.htm#recommendations).  

In the medical field, it is also critical to understand the decisions produced by an AI to 

build trust with it. Liu et al. (2022) raise the concern that AI is not common in hospitals, and he 

justifies that one contributing reason to this could be due to the lack of clear explanations from AI 

to the physicians. If physicians cannot acquire comprehensible explanations from an AI, they will 

lack confidence in it and may hesitate to incorporate it into the decision-making process (Liu et al. 

2022; Markus et al. 2021).  

2.4. AI Autonomy 

Hoffman and Novak (1996) believe that human control is a key feature of interactive 

technologies. The emergence of cognitive systems and AI that can mimic human behaviour 

reshaped the degree of human involvement and control in completing tasks. Furthermore, user 

control leads consumers to believe they can influence their goal attainment process and thereby 

increases their confidence about the outcome (Bateson and Hui 1987). Meerbeek et al. (2008) also 

assert that human control is an important aspect in human-computer interactions and human-robot-

interactions. They define control as “one’s ability to affect the outcome of the interaction” 

(Meerbeek et al. 2008, p.208). Also, Skinner (1996)  defined control as “the extent to which an 

agent can intentionally produce desired outcomes and prevent undesired ones” (Skinner, 1996, 

p.554).  

Another critical concept in the field of intelligent systems and robotics that is closely 

associated with control is “autonomy” (Meerbeek et al. 2008). The term “Autonomy” is derived 

from the ancient Greek word “autos,” meaning “self,” and “nomos,” which refers to “rule or law.” 

http://delab.csd.auth.gr/MoviExplain/moviexplain.htm#recommendations


29 
 

Indicating that people can make their own laws or rules (Dworkin 1988). Autonomy has been 

studied in various contexts and disciplines, such as psychology (Deci et al. 1989; Karasek 1979), 

organizational studies (Mazmanian et al. 2013; Trevelyan 2001), philosophy (Dworkin 1988), 

marketing (Wertenbroch et al. 2020), and information systems (Hua Ye and Kankanhalli 2018; 

Igbaria et al. 1991; Moore 2000); and can greatly impact teams (Kakar 2016) and individual 

outcomes (Hua Ye and Kankanhalli 2018). 

Accordingly, manifold conceptualizations of “Autonomy” emerged. In psychology, 

autonomy is a fundamental concept for different theories, such as the job characteristics model 

(JCM) (Hackman and Oldham 1976) and the self-determination theory (SDT) (Deci et al. 1989). 

Hackman and Oldham defined autonomy as “the degree to which the job provides substantial 

freedom, independence, and discretion to the employee in scheduling the work and in determining 

the procedures to be used in carrying it out” (Hackman and Oldham 1976, p.258). Dodd & 

Ganster, (1996) conceptualize autonomy as “ the control the  worker enjoys with  respect to 

choosing among the operations, ordering the operations, and selecting a work  pace.” Others 

defined autonomy as “the ability to make and enact decisions on their own, free from external 

influences imposed by other agents.” (Wertenbroch et al. 2020, p. 430). More definitions of 

“Autonomy” can be found in (Beer et al. 2014). 

While autonomy in previous studies was mostly attributed to humans (André et al. 2018; 

Wertenbroch et al. 2020), the evolution of mobile technologies and artificially intelligent agents 

gave rise to attributing autonomy levels to these technologies and intelligent machines (Zhang et 

al. 2022). The degree of intelligent systems’ autonomy affects the degree of human control in a 

human-machine-interaction. For example, intelligent systems can free humans from some 

cognitive load when performing a task that involves processing large quantities of information. 
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However, this may come at the expense of lessened control for humans (Meerbeek et al. 2008). 

Some predict that intelligent systems could be completely autonomous in the future and that even 

programmers and system developers, at some point, may lose control over influencing the direction 

of autonomous AI or their underlying algorithms (Maitra 2020).  

Parasuraman et al. (2000) developed a taxonomy for the levels of human control and 

machine autonomy in a human-machine interaction realm. The authors proposed ten different 

levels, where level one is complete human control, and the tenth level is full machine autonomy. 

In between these levels, a shared responsibility of accomplishing tasks or making a decision is 

encountered between humans and machines. They proposed that these levels of automation can be 

applied to any of four broad tasks: information acquisition, information analysis, decision and 

action selection, and action implementation. Since the word “autonomous” machines or intelligent 

agents could be vague as the extent of autonomy may not be defined, with these levels of 

automation, one can get an idea of the level of autonomy a machine or a human may possess. 

PricewaterhouseCoopers (2017) defined four categories to classify AI in terms of 

autonomy and adaptability: i) assisted intelligence, ii) automation, iii) augmented intelligence, and 

iv) autonomous intelligence. Assisted intelligence is where AI interacts with and assists humans in 

carrying out tasks or making decisions. However, they do not learn from these interactions and 

perform the same thing in the same way again and again. Expert systems that are based on a 

predetermined set of rules used to make a decision or recommend an action fall into this class.  

Similarly, automation is when an AI accomplishes tasks without human assistance or adaptability 

to new situations, such as robots operating on a manufacturing assembly line. 

On the other hand, augmented intelligence refers to the type of AI that works 

collaboratively with humans and assists (or augments) them in their decision-making process.  
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Conversational agents and chatbots fall under this category of AI as they also learn from interacting 

with humans and can continuously adapt to new environments and situations. Finally, autonomous 

intelligence is the type of AI that can work autonomously and adapt to different situations without 

human assistance. Although this type is still under development, some robots and AI software 

programs in this class are now emerging in the marketplace. 

The most common applications and areas of research where autonomous machines or 

systems are being utilized are in the automobile industry (Garidis et al. 2020; Hein et al. 2018). 

SAE International (2014) has even introduced a classification for the levels of autonomy of 

vehicles and introduced five main levels. In the first level, the human driver takes control of the 

vehicle, and in level five, the vehicle is entirely autonomous and can operate the vehicle in all 

situations without the lack of human assistance. Ernst and Reinelt (2017) conducted survey-based 

research to study how people’s perceptions of traffic safety and the enjoyment of driving a car 

would influence their acceptance of autonomous cars. Respondents indicated that personal driving 

enjoyment negatively influences their perceived enjoyment of autonomous cars, and that their 

perceived traffic safety positively influences the perceived usefulness and their perceived 

enjoyment. Findings confirmed that perceived usefulness and perceived enjoyment positively 

impact autonomous car acceptance. These findings suggest that while autonomous cars can 

entirely do the job and drive the car without human assistance, it asserts the notion that humans 

should, in turn, be given the option to be the drivers to maintain their enjoyment cues. 

Although driverless cars attracted the greatest attention, autonomous trucks are also being 

studied. Due to their potential in the operations management and supply chain networks domains, 

Sternberg et al. (2020) interviewed experts and conducted a scenario analysis to explore the factors 

that may potentially impact the adoption of autonomous trucks. The authors concluded that 
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technological maturity and regulations would be the two most significant factors in influencing 

the adoption of autonomous trucks. 

However, despite the levels of autonomy introduced to autonomous machines or agents, 

they still lack the capabilities humans possess. We are still far away from completely replacing 

humans. Consequently, these intelligent agents could be very helpful in accomplishing tasks that 

may cause harm to humans (Hyder et al. 2018) or are considered routine laborious tasks (Wang et 

al. 2020). In other terms, delegating the negative aspects of work to an AI instead of humans 

(Seeber et al. 2018; Welfare et al. 2019). Therefore, humans can devote themselves to more 

complex tasks that would, for example, require creativity, judgment, special skills, or complex 

rational thinking (Seeber et al. 2018).  

To tackle the debate of having humans lose control in the presence of autonomous AI, 

Akmeikina et al. (2022) suggest that we should not look at it as a controller-controlled interaction. 

But rather, look at it from a lens where all actors have a sufficient degree of control and capabilities 

to enter an interaction (Liu and Zawieska 2020). Akmeikina et al. (2022) stress that to account for 

autonomy when interacting with intelligent machines, the well-being of everyone must be a 

priority, and self-interest should always be secondary. Such that autonomy is where the 

autonomous agent is not only aware of the needs of others but should also be aware of what they 

can do for the good of the group. 

Since autonomy is essential for human workers in most work contexts, Fernández-Macías 

et al. (2018) highlighted the importance of examining the role of AI autonomy and its impact on 

the workplace. The authors discussed how the nature of working environments might be altered 

by AI learning capabilities that autonomously acquire new skills or knowledge and can apply them 

in different tasks and contexts. Prior literature has also discussed the issue of autonomy. For 
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example, Smithers (1997) suggested that intelligent agents need to be autonomous to an extent in 

case they have to effectively and intelligently work in environments where we live and work. 

Covrigaru and Lindsay (1991, p.111) stated, “An entity must be autonomous to be truly intelligent; 

truly living; and, thus, truly humanoid.”  

2.5. Human-AI Collaboration  

In 1990, Blattberg and Hoch published a paper entitled “Database Models and Managerial 

Intuition: 50% Model + 50% Manager” (Blattberg and Hoch 1990). The authors were interested 

in studying whether decision outcomes would be better if database models alone were used without 

human judgment in two different forecasting circumstances. They found that the best results were 

always achieved when a manager’s intuition was combined with a database model, compared to 

when either worked alone to solve the problem. This outcome was justified by proposing that each 

party has strengths and weaknesses, and when they are combined to work together, better results 

are always achieved. For example, experts may be influenced by organizational politics, suffer 

from ego or social pressures, get tired or bored, and not explain or provide evidence for their 

judgment. However, models do not suffer from these weaknesses.  

On the other hand, experts also enjoy many strengths that models do not have. Experts can 

apply intuition and provide subjective assessments of variables that models are not able to evaluate 

objectively (Einhorn 1974). Experts can also be flexible and adapt to different circumstances, and 

unlike models, they may use cues that cannot be quantified or represented in a linear statistical 

model. This means that the statistical and mathematical power of models combined with experts 

who can apply and share their knowledge is the recipe for enhanced decisions. Sowa et al. (2021) 

also suggest that having human workers and AI collaborating together in performing managerial 

tasks increases productivity rather than having each working individually. These findings advocate 
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the value of having humans and machines collaborate such that they utilize each’s strengths and 

overcome each’s weaknesses in order to boost the decision-making process and achieve superior 

outcomes. Therefore, instead of the conventional unidirectional system use, where humans issue a 

request to a system and then wait for the system to deliver a result. The newly emergent capabilities 

and agency of AI systems advocate the notion of bilateral interactions (Schuetz and Venkatesh 

2020). 

One of the first attempts that talked about having machines and humans in the loop is Fitts’s 

MABA-MABA (‘Men are better at; Machines are better at’) concept (Fitts 1951). Fitt discussed 

whether certain tasks should be carried out by a machine or a human, in which Fitt suggested that 

humans and machines both have a list of different capabilities and limitations that we should be 

aware of when making decisions about task allocation and division of responsibility. For example, 

in the context of air navigation and traffic control systems in the early 1950s, Fitt mentioned that 

expediting traffic could be attributed to men. While monitoring collisions could be the 

responsibility of machines since humans are not very good at monitoring systems for a long time. 

Humans might get bored, sleepy, or inattentive (Fitts 1951; Mackworth 1950). However, such lists 

motivated one to compare human and machine capabilities who can replace each other in certain 

tasks rather than thinking of designing hybrid activities where humans and machines intertwine 

(Mackeprang et al. 2019) 

Furthermore, Nass and his colleagues were pioneers in introducing the Computers as Social 

Actors (CASA) paradigm (Nass et al. 1994, 1996). The authors conducted five different 

experiments with experienced computer users to answer five different research questions in an 

attempt to understand which social rules people would apply to computers. Despite users’ 

awareness that computers do not have feelings, gender, or a sense of motivation, in the five 
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experiments, users perceived computers as social actors and applied social norms when interacting 

with the computers. It was evidenced that computer users apply gender stereotypes when 

interacting with computers, and they may even disclose some private information when computers 

converse in a human-like way (Nass and Moon 2000). This confirms what the media equation 

theory suggests, as introduced by Reeves and Nass in 1997, indicating that people tend to treat and 

respond to communication media and computers as they do to real people (Mou and Xu 2017). 

Many researchers attempted to understand how people would perceive AI as a collaborator. 

Papachristos et al. (2021) developed an AI tool for a waste sorting task. The task entailed that once 

someone opens a physical waste bin and throws an item, the AI processes the image of the item 

and classifies it to either a waste or a recyclable item on a large screen attached to it. The AI also 

gives the user a score of how confident the AI is about its recommendation, and the final decision 

is up to the user whether to accept or reject the recommendation. The authors then interviewed 35 

participants and asked them about their perceptions. The majority of participants reported a 

positive experience when collaborating with the AI, and the authors classified the roles of the AI 

according to the interviewees’ responses into four roles: mirror (i.e., the AI mirrors or confirms 

participant’s decisions), assistant (i.e., participants expect the AI would assist them only when 

unsure about their decision), guide (i.e., the AI provides a recommendation and a confidence score 

that participants happily accept it), and oracle (i.e., participants believe that the AI would always 

have better judgment than themselves). Additionally, Mou and Xu (2017) compared people’s 

initial interactions with humans versus AI to see whether humans would disclose their personality 

traits and communicative attributes when interacting with an AI chatbot versus a human. Their 

findings suggested that when participants interacted with an AI, they exhibited different 

personality traits and communication attributes from interacting with humans. Participants were 
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more open, agreeable, extroverted, more self-disclosing when interacting with humans than with 

an AI. When conversing with a chatbot, people also tend to like chatting with the chatbot through 

shorter messages for longer periods of time than they would do with a human (Hill et al. 2015). 

Fan et al. (2022) wanted to test how synchronicity and explanations of AI collaborators 

would help User Experience (UX) evaluators when they evaluate usability test videos. The authors 

built an AI tool and experimented it quantitatively and qualitatively with 24 UX evaluators. 

Participants were sent to four different treatments (with explanation, without explanation, 

synchronous, and asynchronous). In the treatments with asynchronous AI, the AI highlighted to 

UX evaluators all the problems it identified at once early in the evaluators’ analyses and was 

always available to the evaluators during the analysis. In contrast, the synchronous AI presented 

usability problems to evaluators gradually as they progressed with watching the video. In each of 

these treatments (i.e., synchronous and asynchronous), some participants had explanations about 

the AI suggestions, and some did not see any explanation for the AI recommendations. The authors 

found that regardless of whether being in the synchronous or the asynchronous treatment, having 

an AI that provided explanations to its suggestions helped evaluators to be more engaged and 

highly likely to accept the AI’s recommendations. It helped participants to perform equally well 

overall. While in the case where the AI did not show explanations of their recommendations, 

evaluators’ performance and engagement in the synchronous treatment were higher than those in 

the without explanation and asynchronous group. This implies that explainable AI plays a vital 

role in shaping users’ acceptance and perception of collaborating with an AI.  

Others have studied how different settings of Human-AI collaborations can shape people’s 

perceptions and acceptance of collaborating and interacting with AI. Fogliato et al. (2022) 

investigated whether providing humans with an AI recommendation before versus after the human 
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reviews a diagnostic task would affect humans’ decisions and the decision-making process. The 

authors conducted an online experimental study where 19 veterinary radiologists were assigned to 

two treatments. In one treatment, radiologists were presented with 20 X-ray images of dogs along 

with the AI inferences of the images to aid the radiologist with their decision. In the other 

treatment, radiologists were shown only the 20 X-ray images and were asked about their diagnoses 

before they were presented with the AI inferences. Results showed that the one-step approach (i.e., 

showing participants the X-ray images and the AI advice at the same time) yielded better outcomes 

overall than the two-step approach. The authors also found that radiologists who were not shown 

the AI inferences except after they were asked about their own diagnoses (i.e., the two-step 

approach) were less likely to agree with the AI recommendation even if it was accurate, and they 

also rated the AI to be less useful. While participants from the one-step approach reported that the 

AI was useful in the decision-making process. This reveals that keeping AI in the loop with humans 

from the beginning may be a good approach for an improved decision-making process.  

Even in systems development, researchers are exploring ways where humans and machines 

can be partners. Mackeprang et al. (2019) developed a tool in which they tested how AI could 

collaborate with humans in the information extraction process using collaboration ideation 

platforms (i.e., a platform that collects different ideas from the crowd or from a number of ideators 

in a distributed setting). The authors’ ultimate goal was to find the right level of algorithmic 

support without compromising the quality of the extracted information and considering that the 

human effort should be low. Testing automating the various stages followed to extract information, 

the authors were successful in identifying and understanding the potential areas where Human-AI 

collaboration could be valuable and efficient. 
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AI could also be a time saver. In a study conducted by (Rzepka et al. 2020), it was found 

that users welcome the idea of collaborating with voice assistants when they purchase routine 

products online. Participants attributed the reason to the voice assistant being helpful as it saves 

them time by skipping regular steps to make a purchase, such as opening the app, searching through 

products, and choosing a product. They admit that the help they get from such AI made the process 

much easier and quicker (Rzepka et al. 2020). 

In complex, uncertain decision-making domains such as military issues related to defence 

and security, (van den Bosch and Bronkhorst 2018) believe that the decision-making process has 

to be a joint endeavour of humans and intelligent agents collaborating together. To do so, the 

authors advocate that the AI has to be perceived by humans as a collaborator that can interact, 

adapt, communicate, and be aware of the goals and the situations. The authors also assert that 

having explainable AI that increases its transparency is essential for Human-AI collaboration.  

Amershi et al. (2019) proposed 18 design guidelines for Human-AI collaboration to serve 

as a reference to researchers studying the interactions between humans and AI and to practitioners 

who design AI. The 18 guidelines were validated and used across ten different AI product 

categories. The authors grouped the 18 guidelines into four main stages of interaction: 1) initially, 

2) during the interaction, 3) when the AI system is wrong, and 4) over time. The guidelines stress 

the importance of keeping human collaborators informed of what the AI capabilities are, giving 

humans the autonomy to correct or edit any AI mistakes, and designing AI collaborators that can 

explain its actions to humans.  

Despite the fact that Human-AI collaboration emphasizes synergy, wherein AI 

complements human capabilities, filling gaps and enhancing overall performance, some may fear 

that AI will compete with humans and take over their jobs (de Cremer and Kasparov 2021). This 
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perspective underscores AI's increasing capabilities and humans’ potential to excel in specific 

domains or tasks. It also pushes human experts to continually enhance their skills and raises 

concerns about job displacement and exacerbating inequalities. Thus, in this work, the focus is on 

leveraging humans' abilities as well as AI’s capabilities to better understand how both can 

collaborate and work together.    

Summary 

AI is used in various contexts and has great potential to collaborate with humans. While 

most prior research views AI as a mere technology that people use, there is a gap in the literature 

that empirically studies AI as a social actor with which humans collaborate.  The classifications 

that categorize AI into different types always take into consideration whether the AI is autonomous 

or assistive, which necessitates a deeper understanding of how the two modes might affect 

individuals’ beliefs. In addition, integrating AI as collaborators within organizations, where they 

may be perceived as a black box to humans, raises the need to investigate the role of AI 

explainability since AI might be perceived as a black-box to humans, and collaborating with an 

opaque member could have an influence on people’s beliefs towards collaborating with it. These 

gaps are addressed in this research. 
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Chapter 3: Theoretical Development 

3.1. The Information Systems Field and Epistemology 

Each discipline has its unique characteristics and approach to conducting research.  Myers 

in 2019 suggested that there are some phases or steps that any research design should follow: 1) 

identifying the philosophical stance of the researcher; 2) determining the research method; 3) 

defining data collection techniques; 4) specifying how the data will be analyzed; and finally, 5) 

the write-up of the research conducted (Myers 2019).   

Before conducting a research study, researchers should first clarify their epistemological 

stance or appropriate philosophical assumptions and the discipline to which the study contributes 

(Myers 2019). Philosophical assumptions are assumptions about the nature of the world and how 

knowledge about the world can be obtained. These assumptions are used as a foundational guide 

for the research that will be conducted. 

Since this research study contributes to the Information Systems discipline, there are three 

main philosophical assumptions discussed by (Orlikowski and Baroudi 1991): the positivist, the 

interpretive, and the critical. The research follows a positivist stance if its ultimate objective is to 

test a theory as an endeavour to boost the predictive understanding of a certain phenomenon. 

Therefore, positivist research includes a set of formal propositions or hypotheses, assumes 

quantifiable variable measures, aims to test hypotheses, describes the phenomena from inferences 

of the sample and generalizes it to a larger population (Myers 2019; Orlikowski and Baroudi 1991).  

In contrast, the ultimate goal of an interpretive approach is to explore a phenomenon in its 

natural setting rather than testing it. This takes place by understanding and examining the meanings 
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and interpretations that research participants have about a phenomenon within its natural 

contextual settings. Thus, the generalizability of findings from the sample of participants to a 

greater population is not required in an interpretive approach (Myers 2019). Finally, the critical 

approach, from its name, seeks to critique and challenge the taken-for-granted assumptions that 

we have about a certain phenomenon. It attempts to uncover the contradictory nature of current 

social practices in organizations and information systems (Myers 2019). 

Of these three philosophical assumptions, this research study follows a positivist 

philosophical stance. The reason for taking a positivist stance is that this study attempts to test a 

theory using a set of predetermined constructs and a set of quantifiable measures for the constructs. 

Moreover, generalizability is one of the research objectives of this study.  

Furthermore, in terms of the research method, this study follows a mixed-methods 

approach to increase the robustness of the research through triangulation. Triangulation is about 

following more than one approach or doing more than one thing in one study (Myers 2019). It 

could be by using more than one research method (e.g., case study and ethnography), using more 

than one data collection technique (e.g., survey and interviews), combining quantitative and 

qualitative methods in one study, or even including more than one researcher in the study where 

each has his/her own expertise (Myers 2019).  

Mixed-methods research enables the development of novel theoretical perspectives by 

combining the strengths of the quantitative and qualitative methods and overcoming the drawbacks 

of each in order to derive stronger inferences about the phenomenon under study (Creswell 2009; 

Venkatesh et al. 2016). Venkatesh et al. (2016) provided six guidelines to be followed when 

adopting a mixed-methods approach. The first guideline requires that the researcher determines 

the appropriateness of utilizing a mixed-method in their study. The authors mentioned that 
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“Researchers should employ a mixed-methods design only when they intend to holistically explain 

a phenomenon for which extant research is fragmented, inconclusive, and/or equivocal” 

(Venkatesh et al. 2016, p.437). Extant literature lacks sufficient empirical work that studies 

people’s perceptions of AI as collaborators in organizations. Furthermore, current research work 

is ambiguous and equivocal in terms of defining what AI is and how it influences employees in 

organizations. Thus, employing a mixed-methods approach would be appropriate in this study. 

Moreover, the authors discussed that the second important step in employing a mixed-

methods approach is to decide on the strategy for the research design. Two strategies to mixed-

methods research design were proposed by (Venkatesh et al. 2013, 2016): sequential or concurrent. 

The sequential mixed-methods design entails conducting a quantitative study followed by a 

qualitative study or a qualitative study followed by a quantitative study in which results from one 

study inform the other. Concurrent mixed-methods design, on the other hand, involves conducting 

both methods at the same time (i.e., independent from each other where the result from one does 

not inform the other). The rest of the guidelines proposed by (Venkatesh et al. 2016) are related to 

developing strategies for collecting and analyzing the mixed-methods data, drawing meta-

inferences from it, assessing the quality of the meta-inferences, and discussing potential threats 

and remedies.  

In this study, a proposed model is developed with a set of predetermined constructs and 

hypotheses. However, perceiving AI as a collaborator with humans in an organizational context is 

a nascent phenomenon that is associated with both concerns and benefits. These concerns and 

benefits are not fully understood in the literature. Such concerns and benefits are likely to influence 

people’s willingness to collaborate with AI. Consequently, two essential constructs (i.e., perceived 

benefits and perceived concerns) are examined through a qualitative study to grasp people’s 
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perceptions about these concerns and benefits that will then be used to deduct and quantitatively 

validate the proposed model. Therefore, in this study, a two-stage sequential mixed-methods 

approach is employed in which qualitative data was collected and analyzed, and then a quantitative 

study took place. 

For the qualitative part, this research follows a positivist approach (Charmaz 2014; Myers 

2019) for different reasons. Positivists view concepts as variables for which they provide 

operational definitions to be used in hypotheses testing. Moreover, a positivist stance identifies 

relationships between concepts, explains and predicts these relationships, verifies these 

relationships through hypothesis testing, and aims for context-free generalizations (Charmaz 

2014). For the quantitative part, a positivist stance is also employed to test a set of predetermined 

hypotheses that are grounded in theory and tested using structured, validated instruments 

(Venkatesh et al. 2016). 

3.2. Theoretical Premise 

Theories and theoretical frameworks are important avenues that assist in explaining, 

predicting, and understanding a phenomenon under study. They are used across disciplines as a 

lens for researchers to guide them through their study and to help them ground their arguments.  

Since the Information Systems (IS) field is multidisciplinary in nature, such that it deals 

with human-machine artifacts (Gregor 2006), theories in IS are different as they are required to 

connect the difference in nature between the artificial world of technology and the social and 

behavioural world of humans. To put this study on solid grounds, it will be carried out using a 

robust theoretical stance that is appropriate to the context and goal of this research. 
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3.3. Contextualization 

Hong et al. (2014) discussed the value of contextualization when developing a theory in 

the information systems field. Notwithstanding that contextualization might necessitate forgoing 

parsimony and generalizability (Hong et al. 2014), it produces richer and more practical theories 

that are relevant in information systems research (Johns 2006; Orman 2002). Rousseau and Fried 

(2001, p.1) mentioned that “contextualization entails linking observations to a set of relevant facts, 

events, or points of view that make possible research and theory that form part of a larger whole.” 

Johns (2006, p.386) defined context as “situational opportunities and constraints that affect the 

occurrence and meaning of organizational behaviour as well as functional relationships between 

variables.” The author emphasized that context is crucial as if researchers did not understand the 

contextual situations, it would be challenging to understand person-situation interactions. 

Alvesson and Kärreman (2007) also stressed that no theory is right or wrong all the time, but 

theories can be more or less helpful and relevant depending on the situation (i.e., the context). In 

addition, context helps researchers communicate the practical applications of their research 

findings (Johns 2006) and can act as the starting point for generating new theories (Hong et al. 

2014). 

Orman (2002) discussed that sometimes it is hard to predict the influence of information 

technologies on organizations. The author explains that this is mainly because, in IS research, all 

information technologies are almost treated and viewed to be the same. This ends up having 

confounding results as different technologies in different contexts can have dramatically different 

effects on organizations (Orman 2002). Rousseau and Fried (2001, p.1) highlighted that 

“contextualizing entails linking observations to a set of relevant facts, events, or points of view 

that make possible research and theory that form part of a larger whole.” 
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Moreover, Whetten (2009, p.31) defined “context effects” as “a set of factors surrounding 

a phenomenon that exert some direct or indirect influence on it.” Weber (2003) outlined that when 

studying and accounting for patterns of a certain phenomenon, it has to be contextually driven. 

The author stated that “ grounding our theories in rich contextual tapestries will lead to important 

insights about phenomena associated with humans, information technology, information systems, 

and organizations.” (Weber 2003, p.x) 

Hong et al. (2014) suggested two ways for contextualization in information systems 

research: single-context theory contextualization and cross-context theory replication. The former 

involves contextualizing existing theories by adding or removing contextual constructs either as 

antecedents to dependent variables or core variables in the model, as moderators of the 

relationships, or by deconstructing core variables into context-related ones. The second approach 

includes replicating theoretical frameworks in different contexts, then performing theory-grounded 

meta-analyses to integrate the findings into a context-dependent theory.  

In this research, the single-context theory is followed where existing well-established 

theories are contextualized, and two strategies highlighted in the single-context theory 

contextualization approach are used. First, high-level core constructs of perceived benefits and 

concerns are decomposed into constructs related to the context of AI. Second, two contextual 

technology characteristics (AI autonomy and AI explainability) were added as antecedents to the 

decomposed constructs of the perceived benefits and concerns where these decomposed variables 

mediate the relationship between the endogenous construct and the AI contextual characteristics.  

Context embodies several aspects such as tasks, technology, individual, and organization. 

While these contextual characteristics are important (Brown et al. 2010), in this study, the focus is 

on the technology characteristics (i.e., AI autonomy and AI explainability) as they are nascent 
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characteristics of AI that have not been studied enough yet in the information systems literature. 

These features can also be attributed to AI as a technology with a social actor role in a network of 

hybrid Human-AI members which is in line with the premise of this research. Weber et al. (2020) 

suggest that with the increase of mobile technology, researchers should examine “Autonomy” in 

a contextualized setting to get richer theoretical significance in IS research. Finally, focusing on 

the AI characteristics only sets the boundary for this study and minimizes potential confoundings. 

This is in line with Gregor (2006), who asserts that even in theory building, it is important to 

specify a boundary or a scope of the theory that defines its level of generalizability. Having said 

that, other contextual factors are indirectly considered in this research (e.g., participants have 

various individual traits and work for a variety of organizations and on a variety of tasks). 

3.4. Theories Utilized in this Research 

As described in Chapter 1, one core objective of this research is to leverage theory to 

determine the most prevalent contextualized factors in hybrid Human-AI collaborative settings.  

To do so, it is important to understand how individuals make a trade-off between the positives and 

negatives when collaborating with AI that are not deemed to be a mere assistive technology but 

social actors with whom they can collaborate (Sowa et al. 2021). Since humans follow a “net 

valence” approach when considering dealing or working with new technology (Breward et al. 

2017; Cazier et al. 2008), this study is grounded in the Actor-Network Theory (ANT) and the Net-

Valence Theory to understand the phenomena.   

3.4.1. Actor-Network Theory (ANT)  

According to the Actor-Network Theory (ANT), humans and non-human actors should be 

treated as inseparable. ANT is a socio-technical approach that aims to examine the motivations 
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and actions of a heterogeneous network of human and nonhuman actors all together (Walsham 

1997).  The theory tries to trace and explain the processes through which relatively stable networks 

of aligned interests are created and maintained or why such networks might fail to create 

themselves.  Kaartemo and Helkkula (2018) suggested using the Actor-Network Theory as a lens 

to understand the agency of technology and how AI and humans can collaborate to create value.  

AI should, therefore, not be viewed merely as an innovative technology but rather as vital social 

actors in a network with humans with whom it can interact, exchange knowledge, and make joint 

decisions.    

Applying this lens, this study views AI as a social actor who participates and takes an active 

role as a real member of a network facilitating hybrid Human-AI collaboration. Accordingly, AI 

(i.e., non-human) will be treated as inseparable from human members in an organizational setting. 

This research is interested in studying how some of the functions normally attributed to human 

members would affect human beliefs if they were attributed to the AI as a collaborator.   

3.4.2. Net-Valence Theory (NVT) 

The “valence” concept was first introduced by Lewin (1943) in the context of consumer 

behaviour, where consumers make a trade-off between the positive utilities and negative utilities 

of products. Bilkey (1953) discussed that consumers make choices regarding products or services 

by comparing both the favourable (positive valence) and unfavourable characteristics (negative 

valence). Consumers then aim to maximize the "net valence" which is the arithmetic difference 

between the expected benefits and costs (Bilkey 1953; Lewin 1943). If the benefits (i.e., positive 

valences) outweighed the costs (i.e., negative valences), consumers would buy the product or 

service and vice versa. Thus, the Net-Valence Theory suggests that individuals engage in a cost-
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benefit analysis activity when making decisions, as they try to maximize the benefits and minimize 

costs.   

Featherman (2001) suggested the adoption of the Net-Valence Theory in the information 

systems discipline, where the author proposed a model to extend the Technology Acceptance 

Model (TAM) and suggested that if the expected benefits (positive utility from usage) exceed the 

potential concerns (negative utility from usage), the information system will be adopted. Likewise, 

Pentina et al. (2016) adopted a Net-Valence approach in the context of information-sensitive 

mobile application use, where they referred to as “privacy calculus.” The authors explored the role 

that the perceived benefits and perceived privacy concerns played in determining people’s 

intentions to use mobile applications that collect sensitive personal information. In such context, 

the authors assumed that users would be willing to use the mobile application if the benefits equal 

or surpass the concerns.  

The Net-Valence perspective is thus helpful in terms of modelling a more balanced 

evaluation of information systems adoption and use, as well as yielding profound practical and 

theoretical contributions (Featherman 2001). Breward et al. (2017) outlined that following a Net-

Valence perspective would be helpful when studying the use of information technologies that 

people viewed with skepticism.   

From the above, when humans contemplate integrating new technology into their work or 

life, they follow a “net valence” approach by weighing both the benefits and concerns of 

incorporating that particular technology (Breward et al. 2017; Cazier et al. 2008; Dinev and Hart 

2006). Hence, NVT is used in this research as a lens when examining the benefits and costs of 

collaborating with AI. This study proposes that in hybrid Human-AI collaboration, human 

members would weigh both the benefits (positive valences) and concerns (negative valences) of 
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collaborating with AI, such that if the benefits are equal or greater than the concerns (i.e., net-

valence is positive), humans would be willing to collaborate with AI. Figure 5 highlights a general 

framework that will be used in this study to inform the empirical research model. 

 

Figure 5: A General Framework to Understand the Willingness to Collaborate with an AI 

Summary 

The theories reviewed here are used to develop a contextualized research model.Although 

many contextual characteristics are important, the focus of this proposed study is on two contextual 

AI  characteristics (i.e., Autonomy and Explainability). Further details of the selected AI 

contextual characteristics and why they were selected are discussed in the next chapter. 
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Chapter 4: The Qualitative Phase 

 

AI is developed, implemented, and used by people in real-world settings. There is plenty 

of research on the technical aspects of AI. However, it appears that the literature is bereft in terms 

of empirically studying AI as a social actor rather than a mere assistive technology. Insufficient 

empirical research has been conducted to understand people’s perceptions regarding collaborating 

with AI. Beliefs about the benefits and concerns of collaborating with AI are essential when 

designing and implementing such revolutionary technologies that would collaborate with 

employees in organizations. As such, a qualitative research design is best employed to understand 

human behaviours in the context of an AI’s development, implementation, and use (Myers 2019). 

The objective of the qualitative phase of this study is to identify key benefits and concerns to 

inform the research model and test it empirically.  

As suggested by Sarker et al. (2018), there are four key aspects to consider when designing 

a qualitative research study: theory, data, analysis, and the nature of findings. These four pillars 

are addressed in this research. First, with regard to theory, a conceptual framework is used to guide 

the data collection and analysis process. Second, data is collected through one-on-one interviews 

with participants to understand their perceptions regarding the benefits and concerns of 

collaborating with AI. Interviews are the most common and important qualitative research data 

collection technique (Myers 2019). They help researchers collect rich data from people in various 

situations. Third, in terms of the data analysis tactic used, a content analysis approach is followed 

to generate themes and concepts. Finally, concerning the nature of the findings, this study focuses 
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on generating new insights (Walsham, 1995), as well as understanding the context of using new 

IS (i.e., AI) (Walsham, 1993). 

4.1. Pilot Study 

Before collecting the main interview data, a pilot study was carried out. It is claimed that 

before collecting all the interview data, pilot interviews should first take place to guide the rest of 

the interviewing process (Fox-Wolfgramm 1997), especially if it is the researcher’s first journey 

to conducting interviews (Iyamu 2018). It alerts the interviewer to some issues in advance, such 

as the appropriateness of the approach used, the duration of the interview, how clear the questions 

are, and whether they are in the right direction as the researcher hoped (Iyamu 2018; van Teijlingen 

and Hundley 2002). 

Thus, I conducted three online pilot interviews (see Appendix A for participants’ details) 

to see if anything needed to be changed or modified in the interview structure. Prior to conducting 

the pilot or main studies, McMaster’s research ethics clearance (MREB#5134) was obtained. 

Participants for the pilot and main studies were managers or employees with hiring experience of 

at least one year. All participants were recruited through social media, followed by a snowball 

sampling technique. They were also informed before the interview that interviews would be 

recorded for analysis reasons. 

At the beginning of the pilot interviews, I welcomed participants and reviewed with them 

the information about the study. Since AI is a buzzword nowadays, it was important to put 

participants on common ground and provide them with a definition of AI that fits the context of 

this study. Therefore, I informed participants that our study defines AI as “a technology that can 

imitate intelligent human behaviour. It can perform cognitive functions that we associate with 

human minds, such as perceiving, reasoning, learning, interacting, problem-solving, and decision-
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making” (Rai et al. 2019, p.iii). Participants were then asked if they had any questions. After 

ensuring participants were ready to move on, they were asked to imagine that their organization 

would adopt an AI to collaborate with them in hiring job candidates. Subsequently, participants 

were asked a set of questions. 

Myers (2019) discussed three possible formats for interview questions: structured, semi-

structured, and unstructured. The structured format involves a set of predetermined questions a 

researcher has to ask and is not allowed to pose follow-up questions that might evolve from the 

interviewees’ answers. In contrast, unstructured interview questions offer interviewees the 

freedom to speak, and follow-up questions can evolve from there. Finally, semi-structured 

questions are the most effective format as they combine the advantages of the other two types 

(Myers, 2019). They are pre-formulated to guide the interview and allow space for additional 

questions to emerge from the interviewees’ answers. Babbie (1998) contends that semi-structured 

interviews give participants a chance to do most of the talking, which helps in gaining a better 

understanding of their views of the topic being studied. Accordingly, semi-structured interviews 

were used in this research that provided some structure to the interview using predetermined 

questions and also allowed participants to freely express their thoughts to obtain rich insights from 

the interviewees. Hence, participants were asked the following questions: 

1. What would be the benefits/advantages of collaborating with AI to recruit candidates? 

2. What would be the concerns/disadvantages of collaborating with AI to recruit 

candidates? 

3. Please provide any other comments regarding collaborating with AI in the workplace. 

The pilot interviews were helpful in informing the interview structure. Interviews lasted 

between 25-30 minutes, and participants agreed that this duration was optimum for them. After 
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conducting the pilot interviews, I noticed that participants had difficulty imagining what 

capabilities AI would offer and how AI would collaborate with them in a recruitment context. 

Therefore, in the main interviews, I chose to show interviewees a one-minute video that 

demonstrated how AI could be used in the recruitment process. Also, I found that participants 

during the pilot study sometimes mixed between the recruiter’s perspective and the job candidate’s 

when discussing the benefits and concerns. This was useful in the main study, where I had to 

ensure that participants were on track whenever they exceeded the boundaries of my 

investigation’s objectives. Despite that, the three pilot interviewees provided enough answers to 

the interview questions asked, and their responses were accounted for in the main analysis. 

4.2. Main Study 

After conducting the pilot interviews, the main study took place by interviewing 22 more 

participants during the period from July 2021 to August 2022. The sample consisted of employees 

and managers with hiring and recruitment experience. As mentioned earlier, participants were 

recruited through social media (specifically LinkedIn) and a snowball sampling technique, where 

interviewees recommended other prospective participants who could be interested in participating 

in my study. The sample of interviewees was as representative as possible in terms of age, gender, 

hiring experience, etc., as shown in the charts below.  
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Participants were employers of large organizations such as Deloitte, Google, Hatch, 

KPMG, and EY (see Appendix A for full details). All participants were compensated with a $20 

Amazon gift card. The interviews took place during the COVID-19 pandemic and, thus, were 

conducted online over Zoom and lasted between 25-30 minutes. Prior to the interviews, 
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participants were provided a consent form, a letter of information about the study, and the 

interview questions.  

Like the pilot interviews, at the beginning of the main interviews, I welcomed participants 

and reviewed with them the information about the study. They were also provided with the AI 

definition as in the pilot study. Participants were then asked if they had any questions. After that, 

participants were shown the one-minute video that talked about a sample AI, which is now being 

used by many large organizations, such as Nike and Goldman Sachs to hire candidates. Showing 

participants the one-minute video impacted how they imagined the AI collaborating with them, as 

evidenced by their responses and the way the ensuing discussion was conducted. After watching 

the video, participants were asked to imagine that their organization wants to adopt a similar AI 

that would collaborate with them in hiring candidates. Then, participants were asked to answer the 

three interview questions discussed previously.  

I stopped interviewing more people after reaching saturation (i.e., responses were repeated 

with no new insights). Hence, the total number of interviews conducted was 25 interviews. All 

interviews were recorded and transcribed for analysis purposes. The use of the proposed 

conceptual model helped guide the discussion during the interviews to focus on the positives and 

negatives of collaborating with AI. Participants were also sometimes asked to elaborate more on 

certain points that they raised. Either to clarify what they said or to let them provide more examples 

and freely express their opinions. An example is as follows: 

Participant:… I am a little nervous about the actual data points collected from the AI. 

Me: can you please elaborate more on this? 

Participant: I feel like it might exclude people from different cultures or people with disabilities 

that may be good candidates…. For example, if someone has autism, they may still be a good 
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candidate for this role, but they don’t have the same cues looking directly in the eye and that kind 

of stuff… I don’t think that I can convince a candidate that doesn’t even know me or the company 

yet to go through this, so I think I may lose candidates. 

 To analyze the data collected, a content analysis approach was followed. Content analysis 

is a systematic and replicable approach for summarizing a body of text into fewer categories 

describing a phenomenon (Elo & Kyngäs, 2008; Stemler, 2001) as a means of providing 

knowledge and new insights (Krippendorff 2018). "A category is a group of words with similar 

meaning or connotations" (Weber, 1990, p.37). Content analysis is a suitable technique for this 

research as the main objective of the qualitative phase is to understand the main benefits and 

concerns of collaborating with AI and generate a set of potential constructs to be used in the 

research model proposed earlier.  

Data was analyzed through phases. First, I analyzed the transcribed data from the first ten 

interviews (i.e., not including the pilot) iteratively by alternating between the interview scripts and 

the extant literature on AI and its related topics (e.g., chatbots). In this phase, I generated a list of 

general categories to come up with themes that reflected the interviewees’ views. In the subsequent 

interviews, I succeeded in collecting twelve more perspectives that helped inform the general 

categories (see Table 1).  

Table 1: List of General Categories 

Benefits: 

1. Saving time 

2. Increased chance to reach a wider pool of candidates  

3. Ability to screen more resumes 

4. Ability to produce shortlisted candidates faster than humans 
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5. Less chance of human error when screening candidates 

6. Increased ability to synthesize data 

7. Removing much of the paperwork 

8. Faster access to any resume or to recall any application’s summary 

9. Freeing recruiters to focus on other tasks 

10. Can work anytime and anywhere 

11. Ability to analyze data beyond humans’ abilities (e.g., facial expressions) 

12. Easier to give AI instructions than to a human (i.e., less chance of argument) 

13. Increased objectivity 

14. Increased Fairness 

15. Less chance of evaluating resumes differently from each other 

16. AI can justify why it selected certain candidates at anytime 

17. Less chance of unconscious bias based on colour, race, ethnicity, gender, name…etc 

18. Increased chance to give everyone equal opportunity  

Concerns: 

1) Inability to sense humans’ feelings, moods, and emotion. 

2) The quality of AI recommendations must be checked by a human first. 

3) Loses the sense of getting into a conversation with a human, including the follow-up questions. 

4) Humans may not be comfortable talking to machines. 

5) What if the ethical policy and the culture of the company that developed AI in a certain country are 

different from the country where the AI will be used? 

6) Not knowing how the AI makes decisions would make it difficult to know how the candidates would 

match the values and culture of the organization. 

7) How would the AI measure work ethics? 

8) Inability to predict how the AI would fit with the team spirit.  
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9) AI may learn from a very narrowed list, resulting in excluding good candidates.  

10) How will it evaluate disabilities and people who are not comfortable with the technology? 

11) Technological errors are inevitable.  

12) Reliability of the technology in terms of system glitches, ongoing maintenance issues, system failure, 

etc. 

13) Less control over how AI keeps my information, conversation…etc 

 

After that, I downsized the list of general categories into fewer themes for the benefits and 

concerns (see Table 2). Example comments that pertain to the benefit and concern themes are 

provided in Appendix B. Next, another researcher familiar with qualitative research and the IS 

literature was given all the transcribed scripts and was asked to independently analyze the 

transcripts and produce fewer themes to double-check and enhance the robustness of results and 

strengthen the findings through triangulation, as suggested by (Benbasat et al. 1987). The list of 

generated themes is shown below: 

Table 2: Themes Generated by the Two Researchers 

 Principal Researcher Second Researcher 

Benefits: 

 

 

1. Efficiency  

2. Speed 

3. Accuracy 

4. Objectivity 

5. Transparency 

1. Efficiency  

2. Complementarity 

3. Integrity 

4. Accuracy  

 

Concerns 

1. Lack of human 

touch/involvement/interaction 

2. Compatibility  

3. Privacy 

1. Need for human interaction 

2. Technical reliability 
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The two researchers then met to discuss their respective analyses. In this stage, differences 

in the coding were examined to reach a common understanding and satisfy the intercoder 

reliability. After discussions, the coders had a complete agreement in grouping the benefits and 

concerns categories into the themes listed in Table 3 (Cohen’s kappa (k) = 1). For the benefits, the 

second researcher and I agreed that “efficiency” is the number one benefit. We also agreed that 

interviewees perceive AI to be more objective and able to make decisions with integrity. Given 

that “integrity” is a broader term that encompasses objectivity, fairness, and reduced bias 

(Przegalinska et al. 2019; Whang and Im 2018), we agreed to include “integrity” as the second 

major benefit. Speed, complementarity, and accuracy were seen as benefits related to being able 

to complement humans’ abilities and accomplish things faster with minimized inaccuracies. 

Therefore, we both agreed to group them under the “efficiency” umbrella, which entails saving 

time, minimizing inaccuracy, and optimizing resources (Andrade and Tumelero 2022). 

Transparency was not included in the benefits since it is dependent on the type of AI utilized, and 

explainability as a way of making AI more transparent is a contextualized construct that will be 

studied in the quantitative phase of this study. 

For the concerns, we both agreed that the absence of human touch when collaborating with 

AI is of great concern to interviewees. With all the AI advancements, participants still find it 

challenging to take humans out of the loop when accomplishing tasks. Hence, the “lack of human 

interaction” is listed as the first top concern. The second concern elicited from the interviews was 

the risk that the AI would produce outcomes or make decisions that do not fit the needs and values 

of the organization. Thus, after a discussion with the second researcher, “incompatibility” of AI 

decisions was agreed upon as the second salient concern since it was not listed in the second 

researcher’s list of generated themes. The two other concerns listed in the final list of themes were 
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“technical reliability”, as some interviewees believe that AI is still a technology that would have 

its own glitches, and “privacy” as AI is able to record and learn from any information it comes 

across (Abdelhalim et al. 2019) which might put the privacy of individuals at risk. 

Table 3: List of Final Themes  

 Theme 

Benefits: 

 

1. Efficiency  

 

2. Integrity 

Concerns 

1. Lack of human interaction 

 

2. Incompatibility  

 

3. Technical reliability 

 

4. Privacy 

 

After agreeing on the final themes, they were shared with two other information systems 

research experts for re-evaluation for consistency and to ensure that the most salient benefits and 

concerns from the interviewees’ viewpoints were reported. As a result, the researchers agreed on 

the benefits; however, there was a debate about whether to include two of the reported concerns: 

technology reliability and privacy. On the one hand, the researchers agreed that technology 

reliability could be an issue with AI as well as with any other technology. Upon a further review 

of the transcripts, participants seem to be discussing this concern mostly for the candidates’ sake 

(e.g., what if someone wears glasses or a mask). Lastly, only three participants raised this issue as 

a concern that would hinder their collaboration with AI.  
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On the other hand, privacy was the least concern among all respondents. Only one 

participant was concerned about their privacy and that the AI may share the participant’s data and 

information without consent. Moreover, we do not expect that the AI would have a different level 

of access to employees’ data or information compared to the human-human setting. Rather, we 

would expect that the AI might have more limited access since it could be programmed according 

to some restrictions. Furthermore, other participants clearly stated that privacy would not be a 

concern as long as the AI provides good recommendations and helps with the decision-making 

process, as exemplified by the following comments: “Privacy is not a concern because if the AI 

would be better when learning from my data and my information, it is then a fair tradeoff”; “I 

guess AI would be using your interactions to improve itself and to help you make better decisions 

and things like that, so you have to let it do that”; and “As long as it solves a problem, my privacy 

would not be of a concern.” Therefore, privacy was not included as a distinct concern construct in 

our quantitative investigation. 

After reaching a consensus on the final themes, findings were then shared with five 

participants. All agreed with the results of the study. The results of our qualitative study indicate 

that the two most salient perceived benefits are “efficiency” and “integrity.” While the two most 

significant perceived concerns are “the lack of human interaction” and “incompatibility.” These 

results inform the next component of our research investigation, where we develop and validate a 

model to understand humans’ willingness to collaborate with AI.  

4.3. Validation 

Similar to quantitative research, it is important to validate qualitative research as it helps 

create a standard and common body of knowledge. Venkatesh et al. (2013) defined validity as 

“how accurately the findings represent the truth in the objective world” (p.32). Several aspects 
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were considered throughout the qualitative journey to ensure a high-quality process. First, in the 

qualitative phase of my study, I was keen on interviewing a representative sample who work in 

different organizations to gauge the most salient benefits and concerns from different views. I 

stopped when saturation was reached and conducted multiple rounds of analyses to ensure the 

validity of the findings. Second, the validity of my qualitative part was assessed against the 

measures highlighted by (Venkatesh et al. 2013): a) design validity, b) analytical validity, and c) 

inferential validity, and the principles proposed by (Sarker et al. 2013). Even though these 

measures have interrelated components, I will discuss the elements that are relevant to my research 

design and how I addressed them in my qualitative phase. 

“Design validity” in qualitative research resembles the internal and external validity in 

quantitative research. It refers to how the qualitative study is well designed and executed so that 

the outcomes are believable (or credible) and generalizable (or transferable). There are three main 

facets of design validity in qualitative research: 1) descriptive validity, 2) credibility and 3) 

transferability. Descriptive validity means how competent the qualitative researcher was in 

accurately describing and conveying events, contexts, objects, and so on. Introduced by (Maxwell 

2002), descriptive validity stresses that qualitative researchers should report what participants 

exactly say, ensuring that any statement a participant makes is well-heard and not misunderstood 

or mistranscribed. Qualitative researchers should not omit any feature of a participant’s speech 

that may reveal some emotions (i.e., stress) or aspects that convey the context of a discussion since 

this may threaten the descriptive validity of the research and take away some of the contextual 

factors of the issue being studied (Maxwell 2002). To ensure descriptive validity is achieved in 

my qualitative phase, all interviews were recorded and transcribed for future reference after getting 

participants’ consent to ensure no important idea or thought was omitted or misheard. Second, in 
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analyzing and reporting what participants said, I tried not to remove any factor that touched upon 

context, emotion, or anything that would be of importance while analyzing and reporting results. 

Third, when a particular statement or discussion was not well-heard or well-understood, I either 

asked participants to repeat what they said or I repeated what they said so that they could correct 

any part that was misinterpreted.  

The second pillar of design validity is credibility. Credibility in qualitative research reflects 

the notion of “internal validity” in quantitative analysis, which indicates the extent to which the 

observed findings explain the truth about a certain phenomenon in the targeted population and rule 

out any alternative explanation for it (Boudreau et al. 2001; Venkatesh et al. 2013). However, since 

truth in qualitative research is informant-oriented rather than researcher-defined, Guba and Lincoln 

(1982) suggested referring to internal validity in qualitative research as “credibility.” Hence, 

credibility refers to the extent to which the outcomes of a qualitative study are believable or 

credible from the informants’ perspective so that they rule out any alternative explanations. A 

qualitative study is deemed to be credible when it produces truthful explanations or interpretations 

of human experience such that the people having such experience would directly realize it from 

those explanations as their own (Sandelowski 1986). This was achieved in this study in two ways: 

first, the analysis of the qualitative findings was done through an iterative process. I tried to ensure 

that what participants elicited during an interview was consistent with the body of knowledge 

available in the literature. Second, I conducted member checking as a prominent validation 

technique in qualitative research (Creswell and Creswell 2018). Member checking is the process 

of following up with participants about the qualitative research findings to seek their feedback 

about the interpretation of those findings (Motulsky 2021). In this research, the outcomes of the 

25 interviews were summarized and sent out to five different participants, who agreed that the 
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findings of the qualitative study were representative and covered the main points they raised during 

the interview.  

“Transferability” is the third element of design validity, which replicates “external 

validity” in quantitative research. It refers to the extent to which the findings of the qualitative 

study could be transferable (or generalizable) to other contexts or settings (Maxwell 2002). 

Although generalizability is more limited in qualitative research than quantitative studies, I tried 

not to be very specific about a certain AI type in this study. I emphasized viewing AI as a 

collaborator in the workplace that could collaborate with them to accomplish a predefined goal. 

However, to put this into context, we chose the recruitment domain for a couple of reasons. First, 

almost every organization has an HR department and goes through a recruitment process for some 

job vacancies. It is a domain that is not pertinent to a particular industry or requires specific 

conditions to exist. Whether it is a large, medium, or small organization, a recruitment process is 

necessary to some extent. Second, the HR domain replicates many organizational domains that 

require collaboration among colleagues to achieve a certain goal (i.e., hiring the best candidate). 

Third, the recruitment process itself is a well-defined process that does not differ much from one 

organization to another in order to hire a candidate for a certain job. This means that the findings 

of this research could be easily transferable to other domains that entail collaboration among 

workers with some minor adjustments to the context.  

The second validity type emphasized by (Venkatesh et al. 2013) is “analytical validity, 

“which refers to the way qualitative data was collected and analyzed such that results are 

dependable, consistent, and plausible” (i.e., as opposed to measurement validity in quantitative 

research). In this study, I followed a systematic approach to collecting my qualitative data. The 

same exact steps, wording, and questions were followed in the same sequence across all interviews 
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to ensure consistency. In order to affirm the plausibility of findings, analyzing the data was an 

iterative process that kept me going back and forth with the literature to confirm that results are 

plausible with a theoretical premise. Moreover, another researcher who is familiar with qualitative 

research and the IS literature was asked to analyze the data independently to compare and discuss 

the consistency and plausibility of findings.  

Next, “inferential validity” was examined. It refers to “the quality of interpretation that 

reflects how well the findings can be confirmed or corroborated by others” (Venkatesh et al. 2013, 

p.34). As mentioned earlier, all interviews were transcribed and coded without any omission of 

any context or emotions. Moreover, whenever a sentence or opinion was misunderstood or 

misheard, I asked participants to restate what they shared by repeating what they said or by asking 

them to provide more explanations and examples to support their arguments. The recordings of 

the interviews also helped in revisiting any part that was not clear to ensure that the interpretation 

of findings reflected what the interviewees shared during the interview. 

Besides the above, I assessed the validity of my qualitative phase through the principles 

provided by (Sarker et al. 2013) that were relevant to my study: 1) the principle of internal 

coherence as echoed in this study as I took a data-centric stance rather than being imaginative 

during the analysis phases, and I had to follow a neutral scientific presentation style to achieve 

coherence across the interviewing process and elements, 2) the role of IT was clear and significant 

in my study by focusing on AI as the IT artifact and engaging in discussion with practitioners to 

gain a practical and realistic understanding of the phenomena, which supports the principle of 

relevance, 3) in demonstrating how the qualitative phase of my study was carried out, I tried to be 

as transparent and detailed as possible through reporting where, when, how, and from whom data 
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was collected, and how data was analyzed and inferences were made to support the principle of 

transparency.  

Summary 

This chapter demonstrated the qualitative phase undertaken as the first stage in the mixed 

method approach. The process of data collection and analysis was discussed, and the different 

ways of validating the qualitative findings were reviewed. In a nutshell, the two main benefits 

elicited from the qualitative study are efficiency and integrity, and the two main concerns are lack 

of human interaction and incompatibility. 
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Chapter 5: Research Model and Hypotheses 

As discussed in Chapter 4, findings from the qualitative phase revealed that efficiency and 

integrity are the two most important benefits from the interviewees’ perspectives and that lack of 

human interaction and incompatibility are the two most significant concerns when collaborating 

with AI in an organizational setting. 

Integrating AI as collaborators in the workplace is a new phenomenon. It differs from the 

use of traditional information technologies that are merely facilitating tools. The literature lacks 

sufficient empirical research that examines how contextualized AI characteristics would influence 

people’s perceptions about emerging technologies such as AI that can be collaborators in the 

workplace and how people’s beliefs about the benefits and concerns impact their willingness to 

collaborate with AI. In this study, the definition of AI collaborator is adapted from (Rai et al. 

2019), and is defined as “an AI that can perform cognitive functions that we normally associate 

with human minds; can work autonomously; can interact with and learn from humans; can adapt 

to different situations; and can make proactive, predictive, or personalized decisions.” Willingness 

to collaborate refers to evaluating human partners’ attitudes and intentions towards concrete 

collaboration situations (Rosas and Camarinha-Matos 2010). Thus, the willingness to collaborate 

in this study is defined as “the readiness of a human to accept and jointly work with an AI as a 

collaborator to complete a task” (see Table 4 for a full list of definitions). 

To address this gap, the research model shown in Figure 6 is proposed to empirically test 

the influence of AI autonomy and AI explainability on peoples’ beliefs. As well as how these 

beliefs can impact people’s willingness to collaborate with AI. AI autonomy and AI explainability 

are two essential aspects to study in the field of artificial intelligence due to their significant 
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implications on society and other critical domains. On the one hand, AI autonomy mainly refers 

to the ability of AI to make decisions on its own without human intervention (Nickerson and Reilly 

2004). As AI advances, there is an increasing interest in developing AI systems that can operate 

autonomously in various applications, including self-driving cars, autonomous drones, medical 

diagnosis, and financial trading systems, among others. The decisions made by autonomous AI 

can have real-world consequences, and ensuring that these systems operate predictably and 

morally is vital. The deployment of autonomous AI in various industries may also raise legal and 

regulatory challenges, and it is important to examine how it would affect people’s perceptions 

toward AI. In addition, understanding the balance between AI autonomy and human involvement 

is paramount to creating effective human-AI partnerships. Designing AI systems that can 

complement human skills and decision-making rather than replacing them is essential nowadays. 

 On the other hand, the ability of AI to provide understandable and transparent explanations 

for their decisions and actions is becoming a key feature. As AI is increasingly used in high-stakes 

domains, understanding the factors influencing AI decisions is crucial from an ethical and legal 

standpoint. For example, explainability is essential for ensuring that AI-generated medical 

recommendations can be justified and understood by healthcare professionals and patients. AI 

explainability can also help identify and mitigate biases in AI systems, ensuring fair treatment and 

reducing the risk of perpetuating discrimination. Thus, by studying AI autonomy and AI 

explainability, researchers, developers, policymakers, and users can work together to harness the 

full potential of AI collaborators while ensuring that it operates efficiently, fairly, and transparently 

in various domains. 
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Figure 6: Proposed Research Model 

 

Table 4: List of Definitions  

Construct/Concept Definition 

AI Autonomy The extent to which  AI works independently and makes decisions 

on its own without human intervention 

AI Explainability The extent to which AI provides explanations about its 

recommendations/decisions 

Efficiency The ability to save time and speed up the decision-making process 

Integrity The extent to which an AI’s recommendation is perceived as being 

objective, unbiased, and fair. 

Lack of Human 

Interaction 

The absence of interacting with a human when collaborating with 

AI 



71 
 

Incompatibility The risk that an AI might be inconsistent with and is unable to 

provide recommendations that align with the organization’s and/or 

humans’ needs and values 

Willingness to 

Collaborate 

The readiness of a human to accept and jointly work with an AI as 

a social actor to complete a task 

 

Based on ANT, NVT, the qualitative study findings, and the contextualized AI 

characteristics discussed above, we advance specific hypotheses for each contextualized benefit 

and concern related to collaborating with AI as determined from the qualitative analysis, namely, 

efficiency and integrity as benefits and the lack of human interaction and incompatibility as 

concerns. 

5.1. Impact of Perceived Benefits and Concerns 

In this section, the benefits and concerns of the qualitative study are discussed in more 

detail to formulate the research model hypotheses.  

5.1.1. Efficiency  

Andrade and Tumelero (2022) define efficiency in a service context as “the highest 

performance in meeting human needs or the productivity of equipment, methods, actions or 

processes to achieve maximum gain with minimum inaccuracy, resource waste, strength or 

procedures” (Andrade and Tumelero 2022, p.242). In this study, I define efficiency as “the ability 

to save time and speed up the decision-making process.” The non-refutable memory of AI, its 

capability to learn from and quickly process large amounts of information, work tirelessly, and 

discover hidden patterns beyond humans’ abilities, enable AI to increase work efficiency and 
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reduce human efforts and potential errors that might take place when working with humans. For 

example, in Norway, a key public service organization relies on chatbots to handle routine 

customer service requests. These chat-based AI can handle multiple chats and interact with many 

citizens simultaneously, which positively contributes to increased service efficiency 

(Vassilakopoulou et al. 2023). Rzepka et al. (2020) also found that individuals save a lot of time 

when using voice assistants than when performing their purchase activity by themselves. This is 

because customers are not required to open the app and select a product, so the buying process is 

expected to be much quicker. 

This perception was evidenced through participants’ comments in my qualitative phase, 

such as “AI can downsize the number of applicants to go through being able to prioritize things in 

a more efficient manner..”, “…avoidance of human error and ability to synthesize data to simplify 

things” This added assurance of people’s perception that AI can speed up completing tasks and 

save time should positively influence their willingness to collaborate with such technologies. 

Hence, I hypothesize that people would be more willing to collaborate with AI who can speed up 

the decision-making process and increase work efficiency: 

H1a: Perceived task efficiency when collaborating with AI will have a positive association 

with one’s willingness to collaborate with it 

5.1.2. Integrity  

Integrity is a pillar in shaping an individual’s trust (McKnight et al. 2002). In an 

organizational context, integrity is defined as “the belief that an organization is fair and just” 

(Przegalinska et al. 2019, p.788). In the context of recommender systems, Whang and Im (2018) 

define integrity as “the extent to which the recommender system’s advice is perceived to be 
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unbiased” (Whang and Im 2018, p.948). For decision support technologies, integrity is defined as 

“the perception that these technologies adhere to a set of principles (e.g., honesty and keeping 

promises) generally accepted by consumers” (Wang and Benbasat 2008, p.251). McKnight et al. 

(2002) define integrity in an e-commerce context as “keeping commitments and not 

lying”(McKnight et al. 2002, p.339). Based on these definitions, I define integrity in this study as 

“the extent to which the AI’s recommendation is perceived as being objective, unbiased, and fair.” 

Integrity in different contexts contributes to one’s positive perception regarding different 

experiences. Integrity is also critical as it reduces uncertainty and potential risks (Bhattacherjee 

2002). Whang and Im (2018) claim that online shoppers would believe that recommender systems 

are unbiased (i.e., integrity) since they are able to provide personalized recommendations, which 

would increase shoppers’ intention to adopt their recommendations. In a team setting, group 

members’ perceptions of their leader’s integrity positively impact their behaviour (White and Lean 

2008). In the context of mobile banking, Lin (2011) argues that the integrity of mobile banking 

institutions plays a vital role in shaping one’s attitude toward the use of mobile banking since 

integrity conveys a sense of objectivity, which encourages customers with high integrity to have a 

positive attitude toward using mobile banking. Ochmann and Laumer (2019) also propose, after 

interviewing 21 experts from various fields, that perceived fairness influences AI adoption in 

recruiting candidates. It is, therefore, reasonable to assume that people prefer to collaborate with 

those with integrity who are honest, unbiased, and fair. Particpants’ comments from my qualitative 

study also support this argument, such as “…AI would evaluate everyone in the same way, and this 

would help eliminate at least the unconscious bias in the initial stage of screening candidates”. 

This leads to the following hypothesis. 
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H1b: Perceived integrity when collaborating with AI will have a positive association with 

one’s willingness to collaborate with it 

5.1.3. Lack of Human Interaction 

The evolution of AI disrupted many of the professions that were known for years to be 

undertaken by humans to enhance users’ experiences and improve business processes (Cath et al. 

2018). This disruption sometimes comes at the expense of abandoning what users got used to when 

accomplishing a task or receiving a service. In customer service, for example, customers never 

imagined that they would receive a service from a non-human agent. Subsequently, this may put 

them in discomfort and influence their satisfaction (Ashfaq et al. 2020) and loyalty (Rajaobelina 

et al. 2021). Through surveying 500 random consumers, 87% disclosed that they still prefer 

humans to chatbots for quick interactions (Press 2019; Yin 2019). The lack of human interaction 

in computerized service delivery is defined as “the need that some individuals feel for interacting 

with the service employee in a service encounter” (Dabholkar 1992, p.564). In the context of self-

service encounters, such as chatbots, the lack of human interaction refers to “the importance of 

human interaction to the customer in service encounters of individuals” (Dabholkar and Bagozzi 

2002, p.188). Thus, in this study, we define the lack of human interaction as “the concern of losing 

human interaction when collaborating with AI.” 

Nguyen (2019) discussed that some firms may still feel reluctant to implement chatbots 

since users lack the human touch when interacting with them. Luo et al. (2019) found that when 

customers know they are conversing with a non-human partner trying to make a sales call for them, 

they tend to be curt and purchase less because they perceive the chatbot to be less knowledgeable 

and less empathetic. Several studies also showed that there is an inverse relationship between the 
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lack of human interaction and consumers’ behaviour toward self-service technologies (Collier and 

Sherrell 2010; Lee et al. 2010; Reinders et al. 2008) and their intention to use them (Lee 2017).  

Participants in the qualitative study in this research have also raised the concern that 

collaborating with an AI may eliminate the human touch from the interaction, which would hinder 

their willingness to collaborate with it. Some of the excerpts that affirm this argument are “Humans 

are not comfortable talking to machines”, “AI has to match the energy of the human co-worker 

that makes them more comfortable .. the AI would be very transactional. People want to work in 

a company that they feel comfortable …”, and“the feeling of another person… the human element 

is very important.” Thus, we hypothesize that: 

H2a: Perceived lack of human interaction when collaborating with AI will have a negative 

association with one’s willingness to collaborate with it 

5.1.4. Incompatibility 

The qualitative study listed “incompatibility” as the second top concern when collaborating 

with AI. Some individuals perceive AI as a black-box. This means that the inner workings of AI 

and how its components come together may not be known. Some participants mentioned that: 

“Compatibility with the values and morals as a company would be a concern...it can be detected 

through asking AI certain questions to make sure it is compatible with the company’s values”, 

“Culture-fit and team-fit assessment is not easy …. someone who is great for one company might 

not be good in another”, and “Compatibility with values and ethics is a concern.” Consequently, 

deploying an AI that is created and developed by another organization, and sometimes in another 

country, may influence individuals’ perceptions about how it processes data and provides 
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recommendations. This may raise the concern that the AI would unintentionally make 

recommendations that are incompatible with the organization’s values and beliefs.  

According to the Diffusion of Innovation (DOI) theory, compatibility is defined as “ how 

innovation fits into the user’s experience and needs and is consistent with existing values (Rogers 

2003). In the context of providing online government services, compatibility is defined as “the 

degree to which an innovation is seen to be compatible with existing values, beliefs, experiences 

and needs of adopters” (Carter and Bélanger 2005, p.8). Compatibility was found to be a strong 

predictor of citizens’ intention to use e-government services (Carter and Bélanger 2005). This 

means that citizens are more willing to use e-government services if the services are compatible 

with their values. For the adoption of solar energy systems, compatibility positively influenced the 

adoption of such systems (Labay and Kinnear 1981) and was defined as “the degree to which the 

innovation is seen as consistent with the innovator's existing values, past experiences, and needs” 

(Labay and Kinnear 1981, p.272). In mobile bookings, compatibility is defined as “the degree to 

which the mobile hotel booking technology fits the lifestyle and experiences of individuals” (Ozturk 

et al. 2016, p. 1352). In this research, I conceptualize incompatibility as “the concern that the AI 

might be inconsistent with and is unable to provide recommendations that align with the 

organization’s and/or humans’ needs and values.” 

Since compatibility represents one’s existing values and beliefs, empirical research 

demonstrated that compatibility significantly affects the intention to use technology (Lee and Lyu 

2019). Hari et al. (2021) discovered that compatibility positively influenced customer brand 

engagement when banking chatbots were used, thereby influencing their satisfaction with the 

brand experience and customer brand usage intention. Compatibility also has effects on 

behavioural intention to use mobile technology and is considered to be one of the most significant 
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factors influencing behavioural intention in a mobile shopping context (Wu and Wang 2005). Ewe 

et al. (2015) highlighted that the willingness to adopt mobile banking could be increased by 

offering and promoting various complementary services that give the impression that mobile 

banking is easy to use and is compatible with users’ lifestyles.  

When an innovation shows higher compatibility, it has a higher probability of being 

adopted (Eeuwen 2017; Rodríguez Cardona et al. 2019). Once an innovation is compatible, it is 

highly likely to be used, and hence, it becomes an important feature of such innovation (Rogers, 

2003). Therefore, if AI produces incompatible recommendations, individuals would evaluate AI 

collaborators negatively. Such concern would adversely impact humans’ willingness to collaborate 

with it. This leads to hypothesize that: 

 H2b: Perceived incompatibility when collaborating with AI will have a negative 

association with one’s willingness to collaborate with it 

5.2. Impact of AI Autonomy 

Beale and Wood in 1994 described autonomous agents as “agents that are able to work on 

behalf of their users without the need for any interaction or input from the user. They act without 

your presence, tirelessly performing tasks” (Beale and Wood 1994, p.240). Autonomy is often 

observed as freedom from human intervention or control (Brown et al. 1998). This definition was 

later modified by Barber and Martin in 1999, who argued that autonomous agents should also take 

into account their goal, be able to make decisions about how to attain the goal, and act on these 

decisions (Barber and Martin 1999). Subsequently, they redefined autonomy as “an agent’s active 

use of its capabilities to pursue some goal without intervention, oversight, or control by any other 

agent.” (Barber and Martin 1999, p.8). This means that AI autonomy refers to the ability of 



78 
 

artificial intelligence systems to make decisions and take actions independently. It involves the 

development of algorithms and models that enable machines to analyze vast amounts of data, learn 

from it, and make intelligent choices based on predefined objectives.  

Furthermore, the US National Institute of Standards and Technology (NIST) discussed that 

systems are characterized by being fully autonomous if they can achieve the goals they were 

designed to achieve within a definite scope with no human interventions and can adapt to 

operational and environmental conditions (Ezenkwu and Starkey 2019). Nickerson and Reilly also 

defined machine autonomy as “the ability of the machine to make decisions on its own” (Nickerson 

and Reilly 2004, p.2). Therefore, and in the context of this research, I define AI autonomy as: “the 

extent to which the AI collaborator works independently and makes decisions on its own without 

human intervention.” 

Ten levels of machine autonomy were proposed by Parasuraman et al. (2000); such that 

the highest level is one where the machine decides everything and ignores the human. In contrast, 

the lowest level is when the machine can offer assistance while the human makes all the decisions. 

Given these levels, Nickerson and Reilly (2004) proposed that the level of machine autonomy will 

have an influence on humans’ beliefs in that machine.  

 The emergence of these new innovative technologies, such as AI, has led many 

organizations and humans to relinquish many tasks to be completed by these technologies. Green 

and Chen (2019) discuss that many decisions are now made through an “algorithm-in-the-loop” 

process where algorithms that are based on ML algorithms have some level of control and can 

inform people. Given the unique nature and capabilities of AI, AI is able to instantly make 

predictions, handle very complex calculations, and improve inefficiencies much faster than the 

human mind (Deyo 2020). This improves humans’ work by completing routine, repetitive tasks or 
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analyzing overwhelming amounts of data for more informed decisions (Brynjolfsson and Mitchell 

2017). For example, firms can divide various tasks between humans and robots to benefit from 

each other’s strengths. Robots can take care of duties that need a fair amount of physical activity 

and are repetitive, while human workers can focus on tasks requiring human capabilities and 

judgment (Libert et al. 2020). Hence, assigning AI some levels of autonomy to complete a task on 

behalf of humans would save them time (Hua Ye and Kankanhalli 2018) and increase people’s 

perception of efficiency (André et al. 2018). Therefore, I hypothesize that: 

H3a: Increased AI autonomy when collaborating with AI will have a positive association 

with perceived efficiency 

Highly autonomous AI can increase work efficiencies and execute decisions and actions 

consistently without being influenced by emotions, unconscious biases, or external pressures. 

Although, in some instances, the AI may produce biased or undesirable outcomes if not trained 

well or if the data used to train it is not well-representative (Ebrahimi and Hassanein 2021), the 

perception that AI is characterized by consistency in making decisions can contribute to a 

perception of integrity because the AI is not subject to the same human vulnerabilities that can 

lead to biased or inconsistent decision-making (Polli 2019). In addition, highly autonomous AI 

bases its decisions on objective data-driven patterns. This objectivity can lead to a perception that 

the AI is making decisions based on rational analysis rather than subjective factors, thus enhancing 

its perceived integrity. 

Many participants from my qualitative study corroborate this idea that when AI is involved 

in the hiring process, the decisions made would be more objective and free of bias, at least initially, 

and thus, would have more integrity. As some interviewees mentioned, “AI can create some 

objectivity for everybody when evaluating them as some hiring managers might be unconsciously 
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biased.”, and “AI does not care about skin colour or ethnicity….it skips all the biases the humans 

might have .. but the final decision should still be mine.” (see Appendix B for more quotes). Thus, 

in the context of this study, the following hypothesize is advanced: 

H3b: Increased AI autonomy when collaborating with AI will have a positive association 

with perceived integrity 

Several studies claim that algorithms usually outperform humans even if they make 

mistakes or produce some errors (Grove et al. 2000). Despite this outperformance, people may 

prefer humans’ forecasts to algorithms’ forecasts (Diab et al. 2011; Eastwood et al. 2012). 

Furthermore, in some cases, people create a negative perception of algorithm-based decision aids 

when they are used to seek external advice since they are nonhuman tools (Shaffer et al. 2013). 

People may also attribute greater attention and weight to the advice given by a human than by an 

algorithm (Önkal et al. 2009). Some may also prefer to rely on their own or other people’s 

judgment and exhibit less tolerance for errors made by algorithms than errors made by other people 

(Dietvorst et al. 2015; Green and Chen 2019). They may even reject fully automated decisions or 

AI systems in fear of replacement (Huisman et al. 2021) or other threat-faced emotions (Hornung 

and Smolnik 2022; Akmeikina et al. 2022).  

This means that even if algorithms show great performance, humans may still feel they are 

in need of human touch and interaction when collaborating on a certain task.  

Besides, Mnih et al. (2015) highlight that adopters of AI systems should be given additional 

control to foster the acceptance of the system. Furthermore, Eilers et al. (2020) emphasize that 

employee empowerment is a critical factor in improving employee work effectiveness. Akmeikina 

et al. (2022) discuss that in the era of technological intelligence, people continue to be empowered 
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through their skills since AI systems are not yet mature enough to think exactly like humans.  

Therefore, we hypothesize that: 

 H3c: Increased AI autonomy when collaborating with AI will have a positive association 

with perceived lack of human interaction 

While AI autonomy holds great promise in various fields, such as healthcare, 

transportation, and finance, it also raises concerns about incompatibility with human values and 

needs (Muggleton et al. 2021). The qualitative data collected in this study showed that 

incompatibility of the AI recommendations would be of concern to humans who use it since it may 

not match the needs and values of the organization and/or the team. As AI systems become more 

sophisticated and capable of independent decision-making, they may prioritize objectives in ways 

that are misaligned with human values or societal norms. This misalignment can arise due to 

ignoring the contextual and subjective nature of values across cultures and individuals, and lack 

of transparency in algorithmic decision-making (Ajunwa 2020), or a misinterpretation of human 

preferences. Thus, I hypothesize that: 

H3d: Increased AI autonomy when collaborating with AI will have a positive association 

with perceived  incompatibility  

5.3. Impact of AI Explainability 

As discussed earlier, the issue of using black-box models in building an AI presents the 

need to develop a more transparent and interpretable algorithm that can provide explanations for 

their outcomes (Rader et al. 2018). In non-mathematical terms, (Biran and Cotton 2017, p.1) 

discussed that “systems are interpretable if their operations can be understood by a human, either 

through introspection or through a produced explanation.” Inspired by Biran and Cotton’s 
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definition, (Miller 2019, p.8) defined interpretable systems as “the degree to which a human can 

understand the cause of a decision.” Adadi and Berrada (2018) also mentioned that explainable 

AI is a research field that attempts to create AI systems whose outcomes are understood by 

humans. 

In 2016 the European Union imposed a new regulation as part of the General Data 

Protection Regulation (GDPR) that calls for the “right to explanation” (Casey 2018). This new 

type of regulation was imposed due to the accelerated development of intelligent machines and 

ML algorithms that are now used to make automated decisions. Therefore, the European Union 

urged that in order to ensure fairness and transparency in processing personal information, its 

citizens should have the right to know – in a meaningful way – the logic behind automated 

decisions that affect them. The U.S. Department of Defense is also directing efforts toward 

developing “explainable AI” systems that are able to translate decisions resulting from complex 

algorithms to a language humans can understand (Castellanos 2018).  As a result, in this study, 

“explainability” is defined as:” the extent to which the AI collaborator provides explanations about 

its recommendations/decisions.” 

Gregor and Benbasat (1999) emphasized the importance of the ability of intelligent systems 

to justify and provide explanations for their actions. The authors suggested that this feature can 

enhance people’s beliefs about such intelligent systems. For example, if intelligent agents are able 

to explain what they do and why they do it, people might trust them more. Moreover, the authors 

suggest that the use of explanations influences efficiency and effectiveness (Gregor and Benbasat 

1999). This conclusion was justified by arguing that explanations improve systems’ transparency 

and help to transfer knowledge more efficiently, resulting in greater system effectiveness.  
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When building recommender systems or ML systems, (Kulesza et al. 2015) argue that the 

ability of such systems to provide explanations about their recommendations and reasoning helps 

end users understand the internal mechanics of these systems and enables them to better customize 

these systems (Bostandjiev et al. 2012). Without explanations, end users would find it inefficient 

and challenging to accurately modify such systems (Lim et al. 2009). Kleinberg et al. (2018) also 

discuss that humans sometimes find it difficult to justify their decisions or may not be aware of 

their own unconscious biases. Hence, they may look for explanations to rationalize their choices. 

Moreover, Herlocker et al. (2000) advocate that explanations facilitate the process of handling any 

errors that might come with a recommendation from intelligent recommender systems, which leads 

to greater efficiency. Yang et al. (2021) also agree that some humans need AI explanations to 

improve the efficiency of their decision-making process when collaborating with AI. Thus, we 

hypothesize that: 

H4a: AI explainability when collaborating with AI will have a positive 

association with perceived efficiency  

Wang and Benbasat (2007) found that the use of trade-off explanations generated 

by recommendation agents significantly and positively influences users' integrity beliefs, 

where trade-off explanations inform users about the benefits and potential costs of different 

product features. Such balanced information delivers an image of objectivity and fosters 

users’ integrity perceptions toward recommendation agents. Herlocker et al. (2000) 

discussed that recommender systems are black boxes that, if a recommender system is able 

to provide explanations about the reasoning and rationale of its recommendations, it would 

be perceived to be more transparent. The authors also recommend that adding an 

explanation facility into a recommender system improves users’ sense of involvement in 
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the recommendation process, enabling them to add their knowledge and expertise to 

complete the decision-making process. 

Shin (2021) conducted an experiment with 350 students to examine the effects of 

explainability on perceived fairness and transparency, among other variables. Participants 

were given an algorithmic-based news website where they could surf, view, and read 

automatically generated news. They were told that the news content and recommendations 

were generated through ML algorithms. They were also given explanations about why they 

were shown certain recommendations. The authors found that explainability had a positive 

influence on perceived fairness and transparency of the algorithmic-based website (Shin 

2021). 

From the qualitative study, objectivity in making decisions is among the benefits 

that humans expect from an AI collaborator. Humans need objective information or 

explanations that would influence their judgment and final decisions. Objectivity was also 

found to be among the issues that consumers care about when using recommendation 

agents in virtual shopping (Komiak et al. 2004). We argue that when AI provides 

explanations to justify its decisions and outcomes, humans perceive the AI to be objective, 

unbiased and fair, resulting in overall more integrity. Therefore: 

H4b: AI explainability when collaborating with AI will have a positive 

association with perceived integrity 

As discussed in Chapter 2, exchanging knowledge and explaining actions is crucial in 

human-human collaboration. To encourage such exchange, some organizations may compensate 

workers who share their knowledge while punishing others who refrain from doing so (Bartol and 
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Srivastava 2002). Firms also develop online platforms that enable them to reach subject matter 

experts from around the world to solve their problems (Dissanayake et al. 2015). Herlocker et al. 

(2000) advise that building recommender systems with explanatory interfaces improves users’ 

involvement and their feeling that they are kept in the loop when making a decision. Researchers 

also agree that understanding how humans explain to each other can serve as a basis for building 

and designing explainable AI (Miller 2019; Wang et al. 2019). They suggest that explanations help 

people to learn by extracting the distilled knowledge in order to predict and influence future 

phenomena (Miller 2019; Yang et al. 2021).  

Moreover, sometimes humans seek to consult other humans to learn and augment their 

knowledge or to verify a piece of information. The use of search engines, knowledge bases, and 

AI played a great role in eliminating the need for this human-human consultation. ChatGPT, as an 

example, is able to comprehend and generate any text to communicate fluently like humans 

(Teubner et al. 2023). Meta’s Chief AI Scientist “Yann LeCun” also mentioned that there are ‘‘half 

a dozen startups that basically have very similar technology’’ (Ray 2023). Such technologies that 

can interact and explain different phenomena are reducing the need for human-human interaction 

and consultation in many situations. Decision-makers would utilize explanations from such 

systems to scrutinize and debug any errors or to make the necessary decisions (Wang et al. 2019). 

Therefore, when humans collaborate with an AI that is willing to provide explanations 

about its decisions, this would reduce the need to consult another human to discuss the rationale 

of a certain AI recommendation. That said, humans’ perception that they would need to interact 

with other humans would decrease if the AI were able to explain its actions. Therefore, we 

hypothesize that: 
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H4c: AI explainability when collaborating with AI will have a negative 

association with perceived lack of human interaction 

Participants from the qualitative study were concerned about the compatibility of 

the AI outcome with the organization’s values. Without explanation, this concern will be 

greater. However, when an AI is able to provide an explanation about the factors it 

considers to make a decision or produce an outcome, humans will be less concerned or at 

least will be able to investigate the elements that led to an incompatible outcome. Yang et 

al. (2021) highlight that compliance with regulation is a fundamental reason for seeking to 

improve the explainability of AI systems. The European Union regulated the notion that 

AI systems should grant individuals “The right to explain,” where individuals subject to a 

decision made by an AI system should be given an explanation of why the AI made a 

specific decision (Goodman and Flaxman 2017). Providing explanations can also help 

humans understand what could be changed to obtain a better result (Yang et al. 2021) that 

can comply with organizations’ policies and values. Therefore, the more the AI is able to 

provide explanations, the less people would be concerned about the incompatibility of the 

outcome since it would be transparent to humans the logic the AI considered when making 

a decision (Rossi 2019). This leads to the following hypothesis: 

H4d: AI explainability when collaborating with AI will have a negative association with perceived 

incompatibility 

Summary 

This chapter outlined a research model and conceptualized the variables used in this study. 

The model consists of eleven main hypotheses deliberated from the general framework provided 
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earlier in Chapter 1. Specific contextual AI characteristics are added, and beliefs about 

collaborating with AI  (i.e., perceived benefits and concerns) are included. Details about the 

quantitative study are discussed in the next chapter. 
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Chapter 6: Methodology and Results of the Quantitative 

Study 

This chapter describes the methodology used to validate the research model presented in 

Chapter 5. Details about The methodology employed a between-subjects experimental survey 

design. Results from this experiment are presented at the end of this chapter.  

6.1. Task Overview 

One of the most promising uses of AI in organizations is its utilization in the hiring and 

recruitment process. A wide range of applications are already in the market (e.g., Knockri, 

HireVue, Seedlink, Gecko), with an increasing trend towards using AI to screen millions of 

candidates and applications, and recommend a shortlist of those who present the best fit. It has 

been argued that recruiters ignore 65 % of resumes submitted for a job posting receiving a 

receiving a high volume of applications and that AI can play a vital role in solving this problem 

(Min 2016).  Unlike typical, unintelligent HR software programs, AI that uses ML can also screen, 

rate, compare, and rank every resume instantly (Min 2016). 

Figure 7 describes the major phases of a typical recruitment process in different 

organizations such as Unilever, Nike, Goldman Sachs etc. The process starts by posting a job 

opportunity for which organizations seek to find the best candidate. After that, prospective 

applicants fill out an application form, upload their resumes, and submit a self-recorded video 

where they answer a set of predetermined questions. Recruiters in organizations then examine each 

candidate's resume and application form and watch the videos that the applicant submitted. After 

this, recruiters create a shortlist of the best candidates and invite them for a personal interview.  
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Figure 7: Steps of a Typical Hiring Process 

After obtaining the research ethics clearance (MREB#: 5134), participants were invited 

through a market research firm to take part in a 2X2 factorial design scenario-based survey. The 

scenario of the study was designed in a way that imitates the real recruitment process described in 

Figure 7 but with the help of an AI called “AI-Assist”. The reason why I am applying a scenario-

based study and not using a real AI is two-fold: 1) to eliminate any potential confounding effects 

(e.g., potential biases towards specific companies or AI products), and 2) to control the amount of 

time necessary for participants to complete the process. With this design, I tested the hypotheses 

through a between-subjects experimental approach. 

At the beginning of the survey, a set of screening questions was used to filter out 

participants who were not eligible to complete the survey (see Appendix C). An ineligible 

participant is anyone with no hiring experience. After the screening phase, eligible participants 

were given a consent form that outlined general information about the study and what was expected 

from them during the study. Then, demographic information was collected from participants. After 

answering the demographic questions, all subjects were directed to watch a one-minute video 

about how AI could be used in the hiring process and the different ways it can process candidates’ 

profiles. Subsequently, participants were asked to imagine a scenario where their organization is 

contemplating the adoption of an AI called “AI-Assist” that can collect and analyze candidates' 

profiles and their recorded videos. They were asked to imagine that their organization is asking 

them to collaborate with this "AI-Assist" to recruit the best candidate for a customer service job.  
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A customer service job was selected in this scenario for different reasons. First, we assume 

that every participant is aware of what a customer service job is and the basic requirements that 

should be present in a candidate’s profile to fill the job. Second, a good-fit candidate for a customer 

service job should possess a combination of qualities (e.g., body language, tonality, facial 

expressions, the language used, etc.) that AI can automatically process and analyze. Third, in a 

customer-facing job like a customer service representative, we argue that human judgment is still 

critical and that we are still far from relying only on an AI to hire candidates that will interact with 

customers. Last, employees always look to work with collaborative, friendly, and respectful 

people. Thus, having a human in the loop when recruiting candidates is still essential in 

organizations, and hiring a customer service candidate is an example of a job that would still 

require human input. Next, participants were randomly assigned to one of four treatment 

conditions where AI autonomy and AI explainability were manipulated (see Table 5). 

Table 5: Treatment Groups 

Treatment group  Autonomy 

Level 

Explainability 

Level 
No. of Participants 

1 High High 89 

2 Low High 89 

3 High Low 92 

4 Low Low 87 

6.2. Treatment Conditions 

Four treatment groups were used in this experimental study. Variations between groups 

were based on manipulating both the autonomy and explainability of “AI-Assist.” Autonomy was 

manipulated as to who would make the final decision. A final decision in our context is defined in 

terms of who will be responsible for inviting shortlisted candidates to a personal interview. In the 

high autonomy condition (i.e., autonomous AI), AI-Assist screens candidates’ applications, creates 

a shortlist of the top candidates and automatically decides and invites those shortlisted candidates 
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for a personal interview. Also, since autonomy involves the freedom to choose from a variety of 

options unrestrictedly (Newman et al. 2022; Wertenbroch et al. 2020), autonomy was also 

manipulated in terms of the level at which the human recruiter has access to any other candidate’s 

profile and not to be restricted only with what the AI provides. Therefore, in the high-autonomy 

condition, participants were only given access to the resumes and videos of the shortlisted 

candidates. They did not have the option to review other applicants’ information who applied for 

the job.  

In contrast, in the low autonomy condition (i.e., assistive or augmenting AI), AI-Assit 

screens candidates’ applications and creates a shortlist of the top candidates. Then, the human 

recruiter takes a look at the shortlisted candidates so that he/she can decide whom to invite for a 

personal interview. Unlike the high-autonomy condition, participants in the low-autonomy 

condition were given access to the resumes and videos of the shortlisted candidates as well as 

access to any other applicant’s information who applied for the job and was not shortlisted. So, in 

the low autonomy condition, the human recruiter makes the final decision, while in the high 

autonomy, “AI-Assist” makes the final decision. 

For AI explainability, participants in the high explainability condition (i.e., explainable AI) 

were provided with an explanation for the AI-Assist’s decision that justified why AI-Assist 

shortlisted certain candidates. In the low explainability condition (non-explainable AI), AI-Assist 

did not provide any explanation for its decision. A summary explanation of the four treatment 

groups can also be found in Table 6. 

Participants in each condition watched a two-minute video that manipulated AI autonomy 

and AI explainability. In each video, participants watched and listened to a pre-recorded and 
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written two-way conversation that took place between a human recruiter and AI-Assist. All 

conversations were written in a chat-dialogue format so that participants were also able to read the 

whole conversation. To showcase that the other conversing partner is an AI, a well-known icon 

representing an AI teammate was used, and the name “AI-Assist” was used and displayed beside 

the icon. In contrast, a human-like icon was used to represent the human collaborator.  

In order to make sure that all participants watched the one-minute and two-minute videos, 

two approaches were used. First, prior to watching any of the videos, a message was displayed to 

all participants asking them to click on the “play” icon to listen to the video. The message also 

reminded them that they would not be able to proceed with the survey until they watched the video 

in full. Second, the experiment was designed so that participants could not proceed to the next 

page or see the “Next” button until the duration of the video being played had passed. After 

completing the experimental task, participants were directed to answer a set of survey questions 

that also included open-ended questions to justify and fortify the results of the quantitative study.  

6.3. Sample Size 

Participants were recruited and the survey study was carried out using Qualtrics. Qualtrics 

is a software company established in 2002 that offers user-friendly web-based tools and services 

to facilitate the development of surveys and the collection of survey data. Survey-based research 

is powerful in making inferences about the general population by collecting data from 

representative samples. The advantages of using web-based or online surveys are well documented 

in the literature as they (1) allow easy access to populations that would otherwise be difficult to 

reach, (2) make it easy to obtain a large sample, (3) are more convenient as data collection takes a 
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shorter time, and (4) provide services at low administrative costs (Wright 2005). In this study, all 

participants were invited and compensated through Qualtrics. 

For a statistical power of 0.8 with a medium effect size (f = 0.25), the G*Power 3.1.9.7 

sample calculator suggested a sample size of 269 for five predictors (Faul et al. 2007, 2009). To 

allow for some spoiled surveys, a sample size of 300 was recommended. However, given that this 

study has four treatment groups and it is important to balance the number of participants in each 

treatment group as well as balancing the key demographics of age and gender, a total number of 

380 participants were recruited in this study leading to a final number of 357 valid surveys, as will 

be discussed in section 6.6. 
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Table 6: Summary of the Four Experimental Conditions 

Condition Scenario 

Condition 1 

(LA / HE) 

AI: Analyzes resumes, application forms, and videos and produces consolidated 

scores (ranks) about the shortlisted candidates. 

 

+ Explanations are given regarding why these candidates were selected. 

 

Human: reviews and decides on the shortlist and gives permission to send 

invitations for personal interviews. Then, humans interview the candidates. 

Condition 2 

(HA / HE) 

AI: Analyzes resumes, application forms, and videos and automatically sends 

invitations for personal interviews. 

 

+ Explanations are given regarding why these candidates were selected. 

 

Human: is just informed about the invited candidates. Then, humans will 

interview the candidates. 

Condition 3 

(LA / LE) 

AI: Analyzes resumes, application forms, and videos and produces consolidated 

scores (ranks) about the shortlisted candidates. 

 

No Explanations are provided. 

 

Human: reviews and decides on the shortlist and gives permission to send 

invitations for personal interviews. Then, humans interview the candidates. 



95 
 

6.4. Pilot Study 

Pilot studies are recommended to be employed before the main study, usually using a small, 

convenient sample to check the instrumentation before the main research design details are 

finalized (Boudreau et al. 2001). A pilot study took place before the main data was collected to 

refine the measurement instruments and the survey design, if necessary, and to detect any other 

possible issues with the research design. Therefore, 25 pilot surveys were collected through 

Qualtrics research firm, where a link to the study was sent to participants. All recruitment 

conventions were followed, and participants were required to electronically approve a consent 

form prior to sending them to the actual survey. 

6.5. Main Study 

For the main study, data was also collected through Qualtrics research firm. The use of a 

research firm received full ethics approval prior to the recruitment of any participants, including 

for the pilot study. A total of 380 participants were recruited, and all recruitment protocols were 

followed. Participants were required to electronically provide their consent prior to completing the 

Condition 4 

(HA / LE) 

AI: Analyzes resumes, application forms, and videos and sends invitations for 

personal interviews. 

 

No Explanations are provided. 

 

Human: is just informed about the invited candidates. Then, humans will 

interview the candidates. 

Note: LA = Low Autonomy, HA= High Autonomy, LE= Low Explainability, HE= High Explainability 



96 
 

survey. Since it was not possible to balance the representation of all the demographic variables in 

each treatment group, an effort was made to ensure that the participants’ pool is representative in 

terms of the key demographics of age and gender.  

6.6. Data Cleansing 

Several procedures were followed to screen the data collected in this study and to ensure 

that all the responses collected were valid. The first step in cleaning survey-type data involved 

examining any missing values. When surveys are used, some participants may inadvertently or 

intentionally not answer one or more questions, resulting in incomplete data with missing values.  

Second, other factors were considered to account for missing values and get rid of 

undesirable responses, such as the time participants spent completing the survey. From the pilot 

study, the average estimated time for participants to complete the survey was 10-15 minutes. The 

Qualtrics platform also has a tool that can predict the time participants can take to answer the 

survey questions based on the survey design and the number of questions included. Accordingly, 

any participant who finished the survey in less than 10 minutes was excluded from the pool. 

Another factor was to examine for straight lining, which is when a respondent selects the same 

response for most questions (Hair, Risher, et al. 2019). For example, in a 7-point Likert scale 

survey, the straight lining would be if a respondent selected 1 or 7 for most of the survey questions. 

This is of great importance, especially when incentives are offered to participants to complete the 

survey (e.g., providing participants with a financial reward for taking the survey). 

In this study, missing values of a certain scale item were replaced with the mean values of 

that item since the number of missing values is less than 5% for that particular item, as suggested 

by (Hair, Risher, et al. 2019). In addition, to check for valid responses, one or more attention-check 

questions were inserted in the middle of the survey to ensure that participants were paying attention 
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and taking the time to comprehend the question to decide on the right answer from their own 

perspective. Two attention questions were inserted into the survey to ensure participants’ 

attentiveness while answering the questions4. Additionally, if a participant did not fully complete 

the survey or answered any of the attention check questions incorrectly, this participant's entire 

response was excluded. All of the aforementioned measures were considered in this study before 

deciding whether or not to remove a participant from our sample. 

Next, an outlier analysis was performed. Outliers are instances or cases of a dataset with 

extreme or out-of-range values on a single variable (univariate) or a number of variables 

(multivariate) (Meyers et al. 2016). To detect univariate outliers, this study follows the boxplot 

method suggested by Cohen (2008) methods as described in (Meyers et al. 2016). Boxplots are 

based on median rather than mean values, where the upper and lower ‘fences’ of the boxplot are 

set at 1.5 times the Inter-Quartile Range (IQR). An outlier would be a value outside the upper or 

lower boundary of a boxplot (Meyers et al. 2016). The boxplot univariate outlier analysis was 

completed for each individual item of a construct to have a detailed inspection of any case causing 

a problem in the dataset. In Addition, the skewness and kurtosis of all the data points were checked 

to make sure all fall within the -2 and +2 ranges. Results revealed no serious departures of the 

skewness and kurtosis for all the individual items except for the first efficiency indicator (i.e., 

kurtosis = 2.42). Overall, a total of seven univariate outliers were detected, as shown in Figure 8 

and Figure 9. After removing these outliers, the kurtosis fell within range (i.e., kurtosis= 1.82).  

 

 
4 In completing this task...  

- I am not paying any attention to this survey 

- I am answering questions in this survey without thinking 
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Figure 8: Univariate outliers detected from round one for the first efficiency indicator 

 



99 
 

Figure 9: Univariate outliers detected from round two of univariate outlier analysis for the first 

efficiency indicator 

Next, a Mahalanobis distance was performed using linear regression in SPSS Statistics for 

multivariate outlier analysis. Respondent identification (ID) numbers were used as the dependent 

variable, and efficiency, integrity, lack of human interaction, incompatibility, and willingness to 

collaborate were the independent variables. This analysis indicated that five cases are considered 

multivariate outliers. Such outliers were further examined, and it was found that removing them 

positively impacted the results. Therefore, they were removed from the dataset. From the 390 

recruited subjects, a total of 357 were identified as the final valid responses after removing 

problematic cases (e.g., straight-lining, univariate, and multivariate outliers). This number also 

satisfies the PLS requirement since PLS requires that the sample size be ten times the number of 

items in the most complex (Gefen et al. 2000). From the above sample size requirements 

calculations, a sample of 357 participants was sufficient to run the analysis. 

6.7. Demographics 

As mentioned earlier, hiring managers or hiring employees who are responsible for hiring 

staff at their organizations were recruited to take the survey. Along with the main model constructs, 

a number of general demographic information was collected from respondents (see Appendix E) 

for a list of these questions. General demographic variables captured were age, gender, education 

level, years of hiring experience, and knowledge level of AI. A full breakdown of participants’ 

demographics is provided in Table 7. 
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Table 7: Survey Participants’ Demographics 

Variable Count % 

Gender 

Man 208 58% 

Woman 148 41% 

Non-gender-binary, two-

spirit,or similar 
1 0% 

Others 0 0% 

Total 357  

Age 

20-30 30 8% 

31-40 78 22% 

41-50 98 27% 

51-60 79 22% 

61-70 54 15% 

> 70 18 5% 

Total 357  

Education 

Level 

High school diploma 33 9% 

Some college degree 88 25% 

Bachelors 140 39% 

Master’s 76 21% 

Ph.D 11 3% 

Other 9 3% 

Total 357  

Years of 

Hiring 

Experience 

1–5 years 79 22% 

6–10 years 93 26% 

11-20 years 99 28% 

21-30 years 50 14% 

>=31 36 10% 

Total 357  

Knowledge 

Level of AI 

No knowledge 11 3% 

Very basic knowledge 91 25% 

Medium knowledge level 115 32% 

Very good knowledge level 96 27% 

Excellent 
44 12% 

Total 
357  
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6.8. Measurement Scales  

Participants recruited to take the survey were asked to answer a set of questions. 

Measurement scales used in the survey were borrowed from well-established, validated scales in 

the extant literature to ensure content validity. The scales were adapted to reflect the context of 

this study. A seven-point Likert scale, with “strongly disagree” and “strongly agree” as the 

endpoints, was followed. For the benefits, efficiency and integrity were measured using the scale 

adapted from (Wilkinson et al. 2021). For the concerns, the lack of human interaction scale was 

adapted from (Dabholkar and Bagozzi 2002), while incompatibility was adapted from (Hari et al. 

2021). The explainability scale was adapted from (Jabagi et al. 2021), and autonomy was adapted 

from (Ahuja and Thatcher 2005). The willingness to Collaborate with AI was measured using a 3-

item scale adapted from (Gursoy et al. 2019). See Appendix D for details about the scale items 

used in this study. 

In addition to the aforementioned scales, three open-ended questions were also added at 

the end of the survey to solicit a richer understanding of each participant’s point of view regarding 

the role of AI explainability and its level of control as opposed to just obtaining values from a 

scale. Responses gathered from the open-ended questions added richness to the findings and were 

used to confirm the quantitative analysis results. 

6.9. Structural Equation Modeling (SEM) 

Structural Equation Modeling (SEM) is used to validate the proposed research model. SEM 

assesses both the measurement model (i.e., uses factor analysis to determine the degree that the 

observed variables load on their latent constructs) and the structural model (i.e., estimates the 

assumed causal and covariance linear relationships among the exogenous and endogenous latent 
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variables) in one analysis (Boudreau et al. 2001). SEM allows complicated variable relationships 

to be modelled through hierarchical or non-hierarchical structural relationships and is used to test 

the extent to which the statistical analysis of the IS research being studied is of high quality (Gefen 

et al. 2000). That is to test for statistical conclusion validity. SEM helps researchers answer 

interrelated research questions in one systematic and comprehensive analysis. 

That said, Partial Least Squares (PLS) was used in this study as a SEM method to analyze 

the data and validate the proposed model. PLS is chosen for this study because a) it is more suitable 

for studies with an exploratory type which is the case in this study (Gefen et al. 2000), as the case 

in this study, b) it estimates the variance of dependent constructs and their associated latent 

variables (Chin et al. 2003), and c) it is best suited when: (i) hypotheses are derived from theory, 

and the relevant variables are not known, (ii) the relationships between theoretical variables and 

their indicators are unclear, and (iii) the relationships between latent variables are hypothetical 

(Falk and Miller 1992). To analyze the data and validate the model in this study, SmartPLS 4 was 

used, where the measurement model was assessed, and then the structural model. Specifically, 

consistent PLS (PLSc-SEM) is utilized, as it employs a correction of reflective constructs' 

correlations in order to make results consistent with a factor model (Dijkstra and Henseler 2015). 

The following sections present the results of both stages in detail.  

6.9.1. Measurement Model 

When evaluating the measurement model, the focus is placed on the reliability and validity 

of the measures used to represent the model’s constructs (Chin 2010).  
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6.9.1.1. Reliabaility Analyses 

Since no observed data was used in this research, a reliability test of the scales used to 

measure study variables was conducted. Reliability reflects the measurement scale accuracy in 

representing a construct. It refers to “the extent to which the respondent can answer the same 

questions or close approximations the same way each time” (Straub et al. 2004, p. 400). Since all 

the study variables are composite variables consisting of multi-item scales, SPSS 26 was used to 

calculate Cronbach’s alpha of each latent variable to check for its internal consistency. We did this 

test for each composite variable, and each of these measures exhibited high reliability (i.e. 

Cronbach alpha is greater than .70) as suggested by (Nunnally 1978) (see Table 8). 

Composite reliability (CR) for each latent variable was also calculated using SmartPLS4 

(see Table 8). All constructs exhibited good reliability (i.e., CR ≥ 0.6) (Bagozzi and Yi 1988). 

Thus, we can conclude that all the measurement scales used in this study meet the construct 

reliability requirements.  

Table 8: Cronbach’s Alpha, Composite Reliability and AVEs of the Study 

Variables 

 

Variable Cronpach’s Alpha (α) Composite Reliability Average Variance 

Extracted (AVE) 

Efficiency 0.91 0.91 0.77 

Integrity 0.89 0.81 0.72 

Lack of Human 0.83 0.84 0.72 

Incompatibility 0.81 0.81 0.60 

Autonomy 0.74 0.86 0.77 

Explainability 0.82 0.83 0.70 

Willingness to Collaborate 0.94 0.94 0.85 
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6.9.1.2. Convergent and Discriminant Validity Analyses 

Construct validity refers to “an issue of operationalization or measurement between 

constructs…. It raises the basic question of whether the measures chosen by the researcher ‘fit’ 

together in such as way so as to capture the essence of the construct” (Straub et al. 2004, p.388). 

Since the constructs in our model are reflective, convergent validity and discriminant validity were 

examined. For reflective constructs, all measurement items are assumed to be unidirectional and 

highly correlated with one another to reflect the latent variable. To assess convergent validity, 

Average Variance Extracted (AVE) values are assessed, where AVE values should exceed 0.50 

(Fornell and Larcker 1981). As Table 11 shows, all AVE values on the diagonal are >= 0.5, thus 

providing evidence of satisfactory convergent validity.  

Discriminant validity means that “the existence of a construct is that the measurement items 

posited to make up that construct differ from those that are not believed to make up the construct” 

(Straub et al. 2004, p.389). To assess discriminant validity, two methods were followed: examining 

item loadings to construct correlations and examining the ratio of the square root of the AVE of 

each construct to the correlations of this construct to all the other constructs (Gefen and Straub 

2005). For the first technique, scale items should be investigated to ensure they load more highly 

on their theoretically assigned latent variable than on any other latent construct (Gefen & Straub, 

2005). Such that if each item loading is greater for its assigned variable by at least 0.1 and each of 

the variables loads highest with its corresponding items, it can be concluded that there is an 

adequate level of construct validity (Straub et al. 2004; Urbach and Ahlemann 2010).  

To do this, SmartPLS4 was used to examine indicator/item loadings. As shown in Table 9,  

all indicators do load most highly on their own theoretically assigned construct at a minimum 

threshold of 0.50 as per (Hair, Babin, et al. 2019), except for the “Lack of Human Interaction” 
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construct, where the first scale item loading was less than the minimum threshold (i.e., item loading 

= 0.268) and the difference between the item loadings and this item was greater than 0.1 (see  Table 

9). Therefore, this analysis took an iterative approach in examining the cross-loadings after 

removing the problematic item of the “Lack of Human Interaction” scale and rerunning the 

analysis. In the second iteration, all item loadings satisfied the construct validity requirements as 

shown in Table 10. 

Table 9: First Iteration of Item Loadings and Cross Loadings of Measurement Scales 

Construct 

Items 
Efficiency Integrity 

Lackof

H 
Incomp Autonomy Explain Willingness 

Eff_1 0.893 0.601 -0.38 -0.367 0.021 0.464 0.658 

Eff_2 0.867 0.635 -0.4 -0.37 0.04 0.439 0.643 

Eff_3 0.895 0.661 -0.415 -0.415 -0.003 0.419 0.678 

Integrity_1 0.604 0.843 -0.441 -0.326 0.014 0.46 0.599 

Integrity_2 0.627 0.836 -0.417 -0.349 0.082 0.418 0.612 

Integrity_3 0.608 0.874 -0.438 -0.359 0.042 0.379 0.63 

LackofH_1 -0.12 -0.209 0.268 0.331 0.062 -0.288 -0.166 

LackofH_2 -0.419 -0.461 0.852 0.531 0.072 -0.279 -0.514 

LackofH_3 -0.422 -0.459 0.976 0.595 0.11 -0.288 -0.607 

Incomp_1 -0.262 -0.239 0.483 0.671 0.125 -0.272 -0.335 

Incomp_2 -0.35 -0.313 0.531 0.797 0.084 -0.305 -0.415 

Incomp_3 -0.387 -0.372 0.459 0.849 0.027 -0.304 -0.454 

Willing_1 0.689 0.672 -0.596 -0.486 -0.01 0.397 0.944 

Willing_2 0.702 0.686 -0.555 -0.47 -0.032 0.435 0.94 

Willing_3 0.68 0.63 -0.527 -0.495 0.016 0.462 0.899 

Exp_1 0.417 0.413 -0.269 -0.338 0.018 0.838 0.394 

Exp_2 0.421 0.416 -0.29 -0.304 -0.086 0.836 0.39 

Aut_1 0.116 0.139 0.034 -0.014 0.527 0.047 0.056 

Aut_2 -0.025 0.009 0.133 0.14 0.998 -0.077 -0.04 

 

Table 10: Second Iteration of Item Loadings and Cross Loadings of Measurement Scales 

 Efficiency Integrity LackofH Incomp Autonomy Explain Willingness 

Eff_1 0.863 0.601 -0.42 -0.367 0.021 0.464 0.658 

Eff_2 0.867 0.635 -0.437 -0.37 0.04 0.439 0.643 

Eff_3 0.909 0.661 -0.451 -0.415 -0.003 0.419 0.678 

Integrity_1 0.604 0.845 -0.469 -0.326 0.014 0.46 0.599 

Integrity_2 0.627 0.837 -0.446 -0.349 0.082 0.418 0.612 

Integrity_3 0.608 0.860 -0.471 -0.359 0.042 0.379 0.63 
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LackofH_2 -0.419 -0.461 0.789 0.531 0.062 -0.288 -0.514 

LackofH_3 -0.422 -0.459 0.903 0.595 0.072 -0.279 -0.607 

Incomp_1 -0.262 -0.239 0.508 0.671 0.11 -0.288 -0.335 

Incomp_2 -0.35 -0.313 0.559 0.797 0.125 -0.272 -0.415 

Incomp_3 -0.387 -0.372 0.481 0.849 0.084 -0.305 -0.454 

Willing_1 0.689 0.672 -0.647 -0.486 0.027 -0.304 0.935 

Willing_2 0.702 0.686 -0.607 -0.47 -0.01 0.397 0.933 

Willing_3 0.68 0.63 -0.581 -0.495 -0.032 0.435 0.891 

Exp_1 0.417 0.413 -0.269 -0.338 0.018 0.838 0.394 

Exp_2 0.421 0.416 -0.29 -0.304 -0.086 0.836 0.39 

Aut_1 0.116 0.139 0.034 -0.014 0.527 0.047 0.056 

Aut_2 -0.025 0.009 0.133 0.14 0.998 -0.077 -0.04 

 

Next, the square root of the AVE values for the latent variables used in this study was 

examined. Fornell and Larcker (1981) recommend that the square root of the AVE values for the 

latent variables should be larger than the correlations the construct has with any other construct. 

As demonstrated in Table 11, all square roots of the AVEs for each construct are greater than the 

correlation with any other construct, thus providing evidence of discriminant validity. 

6.9.1.3. Multicollinearity Analysis 

Multicollinearity occurs when variables are too highly correlated. As multicollinearity 

increases, it makes it difficult to correctly interpret the variable because it will be hard to ascertain 

the effect of any single variable owing to their interrelationships (Hair 1995). To assess 

multicollinearity in this study, different approaches were followed. First, inter-construct 

correlations were examined. Such that if bivariate correlations are greater than 0.80, it can be 

inferred that there could be multicollinearity issues that require either removing a variable (Meyers 

et al. 2016) or combining variables into a larger one (Stevens 2002). As presented in Table 11 

shows, none of the inter-construct correlations indicate issues with multicollinearity. 

Second, a more advanced multicollinearity analysis was completed by checking the 

Tolerance and Variance Inflation Factor (VIF) indices using SPSS 26. As suggested by Meyers et 
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al. (2016), multicollinearity exists when predictor variables are strongly correlated but should not 

exist to correlations between predictor variables and dependent variables. Therefore, the Tolerance 

and VIF analysis were examined between predictor variables. Tolerance values should be less than 

0.01, and the VIFs should be below ten as per (Esposito Vinzi et al. 2010; Stevens 2002). Using 

SPSS 26, all of the Tolerance values and VIFs for this study met the required threshold (i.e., 

Tolerance values < 0.01 and VIFs , 10). Consequently, multicollinearity is not deemed to be an 

issue in this research study. 

 

6.9.1.4. Common Method Bias 

Since the study employs cross-sectional self-reported surveys, common method bias could 

be an issue. Common Method Bias (CMB) or Common Method Variance (CMV) is “the systematic 

Table 11:  Descriptive statistics, correlation matrix, and Square Roots of AVEs  

Variable 
Mean SD 

Eff. Integ. Lack_H Incomp Willing Autono Expl 

Blue_

Att 

Pub_

Tr 

Efficiency (1) 5.68 1.12 0.89         

Integrity (2) 5.37 1.20 .609** 0.86        

Lack of Human 

Interaction (3) 
4.13 1.56 -.515** -.525** 0.85       

Incompatibility (4) 3.83 1.42 -.46** -.399** .553** 0.78      

Willingness to 

Collaborate (5) 
5.50 1.25 .742 .667** -.625** -.500** 0.93     

Autonomy (6) 4.85 1.45 .042 .072 .090 .074 .005 0.77    

Explainability (7) 5.45 1.35 .432** .422** -.279** -.313** .414** .439** 0.85   

Blue Attitude (8) 4.94 1.29 .089 .101 -.022 -.057 .094 .028 .015 0.73  

Public_Transit (9) 2.89 1.51 .073 .090 -.055 -.040 .116* .078 .012 .038 0.70 

Notes: ** Correlation is significant at p<.01, * Correlation is significant at p<.05 
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error variance shared among variables measured with and introduced as a function of the same 

method and/or source” (Richardson et al. 2009, p.763). Common method bias can lead researchers 

to observe a significant effect when, in fact, the true effect is due to the method used (Whitman 

and Woszczynski 2003). This systematic error variance can bias the findings of empirical analyses 

and can also bias the estimated relationships among variables or measures (Jakobsen and Jensen 

2015). Podsakoff et al. (2003) uncovered four main sources of CMB: a) having a common rater or 

the same person responding to the measures of the dependent and independent variables, b) having 

measurement items with some specific characteristics or properties (i.e., wording items with 

hidden cues as to how to respond, including complex and ambiguous items), c) the positioning of 

the survey items (i.e., items context) might influence respondents (e.g., the context and positioning 

of the items on a questionnaire), and d) the contextual influences in which the measures are 

obtained (i.e., location, time, media) (Podsakoff et al. 2003; Tehseen et al. 2017). 

Many researchers have suggested the use of multiple methods or remedies to control for 

the effect of common method bias on the study results (Lindell and Whitney 2001; Podsakoff et 

al. 2003). Some remedies could be applied during the data collection phase, while others could be 

applied after the data collection phase (Tehseen et al. 2017). For the former, it was recommended 

that researchers try not to measure the dependent and independent variables from the same 

informants (Podsakoff et al. 2003; Williams et al. 2010). This means that researchers should collect 

survey data about the dependent variables from participants who are different from those 

informants invited to answer survey questions related to the independent variables since the use of 

the same respondent is one of the most common sources of common method bias. Although this 

may not be convenient and possible for all researchers, another method proposed by (Chin et al. 

2013) is called “Measured Latent Marker Variable” (MLMV). This approach recommends 
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collecting multiple theoretically unrelated measures, called “marker variables,” at the same time 

as collecting data related to the primary constructs of the research model. Chin et al. (2013) state, 

"A critical aspect of the MLMV approach is to select a set of measures that reflect underlying 

constructs that have no nomological relationship with the particular study in question while using 

the same survey format and scale to reflect the common method effects.” (p. 232). Williams et al. 

(2010) advise that adding a latent marker variable and its indicators to a research study will always 

yield more robust analyses and is likely to be feasible in most circumstances.  

There are two important factors to consider when choosing a marker variable for the marker 

variable analysis proposed by (Simmering et al. 2015). First, the marker variable has to be 

theoretically unrelated to the variables in the model so that they do not share any meaningful 

variance with each other. Lindell and Whitney (2001) recommend that cross-sectional surveys 

should include at least one scale that is expected, based on prior theory, to be unrelated to the 

model variables. Likewise, Williams et al. (2010) suggested paying careful consideration to the 

role of theory to ensure that the marker variable is theoretically unrelated to the substantive 

variables of the study. The authors also recommended reviewing the flow and stages of the 

questionnaire that informants will go through to answer a measurement item and assess how the 

marker variable would fit with such flow and context. In addition, the marker variable should be 

susceptible to the same sources of biases as the items in the study and should use the same rating 

approach (Williams et al. 2010). For example, if the study variables are factual (e.g., age, 

demographics), the marker variable should not be behavioural (e.g., social desirability) or 

evaluative in nature (e.g., job performance) (Spector et al. 2019). Based on these criteria, two 

theoretically unrelated variables were used as marker variables in this study (i.e., blue attitude and 

public transit attitude) (see Appendix D). The questions pertaining to the two marker variables 
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were included at the end of the survey to minimize the effects of respondents’ fatigue on the pattern 

of responses relevant to the main study, as suggested by (Chin et al. 2013).  

To evaluate the effectiveness of the marker variables, first, the correlation values between 

these two marker variables and the model constructs were tested as shown in Table 11. From the 

table, there is no significant correlation between the marker variables and the model constructs. 

Second, we followed the Construct Level Correction (CLC) approach introduced by (Chin et al. 

2013) as in (Tehseen et al. 2017). In this method, the marker variables were modelled to have a 

path with each PLS model’s construct. Then, path coefficients are estimated before and after 

introducing the marker variables on the model constructs. As Table 12 shows, it is observed that 

the changes between the original estimated path coefficient of the main model constructs before 

and after CLC are very small and not significant. Likewise, there were non-significant changes 

between the R2 value in the original PLS model and the R2 estimated by the CLC approach, as 

shown in Table 13. Therefore, we can conclude that the possibility of common method bias is very 

low in this study. 

 Table 12: Comparison of Path Coefficients by CLC Approach and Original PLS Models 

Relationships  CLC Estimation  

(Path Coefficients)  

Original PLS Estimates 

(Path Coefficient)  

Efficiency → Willingness  0.463  0.464 

Integrity → Willingness  0.236  0.239 

Lack of Human Interaction → Willingness  (0.264)  (0.261)  

Incompatibility → Willingness  (0.037)  (0.038)  
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 Table 13: Comparison of R2 Values by CLC Approach and Original PLS Models 

Endogenous Construct  CLC Estimation (R2)  Original PLS Estimate (R2)  

Willingness to collaborate  0.751 0.751 

  

Another common and traditional approach could be followed after collecting the survey 

data to detect the common method bias problem after the data is collected. This method is called 

Harman’s One Factor test. To assess for common method bias using this test, all scale items of the 

constructs in our research model were included in an exploratory principal components analysis 

(PCA).  

Common method variance is present if either (a) a single factor will evolve from the factor 

analysis or (b) one general latent variable will explain more than 50% of the covariance among the 

measures” (Podsakoff et al. 2003). SPSS 26 was used to conduct a Principal Component Analysis, 

and all of the scale items of interest were used in the analysis. As shown in Table 14, a multi-factor 

solution emerged, with the first-factor accounting for only 42.496% of the variance. This provides 

sufficient evidence that the variables in the model do not load onto one factor and that the 

possibility of common method variance is low. 

Table 14: Principal Component Analysis for Harman’s Single Factor Test 

Total Variance Explained 

Factor Initial Eigenvalues Extraction Sums of Squared 

Loadings 

Total % of 

Variance 

Cumulative % Total % of 

Variance 

Cumulative 

% 

1 8.116 45.091 45.091 7.649 42.496 42.496 

2 1.836 10.198 55.290 
   

3 1.393 7.739 63.029 
   

4 1.264 7.024 70.053 
   

5  1.016 5.645 75.698 
   

. . . .    
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. 

 

. . . 

19 0.097 0.537 100.000 
   

 

6.9.2. Structural Model 

After the assessment of the measurement model, the structural relationships of the research 

model are examined. As mentioned earlier, to test the structural model and assess the hypotheses 

developed, PLSc-SEM is used in this study. The results of the structural model are shown below 

and detailed in the following section. 

 

 
*= p<0.05 

**= p<0.01 

***= p<0.001 

ns= not significant 

Parentheses indicate a negative relationship (e.g., H4c) 

Figure 10: Final PLSc Model Results 

6.9.2.1. Manipulation Validity 

Manipulation checks are assessments of the degree to which the intended manipulation or 

treatment was correctly perceived by participants. This is a critical test performed to ensure the 
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internal validity of experiments (Boudreau et al. 2001). Thus, this study manipulated two main 

variables in the experimental design: AI autonomy and AI explainability. Participants were divided 

into four groups (see Table 5), in which Groups 1 and 2 (n=178) were assigned to the high 

explainability condition, while Groups 3 and 4 (n=179) were assigned to the low explainability 

condition. Likewise, Groups 1 and 3 (n=181) were assigned to the high autonomy condition, while 

Groups 2 and 4 (n=176) were assigned to the low autonomy condition. To check whether the 

different conditions presented to participants were perceived as intended, the autonomy scale 

adapted from (Ahuja and Thatcher 2005), and the explainability scale adapted from (Jabagi et al. 

2021) were used to check the validity of the manipulation of experimental treatments.  

To assess the manipulation of autonomy and explainability, a one-way analysis of variance 

(ANOVA) was conducted to ascertain if there were significant differences between the responses 

to the manipulation check questions between the treatment groups. The results of the analysis are 

summarized in Table 15 and Table 16. It is shown that there are significant differences between 

treatment groups that were exposed to the high explainability condition versus low explainability 

(M=5.98 versus 4.91, ρ<.001). Similarly, there is a significant difference in the mean responses to 

the manipulation check questions that were examined for the high and low autonomy conditions 

(M=5.16 versus 4.54, ρ<.001). Appendix G also shows the results of a post hoc Tukey’s HSD 

(Honestly Significant Differences) test, which confirmed significant differences between groups. 

Therefore, the manipulation check indicates the treatment was effective. 

Table 15: One-Way ANOVA Analysis for Explainability Manipulation Check 

Treatment 

Groups 

N Mean SD 95% Confidence 

Interval for Mean 

ANOVA (Between Groups) 
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Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Square 

F Sig. 

High 178 5.98 .88 5.85 6.11 

102.132 102.132 66.42 .000 

Low 179 4.91 1.51 4.69 5.14 

 

Table 16: One-Way ANOVA Analysis for Autonomy Manipulation Check 

Treatment 

Groups 

N Mean SD 95% Confidence 

Interval for Mean 

ANOVA (Between Groups) 

Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Square 

F Sig. 

High 181 5.16 1.34 4.96 5.35 

33.41 33.41 16.69 .000 

Low 176 4.54 1.49 4.33 4.77 

 

6.9.2.2. PLSc Model Results 

After assessing the validity of the measurement model and ensuring that participants did 

perceive the manipulation, the next step is to provide evidence for the proposed theoretical 

hypotheses by examining the structural model. Thus, Structural Equation Modeling using 

SmartPLS 4 was used to assess the proposed hypotheses and the significance of the path 

coefficients.  
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Results of the structural model are shown in Figure 10 and summarized in Table 17, where 

the original hypotheses are highlighted alongside the beta coefficients, t-statistic, the relationship 

significance, and its support. The beta coefficient provides information about the strength and 

direction of the relationship between variables in the model. They are typically reported alongside 

their associated t-values, which indicate the statistical significance of the relationship. The beta 

coefficient is standardized to allow for comparisons of the magnitudes of effects across different 

variables and scales within the SEM. Interpreting the beta coefficients involves considering their 

signs (positive or negative) and magnitudes. A positive beta coefficient indicates a positive 

relationship between the variables, meaning that an increase in the independent variable is 

associated with an increase in the dependent variable. Conversely, a negative beta coefficient 

indicates an inverse relationship.  

 As shown in Table 17, eleven out of the twelve hypotheses were supported. For all 

hypotheses, the algebraic sign (i.e., either positive or negative) of the path coefficient matched the 

hypothesized algebraic sign. As hypothesized, efficiency (β=0.46; ρ<0.001) and integrity (β=0.24; 

ρ<0.001) have a positive impact on the willingness to collaborate with AI, supporting H1a and 

H1b. Lack of Human Interaction (β= -0.26; ρ<0.001) negatively influences the willingness to 

collaborate with AI, supporting H2a. However, incompatibility (β= -0.37; ρ= 0.26)  did not have 

a significant influence on the willingness to collaborate with AI. This indicates that all the benefits 

do have an influence on people’s willingness to collaborate with AI, while only the Lack of Human 

Interaction concern impacts their willingness to collaborate but not the incompatibility.  

Examining the effect of autonomy on the benefits and concerns, we can see that autonomy 

has a significant positive influence on the concerns and the benefits as hypothesized. Autonomy 

positively impacted efficiency (β= 0.042; ρ<.001) and integrity (β= 0.074; ρ<.001), as well as  
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Lack of Human Interaction (β= 0.096; ρ<0.01) and incompatibility (β= 0.082; ρ<0.001); 

supporting H3a, H3b, H3c and H3d. Likewise, explainability was found to influence the benefits 

and the concerns as hypothesized.  It has a significant positive influence on the benefits, where the 

influence on efficiency (β=0.502; ρ<0.001) and integrity (β=0.074; ρ<0.001). Whereas the effect 

on the concerns was found to be negative on the Lack of Human Interaction (β= -0.330; ρ<0.001) 

or on incompatibility (β= -0.380; ρ<0.001), supporting H4a, H4b,  H4c, and H4d. 

Table 17: Validation of the Study Hypotheses  

Hypothesis 

Path Coefficient 

(β) 

p-value Supported? 

H1a (+): Efficiency → Willingness  0.464*** 0.000 Yes 

H1b (+): Integrity → Willingness 0.239*** 0.000 Yes 

H2a (-): Lack_of_Human → Willingness -0.261*** 0.000 Yes 

H2b (-): Incompatibility → Willingness -0.038 0.518 No 

H3a (+): Autonomy → Efficiency 0.184*** 0.000 Yes 

H3b (+): Autonomy → Integrity 0.074*** 0.000 Yes 

H3c (+): Autonomy → Lack_of_Human 0.096*** 0.000 Yes 

H3d (+): Autonomy → Incompatibility 0.082*** 0.000 Yes 

H4a (+): Explainability → Efficiency 0.502*** 0.000 Yes 

H4b (+): Explainability → Integrity 0.498*** 0.000 Yes 

H4c (-): Explainability → Lack_of_Human -0.330*** 0.000 Yes 

H4d (-): Explainability → Incompatibility -0.380*** 0.000 Yes 

*** Correlation is significant at the 0.001 level (2-tailed). 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 
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Effect Sizes 

An effect size analysis was conducted to evaluate the impact of the independent 

antecedents on the dependent constructs (Cohen 2013). The analysis was performed as follows: 

1. The R2 value was calculated twice, where all the antecedents were included for all the 

dependent variables one time and then where one of the antecedents was excluded one 

at a time. 

2. The change in the R2 value was evaluated as follows: 0.02 corresponds to a small effect, 

0.15 corresponds to a medium effect, and 0.35 corresponds to a large effect (Henseler 

and Sarstedt 2013; Roldán and Sánchez-Franco 2012).  

Table 18: PLS Effect Size Analysis 

Dependent 

Construct Independents 

R2 

ΔR2 

 

 

Effect Size Included Excluded 

Willingness 

Efficiency 

0.751 

0.650 0.101 Small 

Integrity 0.724 0.027 Small 

Need of Human  0.721 0.03 Small 

Incompatibility 0.750 0.001 ns 

Efficiency 

Autonomy 

0.252 

0.250 0.002 < Small 

Explainability 0.000 0.252 Medium 

Integrity 
Autonomy 

0.253 
0.25 0.003 < Small 

Explainability 0.003 0.25 Medium 

Need of Human 

Autonomy 

0.12 

0.109 0.011 < Small 

Explainability 0.011 0.109 Small 

Incompatibility 

Autonomy 

0.154 

0.145 0.009 < Small 

Explainability 0.009 0.145 Small 

Note:  

- “ns” means that the path is not-significant 

From Table 18, results indicate that (efficiency → explainability) and (integrity → 

explainability) have a medium effect size. In comparison, the effect sizes of five significant paths 
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in the original PLS model are considered to be small, except for (efficiency → autonomy), 

(integrity → autonomy), (lack_of_human → autonomy), and (incompatibility → autonomy), 

which have an effect size smaller than 0.02. These results are in line with prior literature that 

discusses that effect sizes in social science research are often small (Ferguson 2016; Rosnow and 

Rosenthal 2003). Therefore, the majority of effect sizes being small is not surprising.  

Goodness of Fit Assessment 

Unlike covariance-based structural equation modelling (CB-SEM), PLS path modelling 

does not involve multiple model fit indices, but a global goodness of fit index (i.e., GoF index) is 

used as suggested by (Tenenhaus et al. 2004). Such a global index is used to assess the performance 

of both the measurement model and the structural model, providing a single measure for the overall 

prediction performance of the research model (Esposito Vinzi et al. 2010). The global GoF index 

is calculated using the geometric mean of the average communality index and the average R2 value 

model (Akter et al. 2011; Esposito Vinzi et al. 2010) as shown in the formula below: 

𝐺𝑜𝐹 = √(Average Communality * Average R2) 

It produces a value between zero and one that is interpreted in the same way the value of 

the effect sizes is interpreted. According to (Wetzels et al. 2009), the thresholds for the effect sizes 

are considered small if between 0.10 and 0.25, medium if between 0.25 and 0.36, and large if 

greater than 0.36. Hence, based on the above formula and as shown in Table 19, the GoF value for 

the research model proposed in this study is 0.47, indicating a good model fit. 
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Table 19: GoF Index Calculation 

Constructs R-Square AVE 

Efficiency 0.252 0.77 

Integrity 0.250 0.72 

Incompatibility 0.154 0.60 

Need of Human 0.120 0.72 

Willingness 0.751 0.847 

Average 0.305 0.7314 

GoF 0.47 

SRMR 0.040 

NFI 0.928 

In addition to the global fit index, both the Standardized Root Mean Square Residual 

(SRMR) and the Normed Fit Index (NFI) or Bentler and Bonett Index provided by SmartPLS 4 

were examined. SRMR is based on transforming both the sample covariance matrix and the 

predicted covariance matrix into correlation matrices. It is defined as the difference between the 

observed correlation and the model-implied correlation matrix. Thus, it allows assessing the 

average magnitude of the discrepancies between observed and expected correlations as an absolute 

measure of the (model) fit criterion. A value less than 0.10 is considered a good fit. (Hu and Bentler 

1999). Henseler et al. (2014) argue that the SRMR as a goodness-of-fit measure for PLS-SEM that 

can be used to avoid model misspecification. 

NFI, on the other hand, was one of the first fit measures proposed in the SEM literature is 

proposed by (Bentler and Bonett 1980). It computes the Chi-square value of the proposed model 

and compares it against a meaningful benchmark. NFI results in values between 0 and 1. The closer 
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the NFI is to 1, the better the fit. NFI values above 0.9 usually represent an acceptable fit. Based 

on this, the SRMR fit index of the proposed research model is 0.040, and for NFI, the fit index is 

0.928, indicating very good fit indices of the research model. 

6.9.2.3. Post-hoc Analyses  

For post-hoc analyses, the different combination effects of the autonomy and explainability 

interventions are examined, and a control variable analysis is performed. 

Group Comparison of Autonomy and Explainability Interventions 

Participants in this research received a different combination of autonomy and 

explainability treatments. Therefore an analysis of the potential treatment effects was completed. 

To do this, a one-way ANOVA analysis that examines the differences in means for the four groups 

was performed. Results of this analysis for autonomy are reported in Table 20, indicating that there 

are significant differences between the groups in the responses for the Lack of Human Interaction 

and incompatibility but not for efficiency and integrity. Results for explainability are reported in 

Table 21, indicating that there are significant differences between the groups in the responses for 

efficiency and integrity but not for the Lack of Human Interaction and incompatibility. 
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Table 20: One-Way ANOVA Group Comparisons for Autonomy 

Variable Sum of Square df Mean 

Square 

F Sig. 

Efficiency 3.29 1 3.29 2.61 .107 

Integrity 1.41 1 1.41 .978 .323 

Lack of Human Interaction 15.20 1 15.20 6.30 .012 

Incompatibility 7.62 1 7.62 3.80 .052 

 

Table 21: One-Way ANOVA Group Comparisons for Explainability 

Variable Sum of 

Square 

df Mean Square F Sig. 

Efficiency 6.91 1 6.91 5.53 .019 

Integrity 6.11 1 6.11 4.26 .040 

Lack of Human Interaction 6.68 1 6.68 2.75 .098 

Incompatibility 5.55 1 5.55 2.76 .098 

 

In order to assess which specific groups exhibited significant differences in the responses 

for efficiency, integrity, Lack of Human Interaction, and incompatibility, a Tukey’s HSD was also 

completed as part of the one-way ANOVA. 

The Tukey’s HSD test is a post-hoc analysis that compares all possible pairs of means and 

identifies where there are significant differences. The results of the Tukey’s HSD analysis are 

reported in Appendix G indicating that there are significant differences in the means between 

Group 1 (High Autonomy/High Explainability) and Group 4 (Low Autonomy/Low Explainability) 

related to efficiency, Lack of Human Interaction, and incompatibility. This indicates that giving 
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AI higher autonomy and the addition of explanations about its decisions do in fact, impact people’s 

perceptions of efficiency, lack of human interaction, and incompatibility. 

Furthermore, there are significant differences in means between Group 1 (High 

Autonomy/High Explainability) and Group 2 (Low Autonomy/High Explainability) for the lack 

of human interaction and the willingness to collaborate with AI. This means that giving AI more 

autonomy in making decisions does affect people’s perceptions about the lack of human interaction 

and their willingness to collaborate with AI. All other mean differences between groups were 

found to be non-significant (see Appendix G). 

Control Variables Analysis  

This research follows the norm of other Information Systems (IS) research and has 

accounted for a number of variables to control for any result that may be due to extraneous factors 

(Archer and Cocosila 2011; Herath and Rao 2009). In this study, five control variables were 

included: Age, Gender, Education Level, Knowledge level of AI, and Years of Hiring Experience.  

Bivariate correlations were calculated to see whether any of the control variables had a 

significant relationship with one or more of the endogenous variables in the model. Results are 

shown in Table 21, showing that Table 22 only Age and the Knowledge Level of AI have significant 

relationships with all the endogenous constructs in the model. Age has a significant negative 

relationship with efficiency, integrity, and the willingness to collaborate, indicating that as people 

get older, they report lower scores for their perceptions of efficiency and integrity, and they will 

be less willing to collaborate with the AI. This could be due to the fact that as people age, they 

lose confidence in the technology and feel more comfortable following traditional, less advanced 

ways to complete tasks than dealing with new technologies (Barros Pena et al. 2021). In contrast, 

Age showed a significant positive relationship with the lack of human interaction and 
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incompatibility, indicating that as people age, they exhibit stronger perceptions of the concerns of 

AI (i.e., lack of human interaction and incompatibility). Again, this could be due to the fact that as 

people age, they become skeptical about technology and how it complies with their needs and 

values, preferring collaborating with humans instead of AI. 

Table 22: Control Variable and Endogenous Construct Bivariate Correlations 

Control 

Variable 

 Efficiency Integrity Lack_of_Human Incompatibility Willingness 

Age Pearson 

Correlation 

(r) 

-.147** -.130* .108* .152** -.140** 

Sig. (2-

tailed) 
.005 .014 .041 .004 .008 

Gender Pearson 

Correlation 

(r) 

.012 .048 .013 .003 -.008 

Sig. (2-

tailed) 
.821 .371 .800 .959 .883 

Education 

Level 

Pearson 

Correlation 

(r) 

-.095 -.078 .028 .049 -.057 

Sig. (2-

tailed) 
.072 .141 .595 .359 .286 

Knowledge 

Level of AI 

Pearson 

Correlation 

(r) 

.285** .271** -.223** -.256** .336** 

Sig. (2-

tailed) 
.000 .000 .000 .000 .000 

Years of 

Hiring 

Experience 

Pearson 

Correlation 

(r) 

-.067 -.069 .070 .094 -.077 

Sig. (2-

tailed) 
.209 .197 .188 .076 .150 

** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 

 

Knowledge Level of AI showed a significant negative relationship with incompatibility 

and lack of human interaction, indicating that the more knowledgeable people are about AI, the 

less they would be concerned about the incompatibility of the AI’s recommendations as well as 
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the lack of human interaction. Moreover, the Knowledge Level of AI also had a significant positive 

relationship with efficiency, integrity, and the willingness to collaborate. This indicates that the 

more knowledgeable people are about AI, the stronger their perceptions will be about efficiency 

and integrity, and they will be more willing to collaborate with an AI. This may be because as 

people become more aware of AI’s capabilities, they become more confident about how AI would 

streamline work processes, and hence, increase perceptions of the benefits and decrease the 

perceptions of the concerns leading people to be more willing to collaborate with it. The remaining 

control variables did not show significant relationships, and therefore, their inclusion as control 

variables in the model may not be warranted as they would have little to no effect on the dependent 

variables. 

In addition to testing the impact of these control variables collectively, each control 

variable was tested independently by running one-way ANOVAs for all the control variables with 

all the other endogenous variables to test for any significant mean differences between groups. The 

detailed results of the one-way ANOVA analysis, including Tukey’s HSD, are reported in 

Appendix H. The results corroborate that only the Age and Knowledge Level of AI play a vital 

role in influencing all the benefits and concerns, as well as the willingness to collaborate with AI. 

Since, from the above control variable analysis, Age and Knowledge Level of AI had 

significant impacts on the endogenous variables in the model, their impact on each endogenous 

variable in the structural model was analyzed by adding each of these two control variables one at 

a time to the model and linking each control variable to each endogenous variable. The significance 

of the paths for Age and Knowledge Level of AI were analyzed and reported in Tables 23 and 24.  
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Table 23: Impact of Age on the Endogenous Variables in the Model Using PLS 

Path Path Coeffifienct P-value 

Age → Efficiency -0.127** 0.008 

Age → Incompatibility 0.165** 0.002 

Age → Integrity -0.106* 0.021 

Age → Lack-of-Human 0.114* 0.017 

Age → Willingness -0.001 0.488 

** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 

 

Table 24: Impact of Knowledge Level of AI on the Endogenous Variables in the Model Using 

PLS 

Path Path Coefficient P-value 

AI_Knowledge → Efficiency 0.184*** 0.000 

AI_Knowledge → Incompatibility -0.198*** 0.001 

AI_Knowledge → Integrity 0.175*** 0.001 

AI_Knowledge → Lack-of-Human -0.169** 0.003 

AI_Knowledge → Willingness 0.072* 0.022 

*** Correlation is significant at the 0.001 level (2-tailed). 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 

 

Results corroborate previous findings where Age had a significant negative impact on the 

benefits (i.e., efficiency and integrity), and had a positive relationship with the concerns 

(incompatibility and lack of human interaction). However, Age did not seem to have an effect on 

people’s willingness to collaborate with AI. On the other hand, the Knowledge Level of AI had a 

significant positive relationship with efficiency, integrity, and willingness to collaborate but had a 

negative impact on incompatibility and lack of human interaction. These findings encourage future 

research to investigate the role of these control variables in Human-AI collaboration. Finally, 

adding either of these two control variables did not change any of the hypothesized relationships 

in the original model (see Appendix I). 

Since Age and Knowledge Level of AI had a significant impact on more than one 

endogenous variable in the model from the tables above, the effect size of the significant paths for 
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the two control variables was analyzed, and the results are shown below. As mentioned before, the 

change in the R2 value was evaluated as follows: 0.02 corresponds to a small effect, 0.15 

corresponds to a medium effect, and 0.35 corresponds to a large effect (Henseler and Sarstedt 

2013; Roldán and Sánchez-Franco 2012). 

Table 25: PLS Effect Size Analysis for Significant Control Variable Paths 

Control 

Variable Endogenous Variables 

R2 

ΔR2 

 

 

Effect Size Included Excluded 

Age 

Efficiency 0.266 0.251 0.015 Small 

Integrity 0.258 0.243 0.015 Small 

Lack of Human  0.136 0.123 0.013 Small 

Incompatibility 0.186 0.159 0.017 Small 

AI  

Knowledge 

Efficiency 0.282 0.251 0.031 Small 

Integrity 0.275 0.243 0.032 Small 

Lack of Human  0.149 0.123 0.026 Small 

Incompatibility 0.196 0.159 0.037 Small 

Willingness 0.756 0.751 0.005 < Small 

 

As we can see from the above table, the effect size of adding the two control variables is 

small. Therefore, it could be concluded that the control variables do not change the conclusions 

derived from the original hypotheses of the study. 

Summary 

This chapter discussed the methodology that was followed to study the willingness of 

individuals to collaborate with AI. The quantitative method was outlined in detail, where the 
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measurement model and the structural model were validated. Post-hoc analyses were then 

performed and discussed.  
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Chapter 7: Discussion and Conclusion 

 

The area of Human-AI collaboration presents numerous opportunities for research. This 

research is only a step toward understanding the nature of collaboration in a specific context (i.e., 

HR context). The overarching objective of this work was to answer “what are the factors that 

influence humans’ willingness to collaborate with AI in the workplace?” by viewing AI as a social 

actor in a network of humans and non-humans. In doing so, it was important to understand how 

people make a trade-off between the benefits and concerns when an AI is potentially introduced 

in their working environment and how these beliefs impact their willingness to collaborate with 

AI. To do so, a mixed-method approach was followed to investigate this phenomenon.  

7.1. Discussion of Key Findings 

Building upon ANT, this study views AI as a social actor who participates and takes an 

active role as a real member of a network of hybrid Human-AI collaborators. Interviewees of the 

qualitative study confirmed this notion by easily imagining that AI (i.e., non-human) can now be 

treated as inseparable from human members in an organizational setting. The study also revealed 

that there are pros and cons to collaborating with AI, as promoted by the NVT.  

Results from the structural model uncovered that AI autonomy and AI explainability do 

play a vital role in influencing their perceptions when collaborating with AI. AI autonomy does 

have a significant influence on the lack of human interaction (β= -0.292; ρ<0.01) and 

incompatibility (β= -0.23; ρ= 0.05). This denotes that when workers inside organizations 

collaborate with AI, management should carefully consider the levels of autonomy attributed to 
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the AI, as the more autonomous the AI is in making decisions, the more people would be concerned 

about the compatibility of the AI outcomes and recommendations and the more people would 

believe that they need human-human interaction. This is also supported by responses to open-

ended questions provided by respondents who confirmed that it is important that the AI consults 

them before it makes a decision when they collaborate with AI-Assist. Respondents replied with 

statements such as: 

- “Yes, I want it to consult me first because there could always be an error overlooked. 

Computers make mistakes too.” 

- “The decision is ultimately mine, and my input is important in the hiring process.” 

- “Absolutely. Never give a machine authority to make any decisions.” 

- “Yes. Humans offer so much more than AI. I don't think AI could possibly be the best 

way to pick a qualified candidate for jobs.” 

- “Yes, I expected to be consulted before AI-Assist makes a recommendation because I 

need to monitor it. After all, it is a machine, and my confidence levels vary when it 

comes to trusting in a machine or software.” 

- “Yes, There are certain things an AI can't comprehend in my particular field.” 

- “Yes, I like how in this scenario, the AI-Assist allowed the user to review the other 

applications.” 

- “Yes of course. Every company has a personality, so that must also go into the 

equation.” 

- “The AI-Assist should allow me to choose which candidates to interview.” 

- “Yes, it would be helpful if I could help AI by shaping the AI considerations.” 
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- “I would like to ultimately be in charge of the recommendation as I would be 

interacting with candidate/hiree, and AI doesn't take into account the human 

intangibles. As much as it is programmed to, it is still A, and a human is writing the 

program.” 

AI autonomy was found to have a significant impact on people’s perception of efficiency 

(β= 0.042; ρ<0.001) and integrity (β= 0.074; ρ<0.001).  This means that people advocate that when 

collaborating with AI, giving AI more autonomy to complete a task increases their perception of 

efficiency since highly autonomous AI can make decisions quickly and process vast amounts of 

data in real-time. AI can also handle tasks that would require significant human effort and time. 

This speed and reduction in manual labour can be perceived as being more efficient, as it allows 

human workers to focus on more strategic or creative tasks. In addition, although AI may be, in 

some cases, trained on non-representative or biased data, they are perceived as being consistent in 

the way they make decisions as they rely on data-driven analysis rather than subjective factors. 

This consistency and objectivity contribute to the perception of integrity. 

When examining the effect of AI explainability, it was found that it has a significant impact 

on people’s perceptions. As many participants reported in the open-ended question, “When 

collaborating with AI-Assist, do you think it is important that AI provides an explanation for its 

recommendation?”. For example, respondents highlighted the following: 

- “Absolutely.  It is essential for AI to provide key points for its decision-making 

process.” 

- “Yes -- either before or after the determination, I would want to know the parameters 

used for the selection.” 
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- “Yes, I think it's very important. I want to know exactly what AI thought.” 

- “Absolutely, as I would never blindly accept ANY recommendation without an 

explanation as to why an entity chose the way they did.” 

- “I think it is helpful. Ideally, I would consider the recommendation and the reasoning 

behind it and potentially use that to inform my own decision.” 

- “Yes, I don't feel confident considering their recommendation without an explanation.” 

- “Yes, otherwise, it is just picking out a candidate based solely on statistics.” 

- “I really like the concept, and it would benefit our company and will not interfere with 

our time as much as we need to get our jobs done.” 

- “Yes, without justification, it is  less helpful and does not help identify  qualities that 

are important in the hiring process and skill  sets  of  the candidates.” 

- “Absolutely - I would have no confidence in AI's recommendations without that 

information.” 

AI explainability, thus, was found to have a significant positive influence on efficiency 

(β=0.502; ρ<0.001) and integrity (β=0.4983; ρ<0.001). This means that the ability to understand 

and interpret the decision-making process of AI systems can significantly affect the overall 

efficiency in completing tasks. Explainability allows human users to easily verify decisions made 

by AI systems. When users understand the rationale behind AI decisions, they can have confidence 

in its output and rely on it to make informed judgments or take appropriate actions. Furthermore, 

explainability facilitates the identification and resolution of issues or errors in AI systems and gives 

humans visibility into the decision-making process and the ability to identify potential limitations 

in the AI system's operation. This streamlines the decision-making process, reduces unnecessary 

human intervention, and ultimately improves efficiency. 
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On the contrary, explainability was found to have a significant negative effect on the lack 

of human interaction (β= -0.330; ρ<0.001). This means that when the AI is able to explain its 

decisions, humans can better understand the rationale behind those decisions and will reduce the 

need for human-human consultations.  

Likewise, explainability significantly impacts incompatibility (β= -0.380; ρ<0.001). This 

indicates that when AI is able to explain how it arrives at its decisions, humans will be able to 

understand the factors, data, and reasoning that contribute to AI outputs. It will also make it easier 

to identify and address any inconsistencies or incompatibilities found in the AI decision. Moreover, 

explainability allows for verifying whether AI decisions align with predefined requirements, 

guidelines, or regulations. If decisions are not in line with these criteria, corrective actions can be 

taken to adjust the AI system's behaviour and prevent incompatibility issues. Furthermore, 

explainability provides context around AI decisions, helping humans understand the circumstances 

under which certain decisions are made, which can mitigate misunderstandings that contribute to 

incompatibility concerns. 

Based on the above discussion, we can conclude that if organizations are ready for their 

employees to collaborate with AI, organizations should pay careful consideration to the role of AI 

autonomy and explainability to mitigate people’s concerns and maximize AI’s perceived benefits.  

In addition to the aforementioned findings, the two benefits and the two concerns were also 

studied in relation to their impact on the willingness to collaborate with AI. Results uncovered that 

all the perceived benefits do positively influence people’s willingness to collaborate with AI (i.e., 

β=0.46; ρ<0.001 for efficiency and β=0.24; ρ<0.001 for integrity), while only the lack of human 

interaction negatively affects it (i.e., β= -0.26; ρ<0.001) but not the incompatibility (β= -0.24; ρ= 
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0.52). This delineates that when integrating AI as collaborators in the workplace, organizations 

have to ensure that AI improves efficiency and integrity to encourage a collaborative environment 

with humans. Furthermore, organizations should be wary of people’s need to have a human-in-

the-loop when making decisions since the lack of human interaction negatively influences people’s 

willingness to collaborate with AI. 

7.2. Contributions to Theory 

This study contributes to the theory and literature in numerous ways. First, it is a pioneering 

study in conducting a mixed-method approach to understanding an emerging phenomenon such as 

Human-AI collaboration. The study contributes to theory through its insightful qualitative findings 

that distilled managers’ and hiring employees’ perceptions about AI collaborators. Interviewing 

25 candidates resulted in highlighting the main benefits and concerns that people believe would 

influence their collaboration with AI in the workplace.  

The qualitative conclusions were then utilized to empirically examine how they may affect 

humans’ willingness to collaborate with AI in the workplace. It is an initial step towards identifying 

employees’ perceptions of AI not as a facilitating assistive technology but as collaborators inside 

organizations. Findings from the qualitative and quantitative parts of my study corroborated the 

ideas raised in the literature about the potential benefits of Human-AI symbiosis. When both 

collaborate, people would expect higher levels of efficiency and integrity in completing tasks. 

However, it is important to balance responsibilities as people still need the human element and are 

yet skeptical about AI decisions’ compatibility. Therefore, this study addressed the impact of 

efficiency, integrity, lack of human interaction and incompatibility on people’s willingness to 

collaborate with AI. In doing so, I showcased that the lack of human interaction along with the 
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two benefits are important factors to consider when asking employees inside organizations to 

collaborate with a newly hired AI. 

 Second, grounded in ANT and NVT, this study contributes to the IS literature by 

leveraging well-established theories to examine how contextualized AI characteristics, such as AI 

autonomy and AI explainability, would influence humans’ beliefs and, in turn, their willingness to 

collaborate with AI in organizational settings. ANT is a sociological framework that explores the 

interactions and relationships between human and non-human actors within a network. Whereas, 

NVT examines the positive or negative valence associated with different elements within a 

network. AI autonomy can contribute to ANT by introducing autonomous AI systems as actors in 

the network that can independently make decisions, take actions, and interact with others. This is 

an important element to examine since the increased advancements in AI are predicted to replace 

many humans in several jobs. Hence, the autonomy given to an AI collaborator would shape 

people’s perceptions about it. 

AI explainability also allows human actors to understand the reasoning and processes 

behind AI decisions and facilitates negotiation, collaboration, and trust-building between human 

and non-human actors within the network. Through explainability, human actors can integrate AI 

systems into their decision-making processes, evaluate their impact, and make informed choices 

about their interactions with these autonomous actors. In addition, several efforts are now directed 

toward promoting transparent and fair AI systems that can take out many of the implicit biases 

inherent in humans when making decisions.  

Finally, this study contributes to the IS literature by conceptualizing AI autonomy, AI 

explainability, AI collaborators, and the willingness to collaborate with an AI actor. Weber (2003) 
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argued that one of the ways to make theoretical contributions is by defining constructs more 

precisely or by conceptualizing them in different ways.  

7.3. Contributions to Practice 

Besides the theoretical influences elaborated above, this research also has important 

implications for practitioners. The empirical findings of this work provide developers and 

designers of AI with guidelines that should be taken into consideration when designing AI that 

will collaborate with humans in the workplace.  

Understanding the influence of AI autonomy and explainability on efficiency helps 

organizations optimize their processes and workflows. AI autonomy can enhance efficiency by 

automating repetitive tasks, accelerating decision-making, and streamlining operations. However, 

it is essential to strike a balance, as excessive autonomy without human oversight may introduce 

incompatible outcomes. Additionally, explainability aids in identifying bottlenecks, refining AI, 

and improving overall efficiency and incompatibility by providing insights into AI decision-

making and enabling performance evaluation. Besides, organizations need to ensure that 

autonomous AI systems maintain integrity by addressing biases, ensuring compliance with 

regulations, and adhering to ethical guidelines. Explainability plays a crucial role in maintaining 

integrity by enabling organizations to understand and verify AI decisions.  

While AI can improve efficiency, excessive automation that leads to eliminating human 

interaction may hinder collaboration. Human interaction is vital for creative problem-solving, 

critical thinking, and empathy. Organizations should carefully balance AI autonomy with human 

involvement to ensure meaningful collaboration. By leveraging explainability, organizations can 

also facilitate Human-AI interaction by providing insights into AI reasoning and enabling effective 
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communication. This fosters a collaborative environment where AI systems and humans can 

complement each other's strengths, leading to more successful outcomes.  

7.4. Limitations and Future Work 

This work represents early research into the domain of Human-AI collaboration and, 

therefore, has several limitations that might point to areas for future research. First, the context of 

this study focuses on the HR  domain. There are many other sectors and domains that can benefit 

from this research (e.g., healthcare, banking). As such, the results of this study can only be applied 

to other contexts with appropriate refinements. Furthermore, I believe that the concerns and 

benefits elicited from the qualitative study in the HR context could be different if the scenario and 

interview discussion targeted different people from different domains. Also, this work reflected 

only the perception of people who are managers or employees with hiring experience. Thus, 

conclusions about the benefits and concerns may be different for different stakeholders. This 

means that contextualization is important to understand the Human-AI symbiosis better.  

Second, while the scenario-based experimental study in this research mimics a real-world 

hiring process and every provision was taken to ensure that participants perceived the portrayed 

scenarios as realistic as possible, still, participants had to imagine their collaboration with an AI 

on a fictitious HR task. Thus, the findings from this study are based on a simulation as opposed to 

a real collaboration. Future research can investigate the phenomenon in real settings where a real 

AI is used. This also opens new avenues of research to study how the different types of AI (e.g., 

virtual vs. physical) and its anthropomorphic features (e.g., gender, skin colour, tone), if any, 

would influence people’s perceptions about it and their readiness to collaborate with it in 

organizations. Another avenue of research could also be directed to examine how an AI 

collaborator would incorporate the idea of equity, diversity, and inclusion (EDI) in a workplace 
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setting as a key element that organizations have to consider when hiring new employees nowadays 

(Bernstein et al. 2020; Ferraro et al. 2023). 

Third, I believe that the type of task participants were asked to imagine plays a vital role 

in shaping their responses. In this research, task type and complexity were not manipulated or 

examined. That said, it is interesting to study how different tasks with different levels of 

complexity can influence people’s perceptions about the benefits and concerns, as well as their 

willingness to collaborate with AI. In addition, I presumed that the recruitment task chosen for this 

study resembles a task that has routine phases as well as requires human judgment. This means 

that the findings of this study can differ for other types of tasks that may contain only repetitive 

tasks that are easy to be automated and done entirely by an AI. 

Fourth, this work focuses only on the willingness of humans to collaborate with AI in the 

pre-collaboration phase since this is the phase organizations are interested in right now. However, 

as humans interact and collaborate with AI in a workplace setting, their perceptions might change, 

and the impacts of different variables implemented in this study may not be the same in a post-

collaboration stage. Thus, future research may direct some efforts toward studying how human 

collaborators’ perceptions would change before and after collaboration. It is also worth studying 

their perceptions of the benefits and concerns as some new benefits and concerns may arise, and 

some old ones may need to be turned down.  

Fifth, this work only examines humans’ willingness to collaborate with AI and not the other 

way around (i.e., an AI’s willingness to collaborate with humans). This could be interesting for 

future research which can study AI’s perceptions when collaborating with humans. 

Sixth, the control variables collected from this study showed significant influence on many 

of the hypothesized relationships. This could also be of interest to researchers who wish to 
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investigate them more or wish to see their effect on the Human-AI phenomenon in a different 

context.  

Seventh, this study focuses on two AI characteristics (i.e., AI autonomy and explainability). 

However, other factors, such as situational or task characteristics, may result in different findings 

and may report other kinds of individual beliefs about collaborating with AI. Though important, 

they were beyond the scope of this study and should be explored in future research. 

Eighth, this study was limited to organizational settings. Future research could be 

conducted in other areas, such as humans collaborating with AI for education, learning, 

entertainment, hobbies, travel, personal finance, personal banking, etc. 

Finally, future research should focus on developing frameworks and guidelines for 

effective collaboration between humans and AI systems. This involves understanding the roles, 

responsibilities, and decision-making processes of both humans and AI and identifying the optimal 

division of labour. Research should explore how to integrate AI seamlessly into existing 

workflows and develop interfaces and interaction mechanisms that facilitate smooth collaboration. 

Besides, future research should focus on developing AI systems that can adapt to different 

contexts, user preferences, and collaborative dynamics. AI systems need to be able to understand 

and respond to human behaviour, preferences, and feedback in real-time, enabling personalized 

and contextually appropriate interactions. Investigating techniques for adaptive AI that can adjust 

its behaviour and decision-making based on the evolving needs of collaboration is also essential. 

7.5. Conclusion  

Artificial Intelligence (AI) has emerged as a transformative technology that has permeated 

various domains of society, revolutionizing the way we live and work. With its ability to mimic 
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human cognitive processes and perform complex tasks, AI has become a driving force behind 

advancements in fields such as healthcare, finance, transportation, and many others. The rapid 

progress in AI research and development has led to an increasing interest in understanding its 

capabilities, limitations, and societal implications. AI refers to the creation of intelligent machines 

that can perform tasks requiring human-like intelligence, such as visual perception, speech 

recognition, decision-making, and problem-solving. These intelligent machines are built using 

algorithms that enable them to learn from data, adapt to new information, and make predictions or 

take actions. The field of AI encompasses various sub-disciplines, including ML, natural language 

processing, computer vision, and robotics, each contributing to the broader goal of creating 

intelligent systems. 

The advent of AI has introduced the concepts of autonomy and explainability, which have 

significant implications for collaboration with AI systems. AI autonomy, in this context, refers to 

the ability of AI systems to make decisions on their own, while AI explainability relates to the 

ability of the AI to provide explanations about how and why it made certain decisions or took 

specific actions. Such a nascent phenomenon drives people to make a trade-off between the 

benefits and concerns that can arise from collaborating with them on a certain task. To understand 

this trade-off, this study employs a mixed-methods approach in order to instill rich insights about 

people’s perceptions. A qualitative study was conducted first with 25 interviewees who are 

managers or have hiring experience to better understand people’s beliefs about the potential 

benefits and concerns of collaborating with an AI in an HR recruitment context. The qualitative 

interview findings showed that efficiency and integrity are the two most important benefits an AI 

collaborator can offer its human counterparts.  
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AI has the potential to greatly impact efficiency in a multitude of industries. By automating 

repetitive and time-consuming tasks, AI systems can enhance productivity, reduce errors, and 

improve overall operational efficiency (Brynjolfsson and McAfee 2014; Vassilakopoulou et al. 

2023). Moreover, AI's ability to analyze vast amounts of data and extract valuable insights enables 

organizations to make data-driven decisions and gain a competitive edge in dynamic market 

environments (Davenport and Ronanki 2018).  

Another salient benefit of AI is its ability to mitigate bias in decision-making. Research by 

Caliskan et al. (2017) highlights the potential of AI systems to reduce bias by relying on algorithms 

and data-driven approaches. Unlike human decision-makers who may be influenced by personal 

beliefs, prejudices, or cognitive biases, AI systems can operate objectively and consistently. By 

analyzing vast amounts of data and applying statistical models, AI systems have the potential to 

identify and mitigate biases in decision-making processes, promoting fairness and equality (Shin 

2021b). Furthermore, AI's ability to learn from diverse data sources and consider multiple 

perspectives can contribute to a more inclusive decision-making process, ultimately reducing the 

impact of human biases. Explainability also allows human collaborators to understand the 

reasoning behind AI decisions and detect potential biases or errors. This transparency fosters trust 

and confidence in AI systems, ultimately enhancing their integrity within collaborative 

environments. 

One notable application of AI where it can eliminate bias is in the recruitment and hiring 

process. Research by (Bertrand and Mullainathan 2004) demonstrates that human decision-makers 

often exhibit biases based on factors such as gender, race, or socioeconomic background, leading 

to discriminatory outcomes. AI recruitment systems, on the other hand, can be designed to focus 
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on relevant qualifications and skills while disregarding personal characteristics that may introduce 

bias. By analyzing candidate profiles and historical data, AI systems can help identify the most 

suitable candidates based on objective criteria, thereby reducing bias and promoting a fairer 

selection process. These AI-driven approaches hold the potential to create more diverse and 

inclusive workplaces. 

However, alongside the promises of AI, there are also concerns regarding the potential lack 

of human interaction in various domains and incompatibility with an organization’s needs and 

values are the two most reported concerns from interviewees. While AI systems can handle tasks 

efficiently, Dabbish and Kraut (2004) have highlighted the significance of human-human 

interaction for effective collaboration. While AI systems can automate certain tasks, human 

interaction remains crucial for creative and complex problem-solving, brainstorming, social 

interaction, and building relationships. Therefore, striking a balance between AI autonomy and 

human collaboration is essential to ensure successful and productive partnerships to harness the 

full potential of collaboration. Furthermore, the integration of AI into existing infrastructures and 

practices may present challenges of incompatibility (Lee and Lyu 2019). Developing AI that is 

able to adapt to organizational structures, processes, workflows, and values may require significant 

investments and changes, potentially leading to resistance and reluctance to collaborate with such 

technologies. Rogers (2003) recommends that once an innovation is compatible, it is highly likely 

to be used, and hence, it becomes an important feature of such innovation. Therefore, individuals 

would negatively evaluate AI collaborators if AI produces recommendations that are incompatible 

with their values and needs.  
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Appendices 

Appendix A: Description of Interviewees’ Profiles  

  

  Occupation/ Job Title Gender Age Hiring Experience 

(in years) 

P
il

o
t 

In
te

rv
ie

w
s 

1.  
Digital Transformation Director at Google Man 41-50 10 

2.  
Sales Analyst at Siemens Man 20-30 1 

3.  
Public Health officer Woman 41-50 5 

M
a
in

 

 I
n

te
rv

ie
w

s 

4.  Senior Manager at Hatch Man 61-70 21 

5.  Senior Manager at Hockey Canada Man 31-40 5 

6.  Product Manager at PWC Man 31-40 5 

7.  Senior Manager Woman 41-50 20 

8.  Senior Manager at Deloitte Man 31-40 7 

9.  Senior HR manager Man 41-50 11 

10.  Contract inspector at City of Hamilton Man 41-50 14 

11.  Director, Development and Operations Woman 31-40 21 

12.  Technology Transformation Consultant at 

Deloitte 
Man 31-40 5 

13.  Senior Manager at EY Woman 31-40 15 

14.  Strategic Business Consultant at Deloitte Man 31-40 5 

15.  Program Manager Woman 20-30 1 

16.  Regional Director Woman 31-40 5 

17.  Senior HR Manager Woman 31-40 7 

18.  Senior HR Manager Woman 20-30 2 

19.  Senior Manager at Accenture Man 41-50 5 

20.  Project Manager Woman 41-50 15 

21.  Director of Operations Man 31-40 5 

22.  Manager Man 31-40 4 

23.  Senior Manager Woman 41-50 11 

24.  Director of HR Woman 51-60 18 

25.  Senior Consultant at KPMG Woman 20-30 2 
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Appendix B: Interview Sample Excerpts  

 

Benefits: 

Theme Supporting Quotes 

Efficiency 

- “Huge opportunity for initial screening with the basics” 

- “Frees up time of employees.” 

- “It is really a time saver” 

- “Time is the biggest benefit. It takes us several hours to see who might 

work best” 

- “One benefit maybe is to exclude humans from screening candidates.. but 

the focus should be to enable humans to focus on tasks that AI is not good 

at.” 

- “ The good thing is that it can be used anytime, anywhere to target global 

candidates….and that it can be used on demand.” 

- “One benefit is that there is no need to be there physically for every task 

which can save a lot of time.” 

- “Ability to reach to more people at convenient times” 

- “Reaching out to a broader audience because we can go only to one 

school, so widening the pool allows us to have people who are 

international or live in farther cities.”  
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- “Processing a lot of applications faster…..screening hundreds of resumes 

is hard for a person to process.” 

- “Over time and with practice, AI would be 100% more accurate than a 

human.” 

- “AI would be more accurate when looking for certain keywords… we 

ourselves look for specific keywords when screening resumes.” 

- “AI would be beneficial in avoiding many human errors and simplifying 

things.” 

- “Many paperwork will be removed.” 

- “You can lead it easily rather than a human who might be in a clash with 

what you are looking for.” 

- “AI can even add more factors to the decision-making process that are 

beyond the capability of humans.” 

- “AI can look at many things beyond the verbal language, such as energy 

levels, gestures, and body language.” 

Integrity 

- “Taking out unconscious bias is a huge thing.” 

- “Creates some objectivity for everybody when evaluating them as some 

hiring managers might be unconsciously biased.” 

- “AI does not care about skin colour or ethnicity….it skips all the biases the 

human might have .. but the final decision should still be mine.” 

- “AI would be less biased and more fair … because it will look for specific 

human qualities treating all applicants equally.” 

- “Provides a sort of objectivity to inform decisions.” 
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- “Removes inherent bias so you do not miss good candidates.” 

- “Can potentially eliminate bias for things such as accents, if the algorithm 

can capture word pronounce accurately and interpret it correctly.” 

- “AI removes many biases and has an impartial perspective… because we 

do not know when we apply our own biases.” 

- “It is a huge benefit that AI can provide an explanation of why they like or 

dislike certain candidates.” 

 

Concerns: 

Theme Supporting Quotes 

Lack of Human 

Interaction 

- “The feel that you get when talking to somebody … I mean a human.” 

- “Loosing some of the human interaction is a concern here.” 

- “The fact it is called “HR” means that we are getting away from the 

human element.” 

- “I prefer having myself in the loop as these are people I am going to work 

with in the future, and it is important to know them personally.” 

- “I am concerned about the human aspect.. for example, when I first came 

to Canada, in my first interview, I was very nervous because I did not 

know how to speak English well… but the interviewee could sense my 

potential and understood that it is ok to be nervous.” 

- “I would prefer that it does the screening only and then take my opinion. I 

would still prefer the human element.” 
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- “How can the AI ask follow-up questions as humans do?..it is hard to do 

using AI.” 

Incompatibility 

- “It is difficult to create a feature in AI to filter for culture fit or things like 

getting well with my team.” 

- “If you are hiring a technician or a cleaner, for example, how will AI 

measure work ethics?” 

- “It does not take into account the behavioural profiles.” 

- “Compatibility with the values and morals of the company would be a 

concern. It could be detected by asking AI certain questions to make sure 

it aligns with the company’s values.” 

- “how about the culture-fit and team-fit… how AI would assess someone 

who is appreciative or ungrateful?….someone who is great for one 

company might not be good in another company.” 

- “Compatibility with values and ethics is, of course, a concern.” 
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Appendix C: Screening Questions 

Role in the current company/organization:  

 Upper Management 

 Middle Management 

 Junior Management 

 Administrative Staff 

 Support Staff 

 Trained Professional 

 Skilled Laborer 

 Consultant 

 Temporary Employee  

 Researcher 

 Student 

 Self-employed/Partner 

 Other: Please Specify …. 

Department: 

 Accounting 

 Administration 

 Customer Service 

 Human Resources 

 Inventory 

 IT 

 Logistics 

 Manufacturing 

 Marketing and Sales 

 Procurement 

 Quality Assurance 

 Research & Development 

 Other. Please specify  …… 
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Industry: 

 Agriculture, Forestry, Fishing and Hunting 

 Utilities 

 Computer and Electronics Manufacturing 

 Wholesale 

 Transportation and Warehousing 

 Software 

 Broadcasting 

 Other Information Industry 

 Real Estate, Rental and Leasing 

 Primary/Secondary (K-12) Education 

 Health Care and Social Assistance 

 Hotel and Food Services 

 Legal Services 

 Homemaker 

 Religious 

 Mining 

 Construction 

 Other Manufacturing 

 Retail 

 Publishing 

 Telecommunications 

 Information Services and Data Processing 

 Finance and Insurance 

 College, University, and Adult Education 

 Other Education Industry 

 Arts, Entertainment, and Recreation 

 Government and Public Administration 

 Scientific or Technical Services 

 Military 

 Other Industry.  

Please specify ….. 

In my current or previous jobs, I have (check all that apply): 

 Been a member of a team 

 Managed a team 

 Worked part-time 

 Hired personnel 

 Commuted more than an hour to work 

 Travelled on work assignments 

 Dismissed an employee 
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Appendix D: Measurement Scales 

Construct Adapted Scale Items Adapted from 

Efficiency 1.Working with AI-Assist would… 

1- save me time 

2- speed up decision making 

3- make me more efficient 

(Wilkinson et al. 

2021) 

Integrity 2.I believe working with AI-Assist would 

… 

1- provide unbiased recommendations 

2- make honest decisions 

3- make decisions with integrity 

(Wilkinson et al. 

2021) 

Lack of Human Interaction 3.In completing this task, … 

1- working with another human would 

be important to me 

2- I would rather interact with a person 

than with AI-Assist 

3- it would bother me to use AI-Assist 

when I could work with a human 

instead 

(Dabholkar and 

Bagozzi 2002) 

Incompatibility In completing this task...  (Hari et al. 2021) 
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1- I am uncertain that AI-Assist would 

recommend candidates that reflect my 

organization’s needs 

2- I am uncertain that AI-Assist would 

enable us to select candidates that are a 

good fit for my organization 

3- I am not confident that AI-Assist would 

select candidates that match my 

organization’s needs 

Explainability In this scenario,  

- I felt I was provided with an explanation 

for the AI-Assist recommendation of 

which candidates to interview. 

- The AI-Assist provided a justification 

for its recommendation for the shortlisted 

candidates to interview 

(Jabagi et al. 2021) 

Autonomy In this scenario,  

- I felt the AI was in control of deciding 

who would be invited for an interview 

- I felt the AI had authority over deciding 

who would be invited for an interview 

(Ahuja and 

Thatcher 2005) 

Willingness to Collaborate 1. In completing this task…. (Gursoy et al. 

2019) 
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1- I would be willing to work with AI-

Assist  

2- I would be happy to collaborate with 

AI-Assist 

3- I would be likely to interact with AI-

Assist 

Marker Variable 

(Attitude toward blue colour) 

- I prefer blue to other colours 

- I like the colour blue 

- I like blue clothes. 

(Miller 2021) 

Marker Variable 

(Attitude towards public transit) 

- If the buses come often enough, I would 

use the bus more often; 

- Where I choose to live is affected by 

transit service availability 

- During the period of heavy snow or 

rain, I prefer transit over  

(Namgung and 

Akar 2014) 

Attention Check Questions In completing this task...  

- I am not paying any attention to this survey 

- I am answering questions in this survey without thinking 

Open-Ended Questions - When collaborating with AI-Assist, do you think it is important 

that AI provides an explanation for its recommendation? 

Please, explain your response. 
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- When collaborating with AI-Assist, do you think it is important 

that the AI consults you before making a recommendation? 

Please, explain your response. 

- Is there any other thing you wish to add? 
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Appendix E: Demographic Questions 

1. I identify as  (Check one): 

[  ] Man 

[  ] Woman 

[  ]Non-gender-binary, two-spirit,or similar 

[  ] Prefer not to say 

[  ] Others  

 

 

2. I’m (Check one): 

[  ] 20-30 

[  ] 31-40 

[  ] 41-50 

[  ] 51-60 

[  ] 61-70 

[  ] > 70 

[  ] Prefer not to answer  

 

3. I have (Check one): 

[  ] High school diploma 

[  ] Some college degree 

[  ] Bachelors 

[  ] Master’s 

[  ] Ph.D 

[  ] Other 

[  ] Prefer not to answer  

 

4. Total years of hiring experience:  
 

5. How would you describe your knowledge level of AI:  
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 No knowledge 

 Very basic knowledge 

 Medium knowledge level 

 Very good knowledge level 

 Excellent 
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Appendix F: Experimental Design 

1- Participants were welcomed to the study. 

 

2- Participants were then directed to the screening questions to determine their eligibility for 

taking the survey. 
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3- Participants who did not pass the screening phase and were ineligible to continue with the 

survey were provided with the below message: 

 

4- After screening participants and eliminating those who do not have hiring experience, 

demographic information was then collected from eligible participants. 
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5- After collecting demographic information, participants were directed to the consent form 

below. 

Letter of Consent 
A Study about Artificial Intelligence (AI) 

• This research seeks to understand the potential that artificial intelligent (AI) technologies can 

bring to the workplace. 

 

• AI can imitate intelligent human behaviour. They can perform cognitive functions that we 

associate with human minds, such as perceiving, reasoning, learning, interacting, problem-solving, 

and decision-making. 

 

• In the recruitment context, AI can screen candidate applications, assess their profiles, and 

recommend candidates to support HR decision-makers. 

 

Potential Harms, Risks or Discomforts: We do not foresee any significant risk or discomfort from your participation 

in this research. However, this study will collect data through an online survey, which is an externally hosted cloud-

based service. Please note that whilst this service is approved for collecting data in this study by the McMaster 

Research Ethics Board, there is a small risk with any platform such as this of data that is collected on external servers 

falling outside the control of the research team. 

 

Potential Benefits: This study will not benefit you directly. However, by participating in this study, you will help to 

provide designers and developers of AI with guidelines to improve the outcomes of using AI in the workplace. 

 

Payment or Reimbursement: if you agree to participate in this study, you will be compensated according to the 

scheme you agreed to with Qualtrics before you entered into the survey. 
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Confidentiality: Every effort will be made to protect (guarantee) your confidentiality and privacy. All information 

you supply during the research will be held in confidence. No personally-identifying information (e.g., name, social 

insurance number) will be required or collected before, during, or after the study, and therefore, your name will not 

appear in any report or publication of the research. The data will be collected through an online survey without the 

need to record any audios or videos. Your data will be safely stored on a password protected computer and only the 

student researcher and the supervisors will have access to this information. Data will be kept for approximately 4 

years, after which the data will be completely deleted from any computer or storage drive. Confidentiality will be 

provided to the fullest extent possible by law. 

 

Participation and Withdrawal: Your participation in this study is voluntary. It is your choice to be part of the study 

or not. If you decide to be part of the study, you can stop (withdraw) from whatever reason, even after giving consent 

or part-way through the study. Once you have submitted your responses for this anonymous survey: your answers will 

be put into a database and will not be identifiable. This means that once you have submitted your survey, your 

responses cannot be withdrawn from the study because it will not be possible for us to identify which responses are 

yours. Your decision whether or not to be part of the study will not affect your continuing access to services from 

Qualtrics. 

 

This study has been reviewed by the McMaster University Research Ethics Board and received ethics clearance. 

If you have concerns or questions about your rights as a participant or about the way the study is conducted, 

please contact: McMaster Research Ethics Secretariat Telephone: (905) 525-9140 ext. 23142 C/o Research 

Office for Administrative Development and Support E-mail: ethicsoffice@mcmaster.ca. 

  

mailto:ethicsoffice@mcmaster.ca
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6- After getting participants’ consent, they were directed to a page that described to them 

what is expected from them during the experiment. On this page, I was keen on providing 

participants in a point format the steps they are going to go through next, as well as the 

expected time duration to complete their task. 

 

7- Next, participants were notified that they are going to watch the 1-minute video and were 

reminded of the importance of watching the entire video before moving forward to the 

next part of the survey. 
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8- Next, participants were given the scenario and were introduced to AI-Assist. They were 

also notified to listen to a conversation taking place between AI-Assist and the human 

recruiter. At this point, participants were sent randomly to watch one of four videos that 

represented the treatment groups of this study. 
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9- After participants were exposed to the scenario and the videos, they were then asked to 

answer the set of survey questions.  

10- After participants completed the survey, they were thanked for their time and were 

displayed the message below: 
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Appendix G: Treatment Group Comparisons using Tukey’s Test 

 

Dependent Variable (I) Group (J) Group 

Mean 

Difference  

(I-J) 

Std. Error Sig. 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Efficiency 

1 

2 0.22846 0.16738 0.522 -0.2036 0.6605 

3 0.31290 0.16601 0.236 -0.1156 0.7414 

4 .47673* 0.16834 0.025 0.0422 0.9113 

2 

1 -0.22846 0.16738 0.522 -0.6605 0.2036 

3 0.08443 0.16601 0.95 7 -0.3441 0.5130 

4 0.24827 0.16834 0.454 -0.1863 0.6828 

3 

1 -0.31290 0.16601 0.236 -0.7414 0.1156 

2 -0.08443 0.16601 0.957 -0.5130 0.3441 

4 0.16383 0.16698 0.760 -0.2672 0.5949 

4 

1 -.47673* 0.16834 0.025 -0.9113 -0.0422 

2 -0.24827 0.16834 0.454 -0.6828 0.1863 

3 -0.16383 0.16698 0.760 -0.5949 0.2672 

Integrity 

1 

2 0.29213 0.17926 0.363 -0.1706 0.7549 

3 0.42342 0.17779 0.082 -0.0355 0.8824 

4 0.39115 0.18029 0.134 -0.0742 0.8565 

2 

1 -0.29213 0.17926 0.363 -0.7549 0.1706 

3 0.13129 0.17779 0.882 -0.3276 0.5902 

4 0.09901 0.18029 0.947 -0.3664 0.5644 

3 

1 -0.42342 0.17779 0.082 -0.8824 0.0355 

2 -0.13129 0.17779 0.882 -0.5902 0.3276 

4 -0.03228 0.17883 0.998 -0.4939 0.4293 

4 

1 -0.39115 0.18029 0.134 -0.8565 0.0742 

2 -0.09901 0.18029 0.947 -0.5644 0.3664 

3 0.03228 0.17883 0.998 -0.4293 0.4939 

Lack_of_Human 

1 

2 -.62921* 0.23195 0.035 -1.2279 -0.0305 

3 -0.48870 0.23005 0.147 -1.0825 0.1051 

4 -.69379* 0.23328 0.017 -1.2960 -0.0916 

2 

1 .62921* 0.23195 0.035 0.0305 1.2279 

3 0.14051 0.23005 0.929 -0.4533 0.7343 

4 -0.06457 0.23328 0.993 -0.6667 0.5376 

3 
1 0.48870 0.23005 0.147 -0.1051 1.0825 

2 -0.14051 0.23005 0.929 -0.7343 0.4533 
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4 -0.20508 0.23139 0.812 -0.8024 0.3922 

4 

1 .69379* 0.23328 0.017 0.0916 1.2960 

2 0.06457 0.23328 0.993 -0.5376 0.6667 

3 0.20508 0.23139 0.812 -0.3922 0.8024 

Incompatibility 

1 

2 -0.48315 0.21155 0.104 -1.0292 0.0629 

3 -0.43775 0.20982 0.160 -0.9794 0.1038 

4 -0.54707 0.21276 0.051 -1.0963 0.0021 

2 

1 0.48315 0.21155 0.104 -0.0629 1.0292 

3 0.04539 0.20982 0.996 -0.4962 0.5870 

4 -0.06393 0.21276 0.991 -0.6131 0.4853 

3 

1 0.43775 0.20982 0.160 -0.1038 0.9794 

2 -0.04539 0.20982 0.996 -0.5870 0.4962 

4 -0.10932 0.21104 0.955 -0.6541 0.4354 

4 

1 0.54707 0.21276 0.051 -0.0021 1.0963 

2 0.06393 0.21276 0.991 -0.4853 0.6131 

3 0.10932 0.21104 0.955 -0.4354 0.6541 

Willingness 

1 

2 .49438* 0.18663 0.042 0.0126 0.9761 

3 0.30488 0.18511 0.354 -0.1729 0.7827 

4 0.37638 0.18770 0.188 -0.1081 0.8609 

2 

1 -.49438* 0.18663 0.042 -0.9761 -0.0126 

3 -0.18950 0.18511 0.736 -0.6673 0.2883 

4 -0.11800 0.18770 0.923 -0.6025 0.3665 

3 

1 -0.30488 0.18511 0.354 -0.7827 0.1729 

2 0.18950 0.18511 0.736 -0.2883 0.6673 

4 0.07151 0.18618 0.981 -0.4091 0.5521 

4 

1 -0.37638 0.18770 0.188 -0.8609 0.1081 

2 0.11800 0.18770 0.923 -0.3665 0.6025 

3 -0.07151 0.18618 0.981 -0.5521 0.4091 
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Appendix H: One-Way ANOVAs for Control Variable Analysis 
 

Gender5 

Variable Groups N Mean 

95% Confidence 

Interval for 

Mean 

ANOVA 

Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Square 
F Sig. 

Efficiency Men 208 5.6635 5.5033 5.8236 

0.07 0.07 0.05 0.82 Women 148 5.6913 5.5197 5.8629 

Total 356 5.6751 5.5580 5.7922 

Integrity Men 208 5.3221 5.1503 5.4939 

1.36 1.36 0.94 0.33 Women 148 5.4474 5.2657 5.6291 

Total 356 5.3744 5.2493 5.4996 

Lack_of_H

uman 

Men 208 4.1250 3.9136 4.3364 

0.02 0.02 0.01 0.92 Women 148 4.1409 3.8829 4.3990 

Total 356 4.1317 3.9688 4.2945 

Incompatib

ility 

Men 208 3.8269 3.6294 4.0245 

0.01 0.01 0.00 0.95 Women 148 3.8367 3.6112 4.0622 

Total 356 3.8310 3.6830 3.9790 

Willingness Men 208 5.5144 5.3358 5.6931 

0.097 0.097 0.062 0.804 
Women 148 5.4810 5.2903 5.6717 

Total 356 5.5005 5.3700 5.6309 

 

  

 
5 Please note that Tukey’s HSD test does not apply for groups that are less then three. Thus, no Tukey’HSD test 

results were reported for “Gender”. 
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Age 

Variable Groups N Mean 

95% Confidence 

Interval for 

Mean 

ANOVA 

Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Squar

e 

F Sig. 

Efficiency  1 108 5.904 5.696 6.112 

36.099 
18.04

9 

15.41

7 

0.00

0 

2 98 5.745 5.529 5.961 

3 79 5.426 5.174 5.678 

4 72 5.509 5.232 5.787 

Total 357 5.675 5.558 5.792 

Integrity  1 108 5.904 5.696 6.112 

34.196 
17.09

8 

12.59

6 

0.00

0 

2 98 5.745 5.529 5.961 

3 79 5.426 5.174 5.678 

4 72 5.509 5.232 5.787 

Total 357 5.675 5.558 5.792 

Lack_of_Hum

an  

1 108 5.904 5.696 6.112 

43.314 
21.65

7 
9.259 

0.00

0 

2 98 5.745 5.529 5.961 

3 79 5.426 5.174 5.678 

4 72 5.509 5.232 5.787 

Total 357 5.675 5.558 5.792 

 

Incompatibilit

y  

1 108 5.904 5.696 6.112 

40.125 
20.06

2 

10.45

4 

0.00

0 

2 98 5.745 5.529 5.961 

3 79 5.426 5.174 5.678 

4 72 5.509 5.232 5.787 

Total 357 5.675 5.558 5.792 

Willingness 1 108 5.904 5.696 6.112 

63.580 
31.79

0 

22.71

4 

0.00

0 2 98 5.745 5.529 5.961 
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3 79 5.426 5.174 5.678 

4 72 5.509 5.232 5.787 

Total 357 5.675 5.558 5.792 

 

 

Multiple Comparisons 

Tukey’s HSD 

Dependent Variable 
Group 

 (I) 

Group 

 (J) 

Mean 

Difference  

(I-J) 

Std. Error Sig. 

Efficiency 

 1 
2 -.38679* 0.147 0.024 

3 -.77871* 0.141 0.000 

2 
1 .38679* 0.147 0.024 

3 -.39193* 0.136 0.012 

3 

1 .77871* 0.141 0.000 

2 .39193* 0.136 0.012 

Integrity 

1 

2 -0.346 0.158 0.076 

3 -.75411* 0.152 0.000 

2 
1 0.346 0.158 0.076 

3 -.40839* 0.147 0.016 

3 

1 .75411* 0.152 0.000 

2 .40839* 0.147 0.016 

 

Lack_of_Human 

 

1 
2 0.411 0.208 0.120 

3 .85161* 0.199 0.000 

2 1 -0.411 0.208 0.120 
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3 0.441 0.192 0.059 

3 
1 -.85161* 0.199 0.000 

2 -0.441 0.192 0.059 

 

 

Incompatibility 

 

1 
2 0.291 0.188 0.272 

3 .80047* 0.180 0.000 

2 
1 -0.291 0.188 0.272 

3 .50973* 0.174 0.010 

3 
1 -.80047* 0.180 0.000 

2 -.50973* 0.174 0.010 

 

Willingness 1 
2 -.50014* 0.161 0.006 

3 -1.03203* 0.154 0.000 

2 
1 .50014* 0.161 0.006 

3 -.53188* 0.149 0.001 

3 
1 1.03203* 0.154 0.000 

2 .53188* 0.149 0.001 

*. The mean difference is significant at the 0.05 level. 
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Education Level 

Variable Groups N Mean 

95% Confidence 

Interval for 

Mean 

ANOVA 

Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Square 
F Sig. 

Efficiency  1 121 5.72 5.52 5.92 

2.94 1.47 1.18 0.31 

2 140 5.75 5.55 5.94 

3 87 5.52 5.30 5.75 

Total 348 5.68 5.57 5.80 

Integrity  1 121 5.38 5.16 5.60 

2.15 1.08 0.74 0.48 

2 140 5.47 5.27 5.67 

3 87 5.27 5.01 5.53 

Total 348 5.39 5.26 5.52 

 

Lack_of_Human  

1 121 4.20 3.91 4.49 

7.39 3.70 1.53 0.22 

2 140 3.95 3.70 4.21 

3 87 4.30 3.97 4.63 

Total 348 4.13 3.96 4.29 

 

Incompatibility  

1 121 3.85 3.60 4.09 

8.89 4.45 2.25 0.11 

2 140 3.67 3.42 3.91 

3 87 4.07 3.78 4.37 

Total 348 3.83 3.68 3.98 

Willingness 1 121 5.47 5.24 5.71 

1.39 0.69 0.45 0.64 

2 140 5.59 5.38 5.80 

3 87 5.46 5.21 5.71 

Total 348 5.52 5.39 5.65 
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Multiple Comparisons 

Tukey HSD 

Dependent Variable Group (I) Group (J) 

Mean 

Difference 

(I-J) 

Std. 

Error 
Sig. 

95% 

Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Efficiency 

1 

2 -0.026 0.139 0.981 -0.353 0.301 

3 0.197 0.157 0.423 -0.173 0.567 

2 
1 0.026 0.139 0.981 -0.301 0.353 

3 0.223 0.153 0.312 -0.137 0.582 

3 
1 -0.197 0.157 0.423 -0.567 0.173 

2 -0.223 0.153 0.312 -0.582 0.137 

Integrity 

1 
2 -0.091 0.150 0.815 -0.444 0.261 

3 0.108 0.170 0.799 -0.291 0.507 

2 
1 0.091 0.150 0.815 -0.261 0.444 

3 0.199 0.165 0.448 -0.188 0.587 

3 
1 -0.108 0.170 0.799 -0.507 0.291 

2 -0.199 0.165 0.448 -0.587 0.188 

Lack_of_Human 

1 
2 0.245 0.193 0.413 -0.209 0.698 

3 -0.101 0.218 0.890 -0.614 0.413 

2 
1 -0.245 0.193 0.413 -0.698 0.209 

3 -0.345 0.212 0.235 -0.844 0.154 

3 
1 0.101 0.218 0.890 -0.413 0.614 

2 0.345 0.212 0.235 -0.154 0.844 

Incompatibility 

1 
2 0.179 0.175 0.561 -0.232 0.590 

3 -0.227 0.198 0.485 -0.692 0.238 

2 
1 -0.179 0.175 0.561 -0.590 0.232 

3 -0.406 0.192 0.088 -0.858 0.046 

3 
1.00 0.227 0.198 0.485 -0.238 0.692 

2.00 0.406 0.192 0.088 -0.046 0.858 

Willingness 
1 

2.00 -0.122 0.155 0.711 -0.486 0.243 

3.00 0.015 0.175 0.996 -0.398 0.428 

2 1.00 0.122 0.155 0.711 -0.243 0.486 
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3.00 0.137 0.170 0.701 -0.264 0.538 

3 
1.00 -0.015 0.175 0.996 -0.428 0.398 

2.00 -0.137 0.170 0.701 -0.538 0.264 
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Knowledge Level of AI 

Variable Groups N Mean 

95% Confidence 

Interval for 

Mean 

ANOVA 

Lower 

Bound 

Upper 

Bound 

Sum of 

Square

s 

Mean 

Squar

e 

F Sig. 

Efficiency  
1.00 102 5.245 5.014 5.476 

36.10 18.05 15.42 0.00 
2.00 115 5.632 5.424 5.840 

3.00 140 6.024 5.862 6.186 

Total 357 5.675 5.558 5.792 

Integrity 

1.00 102 4.967 4.720 5.214 

34.20 17.10 12.60 0.00 
2.00 115 5.313 5.108 5.518 

3.00 140 5.721 5.531 5.912 

Total 357 5.374 5.249 5.500 

Lack_of_Huma

n 

1.00 102 4.598 4.294 4.902 

43.31 21.66 9.26 0.00 
2.00 115 4.187 3.925 4.449 

3.00 140 3.746 3.479 4.014 

Total 357 4.132 3.969 4.294 

Incompatibility 

1.00 102 4.239 3.976 4.501 

40.12 20.06 10.45 0.00 
2.00 115 3.948 3.698 4.198 

3.00 140 3.438 3.197 3.680 

Total 357 3.831 3.683 3.979 

Willingness 

1.00 102 4.935 4.667 5.202 

63.58 31.79 22.71 0.00 
2.00 115 5.435 5.227 5.643 

3.00 140 5.967 5.786 6.148 

Total 357 5.500 5.370 5.631 
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Multiple Comparisons 

Tukey HSD 

Dependent Variable Group (I) Group (J) 

Mean 

Difference 

(I-J) 

Sig. 

95% 

Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Efficiency 

1 

2 -.38679* 0.024 
-

0.7332 
-0.040 

3 -.77871* 0.00 -1.11 -0.447 

2 
1 .38679* 0.02 0.04 0.733 

3 -.39193* 0.01 -0.71 -0.071 

3 

1 .77871* 0.00 0.45 1.110 

2 .39193* 0.01 0.07 0.712 

Integrity 

1 

2 -0.3457 0.08 -0.72 0.027 

3 -.75411* 0.00 -1.11 -0.397 

2 
1 0.3457 0.08 -0.03 0.719 

3 -.40839* 0.02 -0.75 -0.063 

3 

1 .75411* 0.00 0.40 1.111 

2 .40839* 0.02 0.06 0.753 

Lack_of_Human 

1 
2 0.4111 0.12 -0.08 0.901 

3 .85161* 0.00 0.38 1.320 

2 
1 -0.4111 0.12 -0.90 0.079 

3 0.4405 0.06 -0.01 0.894 

3 
1 -.85161* 0.00 -1.32 -0.383 

2 -0.4405 0.06 -0.89 0.012 
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Incompatibility 

1 
2 0.2907 0.27 -0.15 0.734 

3 .80047* 0.00 0.38 1.225 

2 
1 -0.2907 0.27 -0.73 0.153 

3 .50973* 0.01 0.10 0.920 

3 
1 -.80047* 0.00 -1.22 -0.376 

2 -.50973* 0.01 -0.92 -0.099 

Willingness 

1 
2 -.50014* 0.01 -0.88 -0.121 

3 -1.03203* 0.00 -1.39 -0.670 

2 
1 .50014* 0.01 0.12 0.879 

3 -.53188* 0.00 -0.88 -0.181 

3 
1 1.03203* 0.00 0.67 1.394 

2 .53188* 0.00 0.18 0.882 

*. The mean difference is significant at the 0.05 level. 
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Years of Hiring Experience 

Variable Groups N Mean 

95% Confidence 

Interval for 

Mean 

ANOVA 

Lower 

Bound 

Upper 

Bound 

Sum of 

Squares 

Mean 

Squar

e 

F Sig. 

Efficiency  
1.00 5 6.000 3.849 8.151 

0.51 0.17 0.12 0.95 

2.00 15 5.711 5.214 6.209 

3.00 7 5.810 4.997 6.622 

4.00 51 5.895 5.550 6.240 

Total 78 5.859 5.597 6.121 

Integrity  
1.00 5 5.933 4.579 7.287 

8.15 2.72 1.68 0.18 

2.00 15 5.111 4.371 5.852 

3.00 7 5.095 3.988 6.203 

4.00 51 5.810 5.452 6.169 

Total 78 5.620 5.329 5.910 

Lack_of_Hum

an  
1.00 5 3.700 2.271 5.129 

9.81 3.27 1.31 0.28 

2.00 15 3.200 2.397 4.003 

3.00 7 4.571 2.812 6.331 

4.00 51 3.863 3.412 4.314 

Total 78 3.788 3.430 4.147 

Incompatibilit

y  
1.00 5 4.533 2.411 6.656 

8.33 2.78 1.14 0.34 

2.00 15 3.467 2.550 4.384 

3.00 7 4.048 2.771 5.324 

4.00 51 3.366 2.931 3.801 

Total 78 3.521 3.168 3.875 

Willingness  
1.00 5 5.733 3.516 7.951 

0.18 0.06 0.03 0.99 

2.00 15 5.622 5.096 6.148 
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3.00 7 5.810 4.658 6.961 

4.00 51 5.699 5.310 6.089 

Total 78 5.697 5.403 5.990 

 

 

Multiple Comparisons 

Tukey HSD 

Dependent 

Variable 
Group (I) Group (J) 

Mean 

Difference 

(I-J) 

Sig. 

95% 

Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Efficiency 

1 

2 0.289 0.965 -1.314 1.891 

3 0.190 0.993 -1.627 2.008 

4 0.105 0.998 -1.350 1.559 

2 

1 -0.289 0.965 -1.891 1.314 

3 -0.098 0.998 -1.519 1.322 

4 -0.184 0.951 -1.096 0.727 

3 

10 -0.190 0.993 -2.008 1.627 

2 0.098 0.998 -1.322 1.519 

4 -0.086 0.998 -1.337 1.165 

4 

1 -0.105 0.998 -1.559 1.350 

2 0.184 0.951 -0.727 1.096 

3 0.086 0.998 -1.165 1.337 

Integrity 1 
2 0.822 0.596 -0.905 2.549 

3 0.838 0.675 -1.120 2.796 
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4 0.123 0.997 -1.444 1.690 

2 

1 -0.822 0.596 -2.549 0.905 

3 0.016 1.000 -1.515 1.547 

4 -0.699 0.249 -1.682 0.283 

3 

1 -0.838 0.675 -2.796 1.120 

2 -0.016 1.000 -1.547 1.515 

4 -0.715 0.507 -2.063 0.633 

4 

1 -0.123 0.997 -1.690 1.444 

2 0.699 0.249 -0.283 1.682 

3 0.715 0.507 -0.633 2.063 

Lack_of_Human 

1 

2 0.500 0.928 -1.646 2.646 

3 -0.871 0.783 -3.305 1.562 

4 -0.163 0.996 -2.110 1.785 

2 

1 -0.500 0.928 -2.646 1.646 

3 -1.371 0.239 -3.273 0.531 

4 -0.663 0.487 -1.883 0.558 

3 

1 0.871 0.783 -1.562 3.305 

2 1.371 0.239 -0.531 3.273 

4 0.709 0.683 -0.966 2.384 

4 

1 0.163 0.996 -1.785 2.110 

2 0.663 0.487 -0.558 1.883 

3 -0.709 0.683 -2.384 0.966 

Incompatibility 

1 

2 1.067 0.553 -1.056 3.189 

3 0.486 0.951 -1.921 2.892 

4 1.167 0.389 -0.759 3.093 

2 

1 -1.067 0.553 -3.189 1.056 

3 -0.581 0.849 -2.462 1.300 

4 0.101 0.996 -1.106 1.308 

3 

1 -0.486 0.951 -2.892 1.921 

2 0.581 0.849 -1.300 2.462 

4 0.682 0.702 -0.975 2.338 

4 

1 -1.167 0.389 -3.093 0.759 

2 -0.101 0.996 -1.308 1.106 

3 -0.682 0.702 -2.338 0.975 

Willingness 

1 

2 0.111 0.998 -1.692 1.914 

3 -0.076 1.000 -2.120 1.968 

4 0.034 1.000 -1.602 1.670 

2 

1 -0.111 0.998 -1.914 1.692 

3 -0.187 0.990 -1.785 1.411 

4 -0.077 0.997 -1.102 0.948 

3 1 0.076 1.000 -1.968 2.120 
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2 0.187 0.990 -1.411 1.785 

4 0.110 0.997 -1.297 1.517 

4 

1 -0.034 1.000 -1.670 1.602 

2 0.077 0.997 -0.948 1.102 

3 -0.110 0.997 -1.517 1.297 
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Appendix I: Adding Age and Knowledge Level of AI to The Model 
 

Adding Age to the Model 

Path Path Coeffifienct P-value 

Age → Efficiency -0.127 0.008 

Age → Incompatibility 0.165 0.002 

Age → Integrity -0.106 0.021 

Age → Lack-of-Human 0.114 0.017 

Age → Willingness -0.001 0.488 

Efficiency → Willingness 0.464 0.000 

Integrity → Willingness 0.239 0.000 

Lack_of_Human → Willingness -0.261 0.000 

Incompatibility → Willingness -0.038 0.333 

Autonomy → Efficiency 0.184 0.000 

Autonomy → Integrity 0.074 0.000 

Autonomy → Lack_of_Human 0.096 0.035 

Autonomy → Incompatibility 0.082 0.000 

Explainability → Efficiency 0.502 0.000 

Explainability → Integrity 0.498 0.000 

Explainability → Lack_of_Human -0.330 0.000 

Explainability → Incompatibility -0.380 0.000 

 

Adding Knowledge Level of AI to the Model 

Path Path Coefficient P-value 

AI_Knowledge → Efficiency 0.184 0.000 

AI_Knowledge → Incompatibility -0.198 0.001 

AI_Knowledge → Integrity 0.175 0.001 

AI_Knowledge → Lack-of-Human -0.169 0.003 

AI_Knowledge → Willingness 0.072 0.022 

Efficiency → Willingness 0.453 0.000 

Integrity → Willingness 0.239 0.000 

Lack_of_Human → Willingness -0.261 0.000 

Incompatibility → Willingness -0.038 0.338 

Autonomy → Efficiency 0.184 0.000 

Autonomy → Integrity 0.074 0.000 

Autonomy → Lack_of_Human 0.096 0.037 

Autonomy → Incompatibility 0.082 0.000 

Explainability → Efficiency 0.502 0.000 

Explainability → Integrity 0.498 0.000 

Explainability → Lack_of_Human -0.330 0.000 

Explainability → Incompatibility -0.380 0.000 

 


