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Lay Abstract 

Light detection and ranging (LiDAR) is a popular system that is widely used in 

the modern automotive industry. One crucial component within LiDAR systems is the 

Single-Photon Avalanche Diode (SPAD) due to their high sensitivity. Being able to 

combine with other circuit components, the SPADs can achieve continuous photon 

detections. In this thesis, the applications of SPADs in LiDAR systems are reviewed 

first. Then, SPAD models that are used to describe SPAD’s performance are reviewed. 

Based on the discussion on SPAD’s performance and SPAD models, a new SPAD 

modeling process is proposed in the article to have better simulation results. In addition 

to the simulation results based on the proposed models, SPADs are designed to validate 

the proposed model. The measured data has a good fit with the simulations, which 

indicates the improvement of the proposed SPAD models. Finally, research challenges 

and potential directions are summarized for future investigation. 
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Abstract 

Single-photon avalanche diodes (SPADs) hold great potential as optical detectors 

in single-photon-counting (SPC) applications. With a primary focus on the fast-

developing field of light detection and ranging (LiDAR) systems in automotive market, 

this thesis explores the important role of SPADs in achieving extended detection 

ranges, higher resolutions, and fast response times. As advanced complementary-

metal-oxide-semiconductor (CMOS) technologies becomes more available, the cost-

effective solutions of SPADs also become more achievable. 

First, a detailed review of recent SPAD applications within LiDAR systems is 

presented. This discussion encompasses both commercial products and research works 

based on various CMOS technologies. SPADs fabricated using different technologies 

exhibit significant variations in the performances. Therefore, SPAD models that are 

used to simulate critical performances prior to fabrication are very important. 

Subsequently, a comprehensive review introduces the evolution of SPAD models, from 

key fundamentals to the modeling process. Based on the 65 nm standard CMOS 

technology and information from literature review, an enhanced SPAD modeling 

process is introduced. This model, considering a 2-D distribution of electric field, 

improves the accuracy of dark count rate (DCR) predictions. To validate its 

effectiveness, SPADs are meticulously designed using the TSMC 65 nm standard 

CMOS technology for the calibration and comparison purposes. Measured results 

indicate negligible afterpulsing probability (~ 0%) and decent DCR level (~ 14 kHz at 

a 0.7 V excess voltage), thanks to the implementation of output buffers. The measured 

wavelength dependence of photon detection probability (PDP) also agrees with the 

simulations. Additional discussions are conducted to figure out some deviations 

between simulations and measurements. 

Finally, important research challenges are proposed based on the simulation and 

measurement results. Aiming to address these challenges, potential directions for 

optimizing SPAD models and design are presented, followed by conclusions. 
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Chapter 1  

INTRODUCTION 

1.1. Motivations and Applications of Ligh Detection and Ranging 

 Distance sensing systems widely used in vehicles are important, as they need to 

provide accurate and reliable raw data for decision-making. Various distance sensing 

systems can fulfill different roles in autonomous vehicles, including adaptive cruise 

control, localization, navigation, automatic braking systems, and parking assistance [1]. 

Numerous investigations have been explored in various sensing systems, such as stereo 

cameras, radar systems, ultrasonic systems, and light detection and ranging (LiDAR) 

systems. When considering the application of autonomous vehicles, radar systems 

demonstrate exceptional ability in detecting long-range objects with minimal 

interference caused by dust, fog, or other adverse weather conditions. However, radar 

systems also possess disadvantages, such as limited spatial resolution and bulky size. 

Ultrasonic sensing systems can detect objects within the sub-meters range to prevent 

collision [2]. These systems can detect the range between vehicles and objects by 

measuring the time delay between the emission and reflection of the ultrasonic waves. 

Nevertheless, due to the limited velocity of the acoustic signal in air, they cannot be 

employed for long-distance sensing in autonomous vehicles moving at very high 

speeds. In comparison to radar systems and ultrasonic sensing systems, LiDAR systems 

can achieve high accuracy and wide detection range while maintaining high reliability. 

Consequently, LiDAR systems are commonly used in autonomous vehicles for 

collision avoidance and active braking systems [3].  

---------------------------------------------------------------------------------------------------------------------------------------------------------- 
Adapted from X. Qian, W. Jiang, A. Elsharabasy, and M. J. Deen, “Modeling for Single-Photon Avalanche Diodes: State-of-the-
Art and Research Challenges,” Sensors 2023, vol. 23, no. 7, p. 3412, Mar. 2023, doi: 10.3390/S23073412. (Appendix A) 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
2 

 The advancement in algorithm development and the evolution of communication 

techniques have significantly increased the popularity of LiDAR systems in their 

applications for autonomous vehicles. More specifically, algorithms used to process 

raw data from LiDAR systems can enhance visualization quality and predictions, while 

the high-bandwidth communication technology makes the transmission of large-

volume data feasible. Relying on accurate images from LiDAR systems, the 

localization and navigation of autonomous vehicles become both simpler and more 

reliable [4]–[11].  Despite the research focus on various algorithms for feature 

extraction and optimization, the parameters of optical sensors and circuits have the 

most direct influence on the overall performance of LiDAR systems, affecting factors 

such as detection range, distance resolution, image resolution, and frame rate. In 

particular, the development of advanced complementary metal-oxide-semiconductor 

(CMOS) technologies has reduced the cost of high-performance LiDAR systems in 

autonomous vehicles. 

 CMOS-based LiDAR systems have attracted a lot of research interests. For 

instance, an in-depth review of LiDAR architectures was provided in [12]. Micro-

electro-mechanical system (MEMS) structures employed in LiDAR were discussed in 

[13]. Recent advancements in nanophotonic-based systems were discussed in [14]. For 

the visualization fusion in LiDAR, several comprehensive summaries have been 

presented in [10], [11]. The study of the detectors’ material is detailed in [15].  

 With the development of the LiDAR systems in the automotive industry, single-

photon detection techniques are becoming increasingly important. Three prevalent 

LiDAR architectures have been applied widely: pulsed time-of-flight (ToF) LiDAR, 

amplitude-modulated continuous-wave (AMCW) LiDAR, and frequency-modulated 

continuous-wave (FMCW) LiDAR. In Figure. 1-1, a comparison of the three different 

LiDAR architectures illustrates the differences in their detection range.  
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Figure 1-1. Comparison among pulsed time-of-flight (ToF) LiDAR, amplitude amplitude-modulated 
continuous-wave (AMCW) LiDAR, and frequency-modulated continuous-wave (FMCW) LiDAR. 
 

Among these architectures, pulsed ToF LiDAR has the advantages of low-cost, 

extensive detection range, and decent spatial resolution. More importantly, pulsed ToF 

LiDAR can achieve detection down to single photon level through the implementation 

of single-photon detectors like SPADs.   

 

1.2. LiDAR Principles 

 In comparison to traditional cameras, radar, and ultrasonic devices, LiDAR 

systems have the capability to capture precise distance information and achieve a wide 

detection range, depending on the employed configuration. The detection distance of a 

LiDAR system in autonomous vehicles can cover the range from centimeters to 

hundreds of meters, and even kilometers [12]. For each type of the LiDAR 

configurations, there are different architectures, principles, performance metrics and 

fabrication cost. Therefore, it is necessary to understand the configuration before 

discussing single photon detectors in LiDAR systems. Generally, three different 

modulated LiDAR systems are used for automotive applications: pulsed time-of-flight 

(ToF) LiDAR, amplitude-modulated continuous wave (AMCW) LiDAR and 

frequency-modulated continuous wave (FMCW) LiDAR. A detailed comparison of 

these three configurations is discussed in [12]. Currently, all LiDAR systems utilize 
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actively emitted signals to achieve detection, and they can be characterized into two 

sub-systems: transmitting stage and receiving stage. 

 In general, a higher transmitting power translates into a higher probability that 

optical sensors can detect the reflected signals, thus achieving a longer detection range. 

However, the maximum transmitting power is limited by the laser source and eye-

safety regulations [12]. The power requirements are different for different 

configurations and lasers used in the system. This is because laser-induced injuries are 

dependent on the total energy absorbed by the eye’s tissue, and the total energy is 

related to the energy of the photons and the illumination duration. In this case, for laser 

with different wavelengths, this time duration may vary [16], [17]. In an early 

experiment conducted on monkeys, a pulse at a 580 nm wavelength with a 600-fs pulse 

duration caused small foci of retinal pigment epithelium and retinal disruption [16]. For 

human eyes, there are different pulse durations for different light sources that can cause 

a threshold lesion [16]. For LiDAR applications, most of the lasers used are in Class 1, 

which has a transmitted power less than 0.39 MW. According to [18], the maximum 

permissible exposure (MPE) is 5×10-7 J/cm2 in the 520-530 nm range. The laser energy 

is limited by the standard IEC 60825 [19]. If the pulse is repetitive, then the MPE must 

be reduced by the factor of N-0.25, where N is the total number of the pulses. For example, 

for visible light, the exposure is limited to 0.25 seconds, or converted to 1250 pulses at 

a fixed 5 kHz pulse repetitive frequency. In real cases, the MPE is also dependent on 

the laser beam motion, divergence of the light, and the beam diameter.  

1.2.1. Non-Single-Photon-Counting LiDAR Architectures 

 An amplitude-modulated continuous-wave (AMCW) LiDAR can achieve 

continuous detection. AMCW LiDAR systems detect modulated light intensity. 

However, in contrast to pulsed LiDAR systems, the emitted light signal is a continuous 

wave with varying amplitudes. The peak power of the light signal in AMCW LiDAR 

systems is usually smaller than the pulsed ToF LiDAR, due to the average power 

constraint for eye-safety [12], [14]. Therefore, the maximum detection range of an 

AMCW LiDAR is less than that of the pulsed LiDAR system.  Due to the delay, the 

detected signals usually have a phase shift compared to the emitted signals. In this case, 

the time delay cannot be directly measured, but it is calculated according to the phase 
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difference. An illustration of the AMCW LiDAR timing response is shown in Figure. 

1-2.   

 
Figure 1-2. Waveforms of AMCW-modulated LiDAR 

 

 If the frequency of the modulated light signal is fixed to be f, and the detected 

phase difference between the transmitted signal and the received signal is ∆𝜑, then the 

distance can be calculated according to Eq. 1-1 [14] 

𝐷 = 𝑐 ×
𝜏

2
= 𝑐 ×

∆𝜑

2 × 𝜔
= 𝑐 ×

∆𝜑

4𝜋𝑓
 . 1-1 

In the equation, 𝜏 refers to the time of flight. ∆𝜑 and 𝑓 are the detected phase difference 

and frequency of the modulated signal, respectively. By correlating the reference signal 

with the backscattered signal, it is possible to measure the ToF by varying the phase of 

the reference signal. The typical value of the frequency used is 10-100 MHz, depending 

on the specific applications scenarios [20]. The equations used for comparing the three 

different modulation techniques are only for ideal cases. However, in real cases, there 

are more complicated conditions, such as interference, crosstalk, and background noise. 

These factors must be considered in the real implementation of the techniques. 

 Frequency-modulated continuous-wave (FMCW) LiDAR achieves detection by 

modulating the frequency of the light signal. The detected signals will be compared 

with reference signals. In this way, the distance can be calculated indirectly. A simple 

illustration of FMCW LiDAR and its timing response is shown in Figure. 1-3. where 
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the term ∆𝑓 is the frequency difference between the reference signal and the received 

signal at a specific time.  

 

Figure 1-3. Waveforms of frequency-modulated continuous-wave (FMCW) LiDAR. 

 

 The distance calculation of the system can be expressed in Eq. 1-2 [12]. 

𝐷 = 𝑐 ×
𝜏

2
= 𝑐 ×

∆𝑓 × 𝑇

2 × ∆𝑓௠௔௫

 . 1-2 

In this equation, the time difference between the two signals is calculated using 

frequency difference ∆𝑓 and the rate of frequency change 
∆௙೘ೌೣ

்
. Note that the equation 

does not consider the Doppler effect. However, the Doppler effect must be considered 

for distance accuracy in autonomous vehicles. Compared to pulsed LiDAR and AMCW 

LiDAR, FMCW LiDAR has the strongest ability to suppress interference from ambient 

light due to its ability to amplify the signal before the detection [12]. One of the 

limitations of FMCW LiDAR systems is the detection range, as seen in the Figure. 1-

1; most of them cannot exceed a few hundred meters of detection range due to the strict 

power requirements. Therefore, FMCW LiDAR is suitable to detect objects close to 

vehicles for applications such as parking assistance. There are some recently proposed 

mixed-iToF-dToF LiDAR systems to combine both FMCW LiDAR and pulsed LiDAR 

for high maximum detection range and improved accuracy at short range [21], [22]. 
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FMCW LiDAR is more accurate than the commonly used ultrasonic sensor for parking 

assistance, as it has faster response time, a lower air attenuation, and longer range [23].  

1.2.2. Single-Photon-Counting LiDAR Architecture 

 A pulsed ToF LiDAR sends discrete modulated light pulses. Optical signals are 

emitted from lasers in the form of pulses with specific time durations. The emitted 

photons then travel until being reflected by objects after diffusing through optics. Upon 

detecting the reflected photons, the time difference between emission and detection can 

be recorded to calculate the distance between the car and objects. Pulsed ToF LiDAR 

is widely used due to its simple mechanisms, reasonable detection range, and good 

precision, compared to other continuous wave-modulated LiDAR systems [12]. In 

pulsed ToF LiDAR, time-to-digital converters (TDCs) are commonly used to 

timestamp the effective outputs from optical sensors. Then, the recorded time delay 

between the emission and detection can be used to calculate the distance by assuming 

a constant and uniform light velocity in the air. For LiDAR systems in autonomous 

vehicles, this velocity is 3 × 10଼ m/s . A typical pulsed ToF LiDAR system is 

illustrated in Figure. 1-4. It consists of a flash-pulsed LiDAR system and a scanning 

pulsed LiDAR system. For a flash-pulsed LiDAR system, the whole target view is 

illuminated at one time, while the scanning-pulsed LiDAR relies on mechanical 

structures or optical phase arrays (OPAs) to direct the light beam. During detection, the 

laser generates short-duration pulses with pulse widths ranging from less than a 

nanosecond to tens of nanoseconds [12], [24], [25]. 
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Figure 1-4. Operational principle of a pulsed time-of-flight LiDAR with flash and scanning 
configurations, (MEMs): micro-electro-mechanical system; (OPA): optical phase array. 

 The pulse width of the laser can affect the range or distance resolution of the 

sensing system. By reducing the pulse width, the bandwidth of the pulse is increases, 

thus decreasing the minimum distinguishable distance between different objects 

(improved distance resolution) [12]. The pulse repetition rate is also an important factor 

that affects accuracy. A higher pulse repetition rate can potentially reduce range 

ambiguity if the limitations of detectors are not considered. However, as mentioned in 

the power limitation discussion, the power of the laser pulse should be reduced when 

the repetition rate increases due to the limitation of the total power. Also, the repetition 

rate depends on the LiDAR configuration. For a flash LiDAR, the pulse repetition rate 

can be simply set to be the same as or higher than the required frame rate of the whole 

system. For a scanning LiDAR, such a repetition rate may be significantly higher than 

that of the flash LiDAR, depending on the number of scanned pixels [26]. The distance 

can be simply calculated using Eq. 1-3,  

𝐷 =
𝑐 × 𝜏

2
 , 1-3 

where the D represents the distance from the vehicle to the object, τ stands for the time 

of flight, and the c is the light speed in the air. In a pulsed LiDAR system, all photons 

are emitted during a short time duration in each detection period, and the farther the 

distance, the fewer photons the detectors will receive. Therefore, there is a compromise 
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among illumination area, maximum detection range, laser power, and detector 

sensitivity. Pulsed LiDAR systems can achieve a longer detection range over other 

LiDAR systems because a higher peak power of the laser can be utilized [12], [14]. In 

addition, when pulsed LiDAR systems are employed to detect moving objects, multiple 

detections are required [19]. In automotive LiDAR applications, around 50 to 100 

measurements are necessary for a single frame to reduce the influence of noise, thus 

improving the accuracy [26].  

 The dToF LiDAR has advantages in terms of cost, simplicity, and detection range, 

it is commonly adopted in the commercial LiDAR systems for automotive applications. 

If the sensors used in the dToF LiDAR system are detectors that have very high 

sensitivity, the LiDAR system can be described as a single-photon-counting (SPC) 

LiDAR. From Table 1-1, some examples of commercial products from various 

manufacturers are briefly introduced [27]–[32].  

Table 1-1. Examples of Commercial LiDAR Products 

Manufacturer 
Product 
Example 

Release 
Date 

Key 
features 

Other 

Elmos 
[27] 

16 channel 
scanning LiDAR 

2020 

Range: 192 m 
Resolution: 3 mm 
Frame rate: 30 fps 

(@ 905 nm) 

(dToF) 

MAVIN 
[28] 

DS0140020 Rev 
B MAVIN 

2023 
Range: > 220 m 

Frame rate: 30 fps 
(@ 905 nm) 

Dynamic FOV 

Innoviz 
[29] 

Innoviz 
One 

2023 
Range: 250 m 

Frame rate: 10/20 fps 
(@ 905 nm) 

(dToF) 

Innoviz 
Two 

unknown 
Range: 300 m 

Frame rate: 10/15/20 fps 
(dToF) 

Innoviz 
360 

unknown 
Range: 300 m 

Frame rate: 0.5-25 fps 
(dToF) 

Velodyne 
[30] 

Puck 2019 

Range: 100 m 
Accuracy: 3 cm 

Frame rate: 5-20 fps 
(@ 903 nm) 

16 channels 
360° horizontal 

Ultra Puck 2019 

Range: 200 m 
Accuracy: 3 cm 

Frame rate: 5-20 fps 
(@ 903 nm) 

32 channels 
360° horizontal 

Alpha Prime 2019 

Range: 245 m 
Accuracy: 3 cm 

Frame rate: 5-20 fps 
(@ 903 nm) 

128 channels 
360° horizontal 

Sony 
[31] 

IMX459 
597×168 SPAD 

Array 
2022 

Range: 300 m 
Precision: 15/30 cm 

(@ 905 nm) 
(dToF) 

ams-Osram 
[32] 

TMF 8801/8805 unknown 
Range: 2.5 m 
(@ 940 nm) Not for automotive 

application 
(dToF) TMF 

8820/8821/8828 
unknown 

Range: 5 m 
(@ 940 nm) 
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 Most of the automotive LiDAR products have a detection range > 100 m, which is 

important for advanced driver-assistance system (ADAS) and autonomous driving. 

From the table of commercial products, dToF LiDAR systems that are based on pulsed 

detection technology have shown a dominant popularity. Therefore, the investigation 

on the optical sensors used in the dToF LiDAR systems is of great significance.  

1.3. Optical Sensors 

 Optical sensors detect the light reflected by various objects. Once the emitted laser 

power and the LiDAR configuration are determined, important performance 

parameters of LiDAR systems, such as resolution and detection range, become 

significantly influenced by the optical detector’s capabilities. To improve the overall 

system performance, selecting and designing suitable optical sensors is of necessity. In 

typical LiDAR systems, several different types of optical sensors are used, including 

photomultipliers tubes (PMTs), avalanche photodiodes (APDs), and single-photon 

avalanche diodes (SPADs). The general requirements for ideal optical detectors include 

high sensitivity, low dark noise, compact size, and low cost. However, different types 

of optical sensors may have their own advantages and disadvantages. In this section, 

detailed discussions among these three optical sensors are presented.  

1.3.1. Photomultiplier Tubes (PMTs) 

 PMTs can serve as optical detectors in LiDAR applications because they possess 

high gain and speed characteristics. A typical PMT sensor consists of a photocathode, 

an anode, a vacuum channel, and a series of dynodes. When a photon is absorbed at the 

photocathode, electrons are generated due to the photoelectric effect. These generated 

electrons then get accelerated and energized by the high electric field between the 

photocathode and the first dynode. When the energized electrons hit the dynode, more 

electrons are generated, which are called secondary electrons [33]. After that, the newly 

generated secondary electrons will undergo another acceleration and generation 

process, achieving a sequentially amplified signal. Finally, a large current can be 

detected at the anode of the PMTs. The outputs of PMTs are analog pulses with varying 

amplitude, which means a discriminator circuit is needed to convert these original 

outputs. Due to a multi-stage ionization path in PMTs, the histogram of the effective 
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output pulse is usually wider than the output pulses of a SPAD, which has a much 

shorter acceleration path. Therefore, it is easier to have pileups in a PMT-based system 

due to the overlaps of consecutive output pulses [34], [35].  

 In addition to the conventional PMTs, micro-channel plate PMTs (MCP-PMTs) 

are used in some LiDAR applications [36], [37]. Different from the series of plates used 

in the conventional PMTs, MCP-PMTs have multiple micro-channels to achieve 

electron multiplication. Both conventional PMTs and MCP-PMTs require a vacuum 

environment, which results in reduced dark counts, with the penalty of increased cost 

and size [33], [37]. Additionally, a magnetic shield may be needed for PMTs so the 

electrons traveling in the vacuum tube will not be affected by the magnetic field. In 

particular, when PMTs are used in applications where a strong magnetic field exists, 

such as in a positron emission tomography (PET) system, a magnetic shield is 

necessary. In LiDAR applications, the earth magnetic field (around 50 μT) is much 

smaller than in a clinical PET-CT medical system, but further investigations are needed 

on whether a shield is necessary for PMTs in automotive LiDAR applications. These 

disadvantages have limited the PMT’s use in LiDAR systems, especially when high 

integration is required. 

1.3.2. APDs 

 APDs are photodiodes that work in the reverse-biased region. Normally, when 

diodes are reverse biased below their breakdown voltages, the barrier between the n-

type region and p-type region is high so that carriers are unable to flow. In this case, 

only a small reverse current which is called the dark current exists. When the reverse 

voltage increases, the current of APDs will increase with a near-linear relation to the 

voltage. When incident photons are absorbed by the APDs, photon-generated carriers 

will move under the influence of the high electric field and gain energy. Once carriers 

have gained enough energy, they are called energized carriers [38]. These energized 

carriers can ionize bound electrons and generate more carriers, without the need of 

dynodes. Finally, a chain of impact ionization events occurs. And this is the reason why 

the name “avalanche” is used for such detectors.  

 Due to the avalanche process in APDs, the current will be amplified after the 

detection of photons, without the need for external amplifiers. Compared to PMTs, 
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APDs can save a lot of space since they do not need a vacuum environment or a series 

of dynodes. High internal gain and compact size of an APD makes it an ideal candidate 

as a detector in LiDAR systems.  

 In modern ToF-based LiDAR systems for autonomous vehicles, it is important to 

improve the speed of detection, especially when multiple wavelengths are used. In this 

case, multi-channel APDs can be utilized for optimized speed and throughput. For 

example, a 12-channel APD array is utilized to achieve detection at different 

wavelengths, and the number of channels can be adjusted as needed [39]. Furthermore, 

APDs can be implemented in arrays for LiDAR applications where 3-D imaging is 

required, such as autonomous vehicles [40].  

 Limitations of APDs include their analog output signal and moderate sensitivity. 

Due to the linear operating mode, the output of the APD is with respect to the number 

of detected photons. Therefore, for signal processing in the following stages, analog-

to-digital converters (ADCs) are needed. Moreover, the intrinsic layers in APDs for an 

expanded photon absorption may not be available in some standard CMOS 

technologies. In [41], the APD-based LiDAR and the silicon photomultipliers (SiPM)-

based LiDAR were compared in both indoor and outdoor environments. The 

comparison indicated a shorter detection range of APDs. An APD array with Ge-on-Si 

technology was fabricated to reduce the cost of conventional APDs with III-V materials 

[42].  

1.3.3. SPADs 

 Similar to APDs, SPADs are reverse-biased diodes, but are working above the 

breakdown voltage. When the applied reverse voltage across the SPAD’s junction is 

greater than the breakdown voltage, the operation mode is called the Geiger mode, in 

comparison with the linear operation mode in APDs [43].  

 In the Geiger mode, the avalanche current increases rapidly with the increase of 

biasing voltage. Therefore, the effective outputs of a typical SPAD are more like digital 

pulses instead of the linear current-voltage response of APDs. A simple current-voltage 

(I-V) characteristic of SPAD and APD are shown in Figure. 1-5.  
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Figure 1-5. Current-voltage characteristic of APD and SPAD 

 Typically, SPADs are biased above the breakdown voltage, the difference between 

this biasing voltage and the breakdown voltage is called the excess voltage. So, there 

is no big difference between an APD and a SPAD’s actual structure [44]–[47]. Due to 

the heating effect of the very large avalanche current, SPADs need to be quenched 

timely by reducing the reverse voltage below the breakdown voltage to suspend the 

avalanche quickly. After a certain dead time (quench, reset, and hold-off time), the 

SPADs will be reset, being ready for the next photon detection. The quench and reset 

time for AQR SPAD and time-gated SPAD are almost not reconfigurable [48]–[50]. 

However, the hold-off time can be adjusted for the balance between DCR and detection 

rate but is only achievable with certain hold-off circuit [51]. 

 It is easy to achieve high integration using SPADs due to their compact size and 

high sensitivity. Moreover, the intrinsic digital property of SPADs makes it possible to 

remove ADCs in a LiDAR system, which are required in the APD-based and PMT-

based detectors. Regarding the application in LiDAR systems, several important 

parameters of SPADs are crucial to the performance of the whole system. They include 

dark count rate (DCR), photon detection probability (PDP), timing jitter (TJ), area, and 

pixel numbers. Reviews of SPADs, SPAD design issues and SPAD models can be 

found in [52]–[55].  
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 Based on the discussed basics of PMTs, APDs, and SPADs, a simple comparison 

among them is summarized in Table 1-2, with some recent examples of publications 

[35], [37], [39], [41], [56]–[58]. Benefiting from the high sensitivity and high speed of 

SPADs, LiDAR systems can achieve single photon detection with a compact detector 

and at a higher rate.  

Table 1-2. Comparison among common optical sensors in LiDAR 

Parameters PMT APD SPAD 

Sensitivity High High Very High 

Dark noise Low Technology-dependent Technology-dependent 

Size Large Small Small 

Integration 
level 

Low 
High 

(APD array) 
High 

(SPAD/SiPM array) 

CMOS 
compatibility 

× √ √ 

Output form Analog Analog Analog/Digital 

Magnetic-safe × √ √ 
Recent 

examples 
[35], [37] [39], [41] [56]–[58] 

 

 Benefiting from the high sensitivity of SPADs, LiDAR systems can achieve single 

photon detection. Therefore, the SPAD’s performance metrics, SPAD’s figure-of-merit 

and TDC’s performance metrics for LiDAR applications need to be developed to 

describe their performances.  

1.4. SPAD Performance Metrics 

 As the detector of single photon counting LiDAR systems, SPAD’s parameters 

have significant influence on the system’s performance. In this section, important 

parameters include dark count rate (DCR), photon detection probability (PDP), 

afterpulsing probability (AP), and timing jitter (TJ) will be briefly introduced.  

1.4.1. Dark Count Rate (DCR) 

 Generally, SPADs have higher sensitivity compared to other detectors. However, 

they are also more sensitive to various noise sources. As one of the major sources of 

noise, DCR is an important parameter to describe their noise performance when there 

is no incident light. SPADs fabricated using different CMOS technologies may have 
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different defect levels, thus giving rise to different DCR performance [54]. In addition 

to the strong dependence on temperature and biasing voltages, the DCR level of SPADs 

has a significant dependence on specific technologies. For example, for our recently 

designed SPAD based on standard CMOS technologies, the DCR falls in the range of 

tens to hundreds of kilohertz [48], [51], [59]. For CMOS image sensor technologies, 

the DCR achieved sub-100 Hz in 180 nm, 130 nm, and 90 nm technology more than 

ten years ago [60]–[62]. However, the integration and cost should also be considered, 

especially for industrial applications where mass production is needed. In a LiDAR 

application, when the background illumination is weak, the DCR may become one of 

the major limitations to the sensitivity. The choice of technology nodes has a significant 

influence on the SPAD’s DCR level. 

1.4.2. Afterpulsing Probability (AP) 

 Afterpulsing (AP) is caused by the release of trapped carriers during or after a 

SPAD’s reset process, thus introducing additional false counts. For PQR SPAD, the 

reset time is usually longer than the minority carrier lifetime, so afterpulsing is more 

likely to happen during the reset process. In the faster AQR SPAD, the afterpulsing can 

happen both during and after the reset process. When measuring the AP, we mainly 

refer to the measured inter-arrival-time (IAT) of the output pulses. A complete 

characterization of afterpulsing and retriggering phenomenon of PQR SPADs was 

explored in detail in [63].  The SPAD’s AP is obtained by measuring the IAT based on 

the accumulation of a histogram [64]. Low AP will increase the maximum count rate 

of SPADs. AP can be intentionally eliminated by increasing the hold-off time of 

SPADs to empty the trapped carriers before the reset process, but the penalty is a lower 

counting rate. 

1.4.3. Photon Detection Probability (PDP) 

 PDP is a dimensionless term that describes the detection efficiency of SPADs. In 

general, the higher the PDP is, the more sensitive will be the LiDAR system. However, 

a higher detection probability also implies that detectors are more sensitive to the noise 

caused by environmental light. In this case, monochromatic lasers are preferred over 

other light sources for LiDAR applications. However, a SPAD with high PDP peak at 
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a specific wavelength does not mean it will also have good performance in certain 

LiDAR applications. Therefore, the evaluation of the SPAD’s performance in LiDAR 

applications must be based on specific wavelengths since the PDP has a strong 

wavelength dependence. In addition to a strong wavelength dependence, PDP also has 

a strong excess voltage dependence. Generally, the higher the excess voltage, the higher 

is the PDP. However, an unsuitably high excess voltage may saturate the SPAD, thus 

reducing the PDP because the DCR is at a fixed level. So, the biasing conditions should 

be chosen properly for optimized PDP. Temperature will also affect the PDP by 

affecting the bandgap of the device, DCR, and the breakdown voltage of the SPAD 

[49], [51], [65] 

1.4.4. Timing Jitter (TJ) 

 The TJ is a nonideal property which can affect the distance resolution of the 

LiDAR systems. The origin of TJ in SPADs is the time delay between the detection 

and electric output caused by the drifting and diffusion of charges. In a SPAD, photons 

absorbed within one diffusion length away from the depletion region can diffuse to the 

depletion region and trigger an avalanche. According to the physical mechanism of TJ, 

measured temporal response of SPADs can be modeled with three major parts: a 

Gaussian distribution due to the detected photons being absorbed in the depletion 

region, detected photons being absorbed within one diffusion length away from the 

depletion region, and random background photons absorbed. 

 TJ is commonly characterized by full-width-at-half-maximum (FWHM). In this 

figure, it is shown that the TJ (FWHM) mainly depends on the drifting of carriers in 

the depletion region. The diffusion tail represents excess counts that are caused by the 

later diffused carriers from the neutral region. Therefore, the excess voltage applied 

across to the junction may affect the TJ value due to a varying avalanche build-up time. 

The higher the excess voltage is, the faster a sustainable avalanche is formed. A simple 

schematic explaining this dependence is shown in Figure. 1-6.  
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Figure 1-6. Schematic of biasing-temporal response relation, (BV): breakdown voltage; (FWHM): full-
width-at-half-maximum 

Similar to the voltage dependence of the previously discussed PDP, the temporal 

response of SPADs is also related to the biasing voltage. Considering three different 

excess voltages V1, V2, and V3, the higher the excess voltage, the less time it takes for 

an electron/hole to gain enough energy for inducing ionizations. In this case, the time 

delay between the photon absorption and the effective output pulse is different. Also, 

the FWHM of the output pulse will vary. 

1.4.5. Dead Time 

 The dead time of SPADs influence their maximum count rate, thus affecting the 

frame rate of LiDAR systems. The maximum count rate of a SPAD can be expressed 

as Eq. 1-4. 

𝐶𝑅 =
1 − 𝑃஺௉

𝑇஽

 1-4 

In this equation, 𝑃஺௉ is the afterpulsing probability, and 𝑇஽ stands for the dead time. 

The origin of dead time is due to the quench and reset process of the SPAD. Due to the 

time needed for the charge and the release of the carriers, SPADs are not fully prepared 

for the next detection. However, in some AQR-based SPAD circuits, a hold-off circuit 

can be intentionally adopted to eliminate the afterpulsing. 
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 From the discussion of SPAD’s parameters, a SPAD-based LiDAR system may 

have a higher precision and accuracy compared to APD-based LiDAR systems due to 

a higher electric field across the junction. With a higher electric field, the time delay 

between the absorption of photons and the effective output pulses are comparatively 

short, thus increasing the accuracy. From the same point of view, the timing jitter of a 

SPAD caused by the diffusion of minority carriers is generally smaller than the timing 

jitter in an APD, which means a better precision. 

1.5. SPAD Modeling 

 Since SPADs have various advantages over PMTs and APDs in LiDAR 

applications to achieve single photon counting probability, it becomes necessary to 

have good SPAD design. In ToF-PET applications, SPADs can be integrated into 

arrays with time-to-digital converters (TDCs) to form silicon photomultipliers (SiPMs) 

or digital silicon photomultipliers (dSiPMs) to further improve the timing resolution 

and increase the compactness of ToF systems. In LiDAR applications, SPADs can be 

integrated into arrays for higher throughput and improved noise performance [66]–[71]. 

With the advancement of silicon manufacturing technologies, many SPADs are 

fabricated using various CMOS technologies, from standard technologies to custom 

technologies, depending on the specific applications. With CMOS technologies, 

SPADs can be easily integrated with different readout circuits for following-stage 

signal processing, such as active quench and reset circuits, time-gated circuits, analog 

counters, and TDCs [72], [73].  

 SPADs fabricated using specific CMOS technologies may suffer from reduced 

photon detection probability (PDP) due to passivation layers above the device and the 

thin depletion region of the junctions. They may also suffer from high dark count rates 

(DCR) due to the increased doping concentration in advanced CMOS technology nodes 

[74]. Therefore, SPAD models are important to simulate and predict the performance 

before fabrication. However, few studies focusing on the SPAD model development 

were presented. Therefore, it is important to discuss the progress of SPAD models, 

ranging from the conventional multiplication models in 1960s to 2-dimensional SPAD 

models published in recent years [75]–[78].  
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 Many researchers have contributed to the development of SPAD modeling from 

different perspectives. For good SPAD models, basic operational principles and 

technology-related parameters should be considered concurrently. For SPADs, two 

major types of models, physical models and circuit models, will be discussed in this 

article. More specifically, physical SPAD models are developed to simulate physical 

mechanisms of individual devices. Such mechanisms are usually related to intrinsic 

properties of the material, structures, and the operating principles of the device. SPAD 

circuit models are proposed to describe SPADs’ behavior in real circuits. Without either 

one of these two types of models, the actual performance of SPAD-based detection 

systems cannot be accurately predicted, which makes the design and optimization of 

SPADs more challenging. For PDP models, the most considered aspects are light 

absorption and avalanche triggering. The material, SPAD structures, doping 

concentration, and optical properties of any layers of the device can significantly affect 

SPADs’ PDP, making the modeling process more complicated. Some of the above-

mentioned parameters are confidential and not accessible to users. Therefore, estimated 

values for some parameters are used in the model development, which may cause large 

differences between simulations and measurements. 

 For DCR models, dark carriers have replaced photon-generated carriers as the 

research focus. These carriers generated under total dark conditions can initiate 

undesirable avalanche events when the electrical field is high enough. The generation 

of dark carriers in SPADs is due to two major mechanisms: thermal generation and 

tunneling [79], [80]. For each mechanism, there are several different types of models, 

which are usually categorized by the existence of traps, or recombination-generation 

centers. The contribution of these different mechanisms largely depends on external 

operational conditions such as voltage and temperature. 

1.6. Research Contributions 

 The research focuses on the design and modeling process of SPADs that have 

single photon counting ability. Targeting CMOS-based SPADs, this work aims to 

present the influence of the different fabrication processes. Especially, the process’ 

influence on the SPAD’s important parameters: DCR and PDP. Based on the discussion 
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on the SPAD’s performance in various applications, a further step was taken to 

investigate the SPAD modeling process. The main research contributions of this work 

are summarized as follows: 

 A literature review on the SPAD’s application in the single-photon-counting 

LiDAR systems.  

From the review, the optical sensors and the related circuits architectures used 

in LiDAR systems were discussed, focusing on automotive applications. The 

principles, architectures, emerging techniques, research challenges and future 

directions were discussed, respectively. Based on the literature review, the research 

challenges, and importance of the SPAD design were also presented.  

 A literature review of various SPAD models.  

In the review, the development of SPAD modeling process was discussed with 

the focus on several important SPAD parameters. The effectiveness of different 

SPAD models from multiple research groups were compared to show the 

fundamental modeling process and crucial design considerations. The review can 

provide a good reference for designers to optimize the CMOS-based SPAD design. 

 SPAD modeling fundamentals and procedures using TCAD and MATLAB.  

Based on the literature review of SPAD’s applications in LiDAR systems and 

SPAD models for optimized design, a new, more efficient modeling process was 

proposed in the research. In addition to the efficient modeling process, a new 2-D 

SPAD model was developed to consider the effect of the electric field degradation 

near the edge of the junction. The proposed 2-D SPAD model achieved closer 

predictions on the DCR of SPADs and shows a good agreement with the 

measurements. 

 Design and measurement of passive quench SPADs and output buffers.  

Passive quench SPADs were designed to validate the effectiveness of the 

proposed 2-D SPAD model. P+/N-well SPADs with dedicated size and shape were 

designed and measured. All the passive quench SPADs were connected to output 

buffers to drive the measurement devices.  
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1.7. Thesis Organization 

 In Chapter 1, the motivation and application of SPADs were introduced. As one 

of the most important applications of SPADs in the industry, LiDAR systems were 

briefly introduced that include the discussion on the basic operation principles, 

commercial products, common optical sensors, and important sensor parameters. The 

discussions highlighted SPAD’s potential in single-photon-counting LiDAR systems, 

emphasizing the importance of SPAD modeling in optimizing SPAD’s various 

performances. Then, the research contributions were summarized, followed by the 

thesis organization at the end of the Chapter. 

 In Chapter 2, a literature review of SPAD’s application in LiDAR systems is 

presented first. Then SPAD’s performance based on different technologies was 

discussed. Based on the state-of-the-art SPAD’s parameters, figure-of-merit (FoM) was 

adopted to compare different CMOS technologies. Realistic SPAD’s performances was 
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demonstrated, followed by an exploration of SPAD models development. The SPAD 

models are introduced from the basic physical procedures to the various modeling 

methods. The review of SPAD models can provide as a good reference for improved 

SPAD modeling process that has higher accuracy and more convenience.  

 In Chapter 3, a complete modeling process of SPAD based on 65 nm standard 

CMOS technology was developed. First, the modeling fundamentals are introduced, 

including different physical mechanisms, definitions, and equations of different 

parameters. Second, the key considerations in each modeling step are described, from 

the basic structure definition to the extraction of simulation results. Based on the 

proposed 1-D SPAD modeling process, a further investigation is conducted to improve 

the accuracy of the model by extending the proposed 1-D model to a 2-D SPAD model. 

The comparison between the 1-D simulation and 2-D simulation is discussed 

accordingly.  

 In Chapter 4, the design procedure of SPADs based on 65 nm standard CMOS 

technology is explored. Key considerations such as the layer definition, size definition, 

shape, output buffers, and front-end circuits are discussed. The simulated results of 

SPAD’s performance based on SPICE model are introduced. After that, the 

measurement of SPAD’s current-voltage characteristics is shown to calibrate the 

SPICE model. In this Chapter, the simulation and measurement are considered together 

to have improved understanding of SPAD’s design and circuit model. 

 In Chapter 5, the measurement of SPAD’s key performance is conducted, 

including the DCR and PDP. The DCR is characterized to show the voltage dependence 

with negligible afterpulsing. And the PDP is measured at different biasing voltages and 

wavelengths. The measured DCR and PDP are compared to the simulated value 

obtained from the proposed 1-D and 2-D SPAD model in Chapter 3. Based on the 

measured results, discussions on the modeling process and parameters are presented to 

improve the future development of SPADs.  

 In Chapter 6, research challenges are summarized according to the literature 

review, SPAD modeling and design process, and measurements. Based on the 

summarized challenges, we outlined some potential future research directions which 
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may further improve the performance of SPADs. Finally, conclusions are given to 

summarize the whole work. 
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Chapter 2  

REVIEW OF SPADS IN LIDAR APPLICATIONS 

AND SPAD MODELS 

 In this chapter, a comprehensive review of the application of Single-photon 

avalanche diodes (SPADs) in the latest light detection and ranging (LiDAR) systems 

for automotive vehicles is presented, highlighting the critical importance of selecting 

appropriate optical sensors. The chapter delves into the recent advancements in SPAD-

based LiDAR systems and examines key figures-of-merit (FoMs) associated with their 

performance. Given the substantial potential of Time-of-Flight (ToF) applications, an 

additional exploration of various SPAD models is conducted. These models wield 

significant influence over SPAD design and performance, therefore further enhancing 

the scope and effectiveness of SPAD-based applications. 

2.1. Recent Progress of SPAD and Application in LiDAR Systems 

 Based on the brief introduction of SPAD’ operating principles and important 

parameters given in Chapter 1, a detailed review of recent progress of SPAD and its 

applications is presented in this section. Among all the CMOS SPADs, different 

technologies exhibit significantly different performance. Therefore, a comparison is 

necessary when designing SPADs for specific applications. From a general point of 

view, the shrinking size of CMOS technologies can bring higher speed circuits and 

higher integration. However, dark counts may also be increased due to the increasing 

doping concentration in advanced CMOS technologies.  

 The comparison of SPADs is shown in Table 2-1. We listed some SPADs by 

following the order of technology node size.  From Table 2-1, it is seen that custom  

---------------------------------------------------------------------------------------------------------------------------------------------------------- 
Adapted from X. Qian, W. Jiang, A. Elsharabasy, and M. J. Deen, “Modeling for Single-Photon Avalanche Diodes: State-of-the-
Art and Research Challenges,” Sensors 2023, vol. 23, no. 7, p. 3412, Mar. 2023, doi: 10.3390/S23073412. (Appendix A) 
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Table 2-1. Recent Progress of SPAD Detectors and Important Performance Metrics 

Refere
nce 

Year 

Peak 
PDP 

PDP 
@ 
(~ 

900 
nm) 

DCR 
(cps/
um2) 

AP 
(%) 

Dead 
time(ns) 

TJ 
(ps
) 

Size 
(μm)* 

Material Technology FoMt
 FoMl 

[81] 
[82] 
2019 

31.8
% 

7% 55.4 2.2 100 
10
7.7 

11.08 Si 
45nm 

CIS/65nm 
CMOS 

0.0039 0.014 

[83] 
2022 

62% 
4.2% 
(940
nm) 

0.1 0.97 0.97 52 
8.8 

(diameter
) 

Si 55nm BCD 38.49** 
501.5
3** 

[84] 
2022 

11% - 0.7 - - 
18
5 

18.5 
(pitch) 

Si 55nm BCD - - 

[85] 
2022 

20.3
% 

5% 19.1 - - - 
12 

(diameter
) 

Si 55nm BCD - - 

[86] 
2018 

8% 2% 2800 <10 100 7.8 
20 

(diameter
) 

Si 
65nm 

standard 
CMOS 

0.0017 
0.002
5 

[51] 
2021 

23.8
% 

0.6% 233 0 3.5 
13
9 

10 
(diameter

) 
Si 

65nm 
standard 
CMOS 

0.032 
0.004
2 

[87] 
2021 

22% 22% 20 0.1 6 
30
0 

10 
(diameter

) 
Si 

90nm/40nm 
Back 

illumination 
0.027 0.48 

[88] 
2022 

21.8
% 

21.8
% 

(940
nm) 

0.25 <0.1 6 
21
4 

2.5 
(pitch) 

Si 
90nm 
Back 

illumination 
0.34 4.24 

[89], 
[90] 
2021 

64% 
10% 
(850
nm) 

0.4 2.7 500 
<2
00 

78 μm2 Si 
110nm 

CIS 
0.010 0.15 

[91] 
2023 

73% 
7% 
(850
nm) 

12.6 0.15 3000*** 68 78.5 μm2 Si 
110nm 

CIS 
0.001 0.002 

[92] 
2019 

25% 5.3% 50 - - 
12
7 

23.78 
(pitch) 

Si 
130nm 

CIS 
- - 

[93] 
2020 

- - 3.48 - - 
23
3 

23.78 
(pitch) 

Si 
130nm 

HV-CMOS 
- - 

[94] 
2021 

48% 
/34% 

4.2% 0.19 
0.14 
/0.09 

0.9/1.9 75 

10/ 
20/30 

(diameter
) 

Si 
160nm 
BCD 

16.30** 
256.9
7 

[95] 
2018 

47.8
% 

4.7% 0.49 0 25 
10
6 

28.5 
(pitch) 

Si 
180nm 

CIS 
0.26 29.40 

[96] 
2020 

33.5
% 

3% 2.5 0.21 10 88 
3 

(diameter
) 

Si 
180nm 

CIS 
0.24 0.096 

[97] 
2020 

26.7
% 

2.5% 0.4 - - - 
9.4 

(pitch) 
Si 

180nm 
CIS 

- - 

[98] 
2021 

55% 8.4% 0.23 <3 50 16 
50 

(pitch) 
Si 

180nm 
CIS 

1.39 
1107.
07 

[99] 
2017 

67% 
18.5
% 

0.5-
0.8 

- - - 
25 

(pitch) 
Si Custom - - 

[100] 
2018 

49% 5.3% 9 2 8.3 35 
50 

(diameter
) 

Si Custom 0.56 39.72 

[101] 
2017 

30% - - 0 
40000 

(hold-off) 
15
4 

25 
(diameter

) 

InGaAs/I
nP 

Custom - - 

[102] 
2019 

38% - - 1 
50000 

(hold-off) 
31
0 

100-200 
(diameter

) 
Ge-on-Si Custom - - 

*The size is estimated based on circular SPAD if a diameter is specified, and based on rectangular SPAD if a pitch size is specified.** The optimum 
value is used for calculations***The dead time is set for eliminating afterpulsing. 
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CMOS image sensor (CIS) and Bipolar-CMOS-DMOS (BCD) technologies can have 

very small DCR level, which improves the performance of SPADs in LiDAR systems, 

especially in a low-level light environment. In contrast, the DCR level of SPADs 

fabricated using standard CMOS technologies is dozens to hundreds of times higher 

than CIS and BCD-based detectors.  

 Based on the important parameters listed, figure-of-merit (FoM) can be developed 

to have a general estimation of SPAD’s performance. Here, we propose two simple 

SPAD FoMs for LiDAR applications. The first FoM which focus on the performance 

at ~ 900 nm wavelength is given by 

𝐹𝑜𝑀௟  =
𝑃𝐷𝑃(@900𝑛𝑚)

𝐷𝐶𝑅
× 𝐴𝑟𝑒𝑎 ×

1 − 𝑃஺௉

𝑇𝐽 × 𝑇஽

 . 2-1 

In the equation of FoMl, the unit of DCR is cps/μm2, and Area is estimated according 

to given diameters or pitch size. We also calculated the FoMt for each SPAD, derived 

from [53]. We made some modifications as we have already calculated the value of 

per-unit-area DCR, as shown in Eq. 2-2. 

𝐹𝑜𝑀௧  =  
𝑃𝐷𝑃௣௘௔௞ × (1 − 𝑃஺௉)

𝑇𝐽 × 𝑇஽ × √𝐷𝐶𝑅
 . 2-2 

 From Eq. 2-1 and 2-2, the larger the FoMl and FoMt are, the better the performance. 

Both FoMt and FoMl are calculated as shown in the table. The significant difference of 

DCR, dead time, and TJ affect the final FoM value of different SPADs listed in Table 

II. However, for the PDP value of each SPAD, there are no major differences in 

magnitude. In this case, for evaluating the SPADs in different technologies, the timing 

performance and noise performance are considered in the current scheme. In [81], [82], 

a 3D-stacked CMOS technology is used to improve the total area efficiency. The first 

tier of the chip is based on 45 nm CIS technology, and the second tier is based on 65nm 

CMOS technology for SPAD signal processing circuits. With the high integration, the 

SPAD can achieve around 60% fill factor. SPADs fabricated using CIS technologies 

can achieve peak PDP generally higher than 25% [89]–[92], [95]–[98]. SPADs 

fabricated using BCD processes also have good PDP, DCR and TJ [83]–[85], [94]. For 

standard CMOS, low dead time and jitter are advantages when a high counting rate in 

LiDAR applications such as a real-time fast imaging is needed [51], [86]. In addition 

to frontside-illuminated SPADs, backside-illuminated SPADs also have good area 
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efficiency. However, it is expected that BSI SPADs have a high timing jitter due to the 

location of junction is away from the backside [87], [88].  For high-voltage technology, 

the timing jitter is found to be higher, due to a wider depletion region [93]. Both SPADs 

fabricated based on silicon custom technologies have good peak PDP and PDP at ~900 

nm, compared to other SPADs [99], [100]. In Table 2-1, we also list III-V SPADs and 

Ge-on-Si SPAD for long wavelength LiDAR applications [101], [102].   

2.1.1. 2D SPAD Array & SiPM Array 

 In LiDAR systems, 2D SPAD arrays are commonly adopted as the focal plane 

array (FPA) [103]. Each SPAD of the array can generate individual signals to trigger 

the corresponding TDC unit. In contrast, multiple SPADs are used in a SiPM array to 

generate a single output to trigger the shared TDCs. Compared to the 2D SPAD array, 

SiPMs have two major advantages: high integration and improved noise performance. 

By sharing the TDC with multiple SPADs, the total number of electronic components 

in the whole array can be reduced, thus being more area efficient. However, image 

resolution may suffer due to less individual pixels being available. In addition to the 

parameters of the individual SPAD and TDC mentioned earlier, the size, pixel number, 

and total power consumption need to be considered. 

 Size 

 The size of a 2D SPAD array depends on the size of the individual pixel and the 

number of pixels. For an individual pixel in a 2D SPAD array, a larger size means that 

the pixel can potentially receive more photons than small-sized pixels. However, when 

the size of individual pixel increases, the total DCR of the specific pixel can also 

increase, which will lower the signal-to-noise ratio. In severe cases, the pixel may 

always be triggered by noise, thus losing its function. In addition to the design issues, 

some properly designed individual pixels may still become “hot pixels”, which have 

abnormally higher DCR than other pixels. This is mainly due to defects during the 

fabrication process [48]. 

 Pixel Number 

 To achieve a high image resolution, more pixels can be designed in a SPAD/SiPM 

array by reducing the pixel size. However, a certain pixel area is needed to guarantee 
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that the pixel can collect enough photons. Therefore, a trade-off is made between the 

individual pixel size and the number of pixels. Figure 2-1 shows a schematic illustration 

of how the pixel numbers can affect the image resolution, assuming that the total size 

is fixed. 

 

Figure 2-1. SPAD/SiPM array’s relation to the image resolution. 

 

 Both size and pixel numbers have a significant influence on the total performance 

of the system. However, when the total size of the array is fixed, a trade-off between 

the pixel numbers and the single pixel size must be made. When the size of single pixel 

is decreased, the detection efficiency and noise performance may be affected. In this 

case, the SPAD models are required to predict the performance of single pixels before 

any fabrication for better performances. Therefore, we further discuss the progress of 

the SPAD modeling process. 
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2.2. SPAD Models – Principles, Progress, and Challenges 

 Many researchers have contributed to the development of SPAD modeling from 

different perspectives. For good SPAD models, basic operational principles and 

technology-related parameters should be considered concurrently. For SPADs, two 

major types of models, physical models and circuit models will be discussed in this 

paper. More specifically, physical SPAD models are developed to simulate the physical 

mechanisms of an individual device. Such mechanisms are usually related to intrinsic 

properties of the material, structures, and operating principles of the device. SPAD 

circuit models are proposed to describe SPADs’ behavior in real circuits. Without either 

one of these two types of models, the actual performance of SPAD-based detection 

systems cannot be accurately predicted, which makes the design and optimization of 

SPADs more challenging. 

 For PDP models, the most considered aspects are light absorption and avalanche 

triggering. The material, SPAD structures, doping concentration, and optical properties 

of any layers of the device can significantly affect SPADs’ PDP, making the modeling 

process more complicated. Some of the above-mentioned parameters are confidential 

and not accessible to users. Therefore, estimated values for some parameters are used 

in the model development, which may cause large differences between simulations and 

measurements. 

 For DCR models, dark carriers have replaced photon-generated carriers as the 

research focus. These carriers generated under total dark conditions can initiate 

undesirable avalanche events when the electrical field is high enough. The generation 

of dark carriers in SPADs is due to two major mechanisms: thermal generation and 

tunneling [79], [80]. For each mechanism, there are several different types of models, 

which are usually categorized by the existence of traps, or recombination-generation 

centers. The contribution of these different mechanisms largely depends on external 

operational conditions such as voltage and temperature. 

 Timing jitter models have been developed to evaluate the timing performance of 

SPADs. In SPADs, there is some delay for photon absorptions to successfully trigger 

output pulses, which means a lag between the detection of a photon and an effective 
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avalanche output. However, the timing performance of SPADs is susceptible to false 

detection events caused by dark counts. Therefore, the measurement of SPADs’ and 

SPAD arrays’ temporal response is usually based on a statistical method by measuring 

a certain number of repetitive output pulses to generate a histogram [104]–[106]. This 

method is also known as the time-correlated single photon counting (TCSPC) technique. 

In a typical histogram response of SPADs, the time response of detections varies, which 

may also be caused by the timing jitter. Accurate timing jitter models can help designers 

to optimize the timing performance of SPADs, so that the fluctuation measured in a 

histogram can be improved. 

 The SPAD physical models and SPAD circuit models have enabled designers to 

have more freedom to adjust their design for optimized performances prior to 

fabrication, especially for the SPAD designs using advanced CMOS technologies. In 

recent years, many models have been proposed for the accurate and comprehensive 

description of SPAD-based detection systems. Therefore, discussion of SPAD 

principles and recent progress of models can provide a clearer idea and guidance for 

designers to improve their own models and designs. 

2.2.1. SPAD Operational Principles 

 SPADs are reverse biased above their breakdown voltages [107], and this is 

commonly known as operating in the Geiger Mode. In the Geiger Mode, the avalanche 

current increases rapidly with increased reverse biasing. Therefore, the effective output 

of a typical SPAD is like a digital pulse, which means that we do not need an analog to 

digital converter (ADC), thus reducing the cost. A simple SPAD structure and its 

current-voltage (I-V) characteristics are shown in Figure 2-2. 
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(a) (b) 

Figure 2-2. (a) Simple SPAD diagram (b) Current-voltage (I-V) characteristics 

 Ideally, SPADs will be biased above the breakdown voltage. The difference 

between this bias voltage and the breakdown voltage is called the excess voltage. When 

there is no carrier, there will be no avalanche current, and SPADs will stay in region 1 

until there is an incident photon or dark carrier that initiates an avalanche. When the 

avalanche is triggered, the SPAD’s current will increase rapidly, thus entering Region 

2. However, SPADs are not able to stay in this region for a long time, due to the heating 

effect of the huge self-sustained avalanching current, which can burn the device. As a 

result, SPADs must be quenched properly. The most common way to achieve this is to 

reduce the reverse voltage below the breakdown voltage to suspend the avalanche. 

Then, successfully quenched SPADs can enter Region 3, after which they will be reset 

to region 1, to be ready for the next detection. 

 Based on the actual physical process of the detection of SPADs, researchers are 

focusing on the development of accurate SPAD models. These models are based on 

various technology-computer-aided design (TCAD) tools such as Sentaurus and 

Silvaco [108], [109] . A comprehensive review of these models can help to identify 

future improvements that can be made. Different from many basic analytical models, 

SPAD models and SPAD circuit models must consider the actual CMOS technology-



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
32 

related parameters, such as doping concentrations, traps’ population and defects level, 

as shown in Figure 2-3. 

 

Figure 2-3. SPAD models graphical diagram with process-related parameters 

2.2.2. DCR Models 

 CMOS SPADs’ DCR performances vary considerably, which pose challenges for 

the design and measurements of SPADs. For example, if a SPAD was fabricated with 

a large active region using standard CMOS technologies, the DCR measurement may 

easily saturate the oscilloscope [110]. As a result, photon detection events can no longer 

be measured. choosing proper models for DCR also should take the physical process 

into consideration. Some CMOS technologies can achieve very low dark counts, while 

others can achieve more compact integration with the penalty of much higher dark 

counts. For a 0.35 µm high-voltage CMOS (HV-CMOS) technology, it can easily 

achieve over 10 times smaller DCR, compared to a 130 nm standard CMOS technology 

[111]. Therefore, the influence from the CMOS process is significant in DCR modeling. 

The difference between PDP models and DCR models is that optical property is one of 

the key characteristics being investigated in PDP models, but the defects and 

temperature properties are more frequently discussed in DCR models. 

 The energy required to excite electrons from the valence band to the conduction 

band can be from charge carrier other than from the absorption of photons in DCR 

models. The most challenging work in DCR modeling is to investigate the accurate 

contribution of different mechanisms shown in Figure 2-4. 
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Figure 2-4. Four major mechanisms of DCR in SPADs 

 Detailed fundamentals regarding each DCR mechanism are analyzed in the 

modeling process part in Chapter 3. A summary of recently developed DCR models is 

shown in Table 2-2. 

 
Table 2-2. DCR Models 

Ref SRH* TAT** BTBT*** Tools/Methods Comments 

[112] Yes Yes Yes Analytical 

 Assume electrons and holes’ 
lifetime are equal. 

 A mid gap trap energy was 
assumed 

[113] Yes Yes Yes Analytical 
 7 parameters were obtained by 

fitting measurements with 
simulations 

[114] - Yes - Analytical 

 Only depletion region was 
considered. 

 Single trap energy level was 
assumed. 

[79] Yes Yes Yes TCAD**** 

 Use trap population as fitting 
parameter. 

 Use doping concentration and 
gradient coefficients as fitting 
parameters. 

 No change to the SRH and 
BTBT model. 
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[78] Yes Yes Yes TCAD 

 Trap energy is assumed to be 
0.15 eV higher than the middle 
bandgap. 

 Compared different guard ring 
structure. 

 Assuming a pure Boron 
process. 

[115] Yes - Yes TCAD 

 Doping and trap information 
are obtained from 
measurement. 

 Considered the contribution 
from neutral regions. 

 Trap energy level is 0.19 eV 
for SRH model. 

 Fitting parameters are 
obtained at 125K and 325K. 

[116] Yes - Yes TCAD  Considered the damage of 
implantation 

*Shockley-Read Hall recombination; ** Trap-assisted tunneling; *** Band to band tunneling. 
**** Technology-aided computer design. 

 

 In [79], trap density, doping concentration and doping gradient coefficients are all 

set to fitting parameters used in the SRH and BTBT model developed by Kindt and 

Hurkx. The convenience of implementing traditional models with user-modified 

parameters is assisted by TCAD simulation tools. The proposed model in [79], 

simulated results were compared with the measured DCR of a different device 

fabricated in different technologies, including 0.15 μm CMOS and 0.13 μm CIS 

technologies [117], [118]. The good predictions associated with these works indicate 

that this modeling approach can be used in different technologies. For the BTBT 

component of the DCR model proposed in [79], a larger parameter of B in Equation 5 

was chosen. 8 × 10ଵହ 𝑐𝑚ିଷ ∙ 𝑠ିଵ  was chosen in lieu of 4 × 10ଵସ 𝑐𝑚ିଷ ∙ 𝑠ିଵ  by 

explaining a faster growth of DCR with high biasing voltage. Note that the power factor 

of the electric field was the same as the value used in traditional BTBT models [112], 

[119]. The experimental results showed that DCR was highly related to doping 

concentrations. 

 A similar idea was studied by Knežević et al. in [78], where the influence of guard 

ring structures was investigated. With a lower doping concentration of the guard ring, 

the total DCR of devices was simulated to be much smaller than the device without 

guard rings or with higher-doped guard rings. In this model [78], several assumptions 

related to the trap energy were made. However, the fitting parameter of trap energy has 

a different value in the SRH model than in the BTBT model, indicating the influence 

from other physical parameters. An improvement of their model is that they adopted 
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the process-related simulation tool Sprocess, which is more accurate compared to the 

simulation based solely on ideal geometric structures. The simulated results were 

compared to the measurements in [120], which also shows a good accuracy. However, 

the fitted value of trap energy was obtained after assuming a certain doping 

concentration. This means that different doping concentration assumptions will give 

different fitted values of trap energy. Due to the lack of information from foundries, 

the only way for researchers to determine the exact doping concentration is from real 

measurements. The inaccurate doping information did give rise to unexpected DCR 

performances, which was proven in [115]. In [115], the doping concentrations used in 

DCR modeling were from measurements. More importantly, the DCR contribution 

from upper and bottom neutral regions also needs to be considered. For the BTBT 

models, default values from the Hurkx model are used. The energy level was regarded 

as a fitting parameter, but the actual doping concentration was used. Thermal 

generation was also neglected in the neutral regions. Apart from the analysis of DCR 

from the neutral and depletion regions, the DCR contributions were also modeled in 

different regions, from the central uniform region to the guard ring region.  

 Compared to [78], the DCR model was further developed with additional 

quantitative analysis of contributions from different regions. DCR generated from 

guard ring structures is believed to dominate the total DCR of SPADs, due to the 

previous underestimation of its doping concentration. In addition to these impurity-

related DCRs, the accuracy of temperature-dependent DCR performance was improved 

by extracting fitting parameters at different temperatures. Moreover, the influence of 

some specific fabrication steps has been analyzed. For example, the increased DCR 

caused by implantation damage has been investigated [116]. Most recent DCR models 

which are based on TCAD software have considered the bandgap narrowing effect, 

which is caused by the high doping concentration, and carriers’ density of junctions 

[121]. This effect can be activated in some widely used simulation tools, like Sentaurus. 

2.2.3. PDP Models 

 PDP models are developed to simulate the accurate detection probability of SPADs. 

It is challenging to predict the PDP accurately because fabricated SPADs may suffer 

from worsening PDP due to technology-related issues such as the depletion region 
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width, doping concentration, and defects [72]. Therefore, modeling of PDP should be 

based on physical processes and take technology-specific parameters into consideration. 

PDP models are also divided into two parts: photon absorption model and avalanche 

triggering model.  

 Photon absorption refers to how many photons are absorbed in certain regions. For 

a given incident photon, its energy determines whether it can successfully excite an 

electron from the valence band to the conduction band. Without enough energy, the 

photon will pass through the "transparent" material to such photons. Before the light 

passes through SPADs and gets absorbed, a certain portion of light has already been 

reflected at the interfaces of different layers with different refractive indices. However, 

diverse modern CMOS technologies may have different layers above the active region 

of SPADs, and these layers may have different optical properties. 

 The avalanche triggering probability models focus on the possibility of a carrier 

successfully initiating an avalanche event. A carrier must obtain enough energy to 

trigger impact ionization events. Therefore, there is no physical equation rigorously 

describing the triggering probability. Considering the requirements of both accuracy 

and simplicity for the triggering probability model, two differential equations were 

proposed to generally represent the triggering probability, which can be expressed as: 

𝑑𝑃𝑛(𝑥)

𝑑(𝑥)
= [1 − 𝑃𝑛(𝑥)] × 𝛼𝑛(𝑥) × ൣ𝑃𝑛(𝑥) + 𝑃𝑝(𝑥) − 𝑃𝑛(𝑥)𝑃𝑝(𝑥)൧ 2-3 

𝑑𝑃𝑝(𝑥)

𝑑(𝑥)
= −[1 − 𝑃𝑝(𝑥)] × 𝛼𝑝(𝑥) × ൣ𝑃𝑛(𝑥) + 𝑃𝑝(𝑥) − 𝑃𝑛(𝑥)𝑃𝑝(𝑥)൧ 2-4 

The terms Pn(x) and Pp(x) are the desired triggering probability of electrons and 

holes, respectively. 𝛼𝑛(𝑥)and𝛼𝑝(𝑥) are the ionization coefficients that have significant 

influence on the total triggering probability. Detailed derivation and discussions are 

presented in Chapter 4.  

 From Eq. 2-3 and 2-4, the ionization coefficients are important in the modeling of 

PDP. There are many models for ionization coefficients. In 1966, McIntyre assumed 

that the holes’ ionization coefficients are k times the electrons’ ionization coefficients 

[75]. However, some improvements can be made to this. First, the ionization 

coefficients used by McIntyre are not used for PDP modeling but rather used for 

calculating noise spectral density where a linear relation derived from the current 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
37 

multiplication theory was assumed. Such a linear relationship is hard to measure from 

modern SPADs. Second, there will be an effective output pulse as long as a self-

sustained avalanche occurs. So, ionization coefficient models obtained from APD may 

not be accurate enough at the high electric field in SPADs. There are many other 

ionization coefficients models developed which are available for simulation under high 

electric fields. Recent PDP models based on commercial simulators have adopted 

different ionization coefficient models according to their SPADs’ structures and 

applications, and they are shown in Table 2-3. It should be noted that terms used in 

different models have varying meanings as shown in the last column of Table 2-3. 

Table 2-3. Commonly Used Ionization Coefficient Models in Sentaurus [108] 

Model 
[Ref] 

General Form  
(Electric Field) 

Electric 
Field Range 

(𝟏𝟎𝟓 𝑽/𝒄𝒎) 

Investigated 
Parameters 

 

Key 
Characteristics 

 

Van 
Overstraeten 
Model [122] 

𝛼 = 𝛾 × 𝑎 × 𝑒𝑥𝑝(−
𝛾𝑏

𝐸
) 1.75 - 6 

 Temp dependence: 
𝛾 

 Constants: a, b 

 Electric field 
dependence: E 

 2 sets of coefficients 

 Editable coefficients 

Okuto-
Crowell 

Model [123] 

𝛼

= 𝑎(1 + 𝑐(𝑇

− 𝑇଴))𝐸ఊ𝑒𝑥𝑝(−(
𝑏൫1 + 𝑑(𝑇 − 𝑇଴)൯

𝐸
)ఊ)

1 - 10 

 Constants: a, b, c, 
d, 𝑇଴, 𝛾  

 Temp dependence: 
T 

 Electric field 
dependence: E 

 Empirical Model 

 Editable coefficients 

 Wide electric field 
range 

Lackner 
Model [124] 

𝛼 =
𝛾 × 𝑎

𝑍
𝑒𝑥𝑝(−

𝛾𝑏

𝐸
) 1 - 10 

 Temp dependence: 
𝛾, Z  

 Electric 
dependence: Z, E 

 Wide electric field 
range 

 Editable coefficients 

Bologna 
Model [125] 

𝛼 =
𝐸

𝑎 + 𝑏 × 𝑒𝑥𝑝(
𝑑

𝐸 + 𝑐
)
 0. 5 - 6 

 Temp dependence: 
a, b, c, d 

 Electric 
dependence: E 

 Wide temperature 
range 

 Full-temperature 
calibration 

 

 

Van-Overstraeten Model 

 The Van Overstraeten-de Man Model is based on the Chynoweth law [108], [122]. 

There are two different sets of coefficients used in the equations. One set for low 
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electric field and another set for high electric field. The parameters were obtained from 

the measurements [122]. This ionization coefficient can be used when the electric field 

is between 1.75 ×  10ହ 𝑉/𝑐𝑚 and 6 × 10ହ 𝑉/𝑐𝑚. 

Okuto-Crowell Model 

 Different from the Van Overstraeten-de Man model, the Okuto-Crowell model is 

an empirical model, which means that the model takes input and output data from 

experiments to find the best fit [123]. In this model, a detailed physical process is 

regarded as a “black box”. Therefore, there are many fitting parameters for this 

ionization coefficient model compared to others. The effective electric field of this 

model is between 10ହ 𝑉/𝑐𝑚 and 10଺ 𝑉/𝑐𝑚, based on default values provided in [108]. 

However, users can adjust the parameters to fit the specifications of their own 

measurements. 

Lackner Model 

 The Lackner model has a similar form as the Van Overstraeten-de Man model, 

since they are both based on Chynoweth’s law [124], [126]. The difference between 

these models is that the Lackner model has introduced the electric field dependence in 

the coefficient part of the exponential equation. As shown in Table 2-3. the model is 

effective when the electric field is between 10ହ 𝑉/𝑐𝑚 and 10଺ 𝑉/𝑐𝑚, a large electric 

field range compared to the Van Overstraeten-de Man Model. 

Bologna Model 

 This model is more suitable to simulate the junctions when the reverse electric 

field is small [125]. The highest electric field of the model is 6 × 10ହ 𝑉/𝑐𝑚, the same 

as Van Overstraeten–de Man model, but the minimum electric field of this model is 

5 × 10ସ 𝑉/𝑐𝑚. Such a value is relatively small in the SPAD’s working region since 

SPADs are usually biased above the breakdown voltage. This model is suitable when 

simulating SPADs with a wide depletion region (which has a smaller electric field). 

Another advantage of this model is the wide applicable temperature range, making it 

suitable for simulating devices with large currents caused by the heating effect. 

Local Model versus Non-Local Model 

 These ionization models can be applied to simulating avalanche triggering 

probability, as shown in Eq. 2-3 and 2-4, depending on the SPAD structure, electric 
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field and temperature. The parameters in the equations used are all related to specific 

positions. Since the ionization coefficients are related to the electric field, the electric 

field is a function of position. Therefore, they can be called “local models”. However, 

a generated carrier must travel a certain distance to gain enough energy to have an 

ionization collision. This distance is usually called “dead space” since impact 

ionization cannot occur inside this region, regardless of the electric field [127], [128]. 

To address this problem, some non-local models have been developed [129].  

 Non-local models have become important due to the shrinking of the depletion 

region’s width with the advancement of silicon technology nodes. Most of the 

developed non-local models are based on the multiplication theory of APDs, which 

have intrinsic layers (multiplication layers). In traditional local models, the ionization 

coefficients are high when the electric field is high, regardless of whether the carrier is 

newly generated or has traveled a long distance. In non-local models, ionization 

coefficients are dependent on both the electric field and the distance of being 

accelerated. For a certain electric field, Ec, a carrier must be accelerated by the field for 

a distance of dc to acquire enough energy to trigger an impact ionization event. Okuto 

and Crowell proposed their idea of non-local property as early as 1974 [130]. Hayat et 

al. continued to develop the non-local model by using recurrence equations, which take 

all carriers into consideration [131]. They also extended their work to determine a more 

accurate distribution of avalanche events [132]. They split the whole multiplication 

region into several small segments and applied an iterative method to solve the 

equations. However, this results in added complexity to the PDP modeling process 

compared to local models. 

 Pseudo-local models have the same form as local ionization coefficient models, 

but with calibrated parameters obtained from experiments. One possible solution is to 

use pseudo-local models to include the dead space effect. The data extracted from the 

experiment has already been considered the dead space effect. Cheong proposed a 

possible way to link the experimentally obtained coefficients with the non-local 

ionization coefficients models [133]. Considering this, the local model of ionization 

coefficients appears to be more convenient and reasonable for SPADs, compared to the 

models used in similar APDs. 
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 With the development of photon absorption simulations and avalanching 

triggering probability models, there are many recently proposed PDP models of SPADs 

that are summarized in Table 2-4.  

Table 2-4. PDP Models 

[Ref] 
Year 

[134] 
2021 

[135] 
2020 

[136] 
2021 

[137] 
2021 

Technology 
180 nm Standard 

CMOS 

800 nm Custom 
CMOS 

350 nm   High-
voltage CMOS 

350 nm   High-
voltage CMOS            

– With 
ARC*** 

Excess 
Voltage 

15%-30% of 
BV**** 

3 V 3.3 V 6.6 V 

Incident Light 
Wavelength 

Range 
450-900 nm 450-900 nm 450-850 nm 450-850 nm 

Wavelength @ 
Peak Response* 

~ 500 nm ~ 500 nm ~ 600 nm ~ 650 nm 

PDP/PDE 
Difference** @ 
Peak Response 

~ 12 % ~ 38 % ~ 1.3 % ~ 1.1 % 

Method 
TCAD                  

+             
MATLAB 

TCAD                  
+            

MATLAB 

CST Microwave 
Studio                 

+                
TCAD 

CST 
Microwave 

Studio              
+              

TCAD 

Key 
Information 

•Passivation layer 
information from 

foundry (SiO2 
and Si3N4). 

•Process related 
parameters are 

known and used. 

•A 80 μm-
diameter SPAD. 

•PDP was im-
proved for short 

wavelengths 

Additional 
Comments 

Achieved 
improved 
accuracy. 

Fitting parameter 
free. 

High difference 
at short 

wavelengths. 

Readout circuits 
limit the PDP 
measurement 

below 2V 
excess. 

PDP vs. ARC 
thickness. 

PDP versus 
incident angle. 

[Ref] 
Year 

[137] 
2021 

[138] 
2016 

[139] 
2010 

[140] 
2009 

Technology 

350 nm   High-
voltage CMOS            

– Without 
ARC*** 

150 nm Standard 
CMOS 

Custom 
Technology 

Custom 
Technology 

Excess 
Voltage 

6.6 V 3 V 5 V 3 V 

Incident Light 
Wavelength 

Range 
450-850 nm 350-850 nm 400-1000 nm 400-1000 nm 

Wavelength @ 
Peak Response* 

~ 600 nm 450 nm 550 nm 550 nm 

PDP/PDE 
Difference** @ 
Peak Response 

~ 3.2 % ~ 0 % ~ 68 % ~ 61 % 
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Method 

CST Microwave 
Studio                  

+                  
TCAD 

TCAD TCAD TCAD 

Key 
Information 

•Long 
wavelength 

response was 
enhanced 

•Lower doped 
epi-layer used 

- 

•Okuto-Crowell 
ionization 
coefficient 

model 

•Okuto-Crowell 
ionization 
coefficient 

model 

•A 200 𝜇𝑚-
diameter SPAD 

Additional 
Comments 

Without anti-
reflection layer. 

Light trans-
mission was not 

included. 

Limited in-
formation on 

layers above the 
active region. 

Limited in-
formation on 
layers above 

the active 
region. 

*Peak response refer to the simulated result; ** |
ெ௘௔௦௨௥௘ௗ ஽௔௧௔ିௌ௜௠௨௟௔௧௘ௗ ஽௔௧௔

ெ௘௦௨௥௘ௗ ஽௔௧௔
|data estimated from 

published sources, with a step of 50nm-wavelength; 
***ARC: anti-reflection coating layer; **** Breakdown voltage from measurements 

 

 Regarding photon absorption, some models simply followed the absorption law, 

which mainly depends on the absorption coefficient, depth and thickness of the SPAD 

depletion region [74], [141]. In this case, the wavelength dependence of the PDP will 

certainly be a smooth curve, with different peak values. The different positions of the 

peak indicate the depth of the junction. For example, in [139], a deep and thick 

depletion region was adopted to achieve enhanced PDP at a longer wavelength. These 

types of PDP models are good for indicating the general detection efficiency in the 

whole wavelength range. However, when it comes to the measured data, there are 

always some ripples in the PDP response of SPADs fabricated using different 

technologies [79], [118], [134], [136]–[138], [142]–[149]. These ripples are related to 

the complex transmission between dielectric and passivation layers above the active 

region of SPADs [136], [142], [150].  

 If researchers are interested in the detailed spectral distribution of the PDP over 

the whole range, then they must pay attention to the modeling of the light transmission 

through the different layers. If the parameters and properties of these layers above the 

active region are known to designers, then they may simply introduce Monte-Carlo 

simulation (MCS) to determine the light transmission. However, it is more likely that 

researchers may not have access to the detailed specifications of the technologies they 

are using, which means that the thickness and the property of the materials used in the 
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fabrication are confidential. Under these conditions, the accurate modeling of light 

transmission will be very difficult.  

 Some specific technologies have the option of using ARC layers to reduce light 

reflection. For example, the light reflection was reduced to 0.1% after a single-layer 

ARC was applied, when the wavelength was 504 nm, and no ripples were observed in 

the measured data [135]. In [137], the researchers modeled the PDP with and without 

the ARC layer, and also tried to find the PDP dependence on the thickness of the ARC 

layer at different wavelengths. Moreover, in the CMOS imaging sensor (CIS) process, 

the optimization of stacking passivation and dielectric layers are available, thus 

increasing the total detection efficiency [118], [151]. 

 Most of the listed PDP models in Table 2-4 did not consider the edge effect. Some 

PDP models claim that the edge effect is small compared to the large central active 

region so that the problem can be simplified to a 1-D problem. Some other models 

simply neglected the edge effect due to the 1-D differential equation used to calculate 

the triggering probability. However, the edge region will undoubtedly have more effect 

on the total detection efficiency as the sizes of SPADs are scaling down in modern 

CMOS technologies. In this case, the conventional 1-D model may not be accurate 

enough to predict the total PDP and the PDP is usually overestimated. To solve the 

accuracy issue of the conventional 1-D PDP models, Liu C et al. proposed a 2-D PDP 

model to investigate the edge effect, by calculating the 1-D differential equations 

following the actual direction of the local electric field [77]. In this way, the total PDP 

is the summation of each PDP distributed through the whole active region, with the 

area as the weighting factor. A similar simulation for finding the SPAD’s edge effect 

was conducted in [152].  

 The decreased PDP caused by the edge effect is also believed to be more dominant 

in the short wavelength range because the junction area is close to the surface. For 

longer wavelengths, the diffusion of the carriers from the neutral region may have a 

greater contribution, thus having the highest triggering probability at the boundary. 

Under this condition, the edge effect is more significant in short wavelengths for 

shallow SPADs. Therefore, the dependence of the edge effect on the wavelengths 

deserves further investigation. 
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2.2.4. Challenges for the SPAD Modeling 

 From the discussions above, improvements of SPAD models can help to improve 

the design and performance of various imaging systems. However, there are still some 

challenges that need to be addressed to further improve the accuracy and efficiency in 

modeling SPADs. Current challenges and future research areas are summarized in 

Figure 2-5, and further described thereafter. 

 

Figure 2-5. Summary of future research perspectives and potential outcomes 

 Confidential technology information from foundries has led to difficulties for 

researchers to develop more accurate models. To have accurate estimation of certain 

key parameters in SPAD models, it is important to know the doping profile of each 

region, depth and thickness of each region, material of dielectric layers and defect 

information, etc. Researchers can extract these parameters directly or indirectly from 

experimental measurements, but these may be complicated and time consuming. For 

example, it may be possible to guess the doping profile by measuring the breakdown 

voltage. It is also possible to measure the thicknesses of the metal layers and/or 

passivation layers above the active region from the cross-sectional images using 

scanning electron microscope (SEM), thus improving the accuracy of PDP and DCR 

models. 
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 For a realistic SPAD fabricated using advanced CMOS technologies, it is 

challenging to get accurate information of each passivation layer. Figure 2-6 (a) and (b) 

shows an illustration of the cross-sectional and layout view of a SPAD design using the 

TSMC 65 Standard CMOS technology which has 9 metal layers and many inter-metal 

dielectric layers. The fifth metal layer M5 in the dotted boxes is used to shield the 

SPAD, with an opening window to reduce the reflection of the light above the active 

region. However, there are still many inter-metal-dielectric (IMD) layers with different 

thickness and properties which deserve more investigation for the future improvement 

of SPAD models. 

 

 
(a) (b) 

Figure 2-6. Realistic structure of SPAD based on TSMC 65 nm Standard CMOS technology (a) Layout view 
(top view) (b) Cross-sectional view of the design. 

 The development of simulation tools will also benefit the SPAD modeling process. 

Currently, TCAD is commonly used for simulating electric parameters of SPADs 

including the electric field distributions, ionization coefficients, and breakdown voltage, 

but not their noise performance [153]. However, these parameters need to be exported 

to be further processed by other software like MATLAB. When there are many 

parameters to be investigated, the modeling process will be complicated and time-

consuming. The development of software automation can significantly improve 

modeling efficiency. 

 The dimensions of SPAD models can be extended from 1 dimension to 2 

dimensions, and even 3 dimensions. Due to the shrinking of technologies, SPADs can 

be fabricated in a much smaller size, which should take the edge effect into 
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consideration. However, most of the current SPAD models are in 1 dimension. Some 

of the models have been developed in 2 dimensions for a better estimation of PDP and 

DCR [76]–[78]. In 3-dimension models, the performance can be more accurate since 

they can model these parameters with different SPAD shapes, such as circular SPADs, 

rectangular SPADs, and octagonal SPADs. 

 The accuracy of SPAD models also depends on the density of mesh points in a 

simulation process. Without correct mesh settings, convergence problems may occur. 

That is to say, it is challenging to adjust the mesh settings in semiconductor device 

simulation. When it comes to SPAD simulations, the convergence issue can be more 

important due to the rapid change of physical parameters during the avalanche process. 

To achieve good accuracy, many calculation iterations are needed, which can lead to 

additional computational and time costs of modeling. To overcome this problem, 

machine learning techniques can be adopted in SPAD modeling processes. With 

machine learning, the design parameters like doping concentration, dimension or size, 

shape, as well as other parameters, can be investigated to see their influence on the 

specific performance of SPADs. With more data available from simulations, machine 

learning models can be more accurate. Therefore, predictions of SPAD performances 

based on different technologies can be made without the need for iterative modeling 

process again. 

2.3. Conclusion 

 In this Chapter, a review of recent progress of SPAD’s applications was reviewed, 

which indicated the importance of SPAD design and modeling. Consequently, an in-

depth review of SPAD models was explored for better understanding of modeling 

fundamentals, considerations, and modeling methods. Based on the comparison among 

different models, research challenges regarding the SPAD modeling were summarized, 

which can provide good guidance for the optimization of SPAD models in Chapter 3.  
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Chapter 3  

CHARACTERIZATION AND SIMULATION OF 

SPADS 

 From the previous discussion in Chapter 3, SPAD models play a vital role in 

predicting SPAD performance and optimizing SPAD’s design. Although there are 

some works that have been explored in the 1-D modeling process of SPADs. However, 

few efforts have been put on the 2-D modeling of SPAD’s DCR and PDP so far, which 

becomes more significant due to the shrinking sizes of more advanced technology 

nodes. Especially, when guard ring structures are commonly adopted in SPADs to 

avoid premature breakdown near the edge of the junction, they tend to have more 

dominant effects on the central active region for small SPADs. The reduced electric 

field brought by the guard ring structures can potentially impact the DCR and PDP of 

SPADs.  To investigate the “edge effect” on both DCR and PDP of small SPAD in 

advanced CMOS technologies, a complete 2-D simulation process is important. 

Therefore, a complete simulation method of SPAD’s 2-D DCR and PDP model is 

proposed by combining the TCAD Sentaurus and MATLAB.  

 In this chapter, the fundamental modeling principles of SPAD’s DCR and PDP are 

discussed, followed by detailed explanations of each stage in the modeling process, this 

includes device structure building, mesh generation, device simulation, and a fully 

automated simulation process. 
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3.1. Modeling Fundamentals 

3.1.1. Avalanche Triggering Probability 

 Avalanche triggering probability is defined to be the probability of a carrier 

successfully initiating avalanches in diodes. Two conditions must be satisfied for an 

avalanche breakdown: impact ionization and self-sustaining. A carrier must gain 

sufficient energy to induce impact ionization events. This is characterized by ionization 

coefficients and αe and αh, both of which have exhibited a strong electric field 

dependency. The definition of them is given by equation 3-1 and 3-2. 

𝛼௡ =
1

𝑛𝑣௡

𝑑𝑛

𝑑𝑡
   3-1 

𝛼௣ =
1

𝑝𝑣௣

𝑑𝑝

𝑑𝑡
 ,  3-2 

where vn and vp represent the velocity of electrons and holes, respectively. n and p are 

the carrier density of electrons and holes, respectively. However, formation of a self-

sustaining avalanche requires a chain of impact ionization events. The ionization 

integrals In and Ip are developed to determine if a self-sustaining avalanche occurs, 

which are given by 

𝐼௡ = න 𝛼௡(𝑥)

ௗ

଴

𝑒ି ∫ ቀఈ೙൫௫ᇲ൯ିఈ೛൫௫ᇲ൯ቁௗ௫ᇲ೏
ೣ 𝑑𝑥 3-3 

𝐼௣ = න 𝛼௣(𝑥)

ௗ

଴

𝑒ି ∫ ቀఈ೛൫௫ᇲ൯ିఈ೙൫௫ᇲ൯ቁௗ௫ᇲೣ
బ 𝑑𝑥 3-4 

 Note that the direction of the integration aligns with the actual electric field across 

the depletion region, with a width of d. When either of the ionization integrals equals 

one, an avalanche breakdown may occur. However, for some heavily doped diodes, 

there exists another breakdown known as Zener breakdown, which may have a lower 

breakdown voltage than the avalanche breakdown.  

 However, there is no exact physical equation that rigorously describes the precise 

avalanche triggering probability of generated carriers at specific positions. Such 

avalanche triggering probability, however, is important to determine the SPAD’s 

performances. To address the problem, two differential equations were proposed to 

represent the triggering probability at specific locations, which have been briefly 

introduced in Chapter 2. From a simple PN junction shown in Figure 3-1.  
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Figure 3-1. Triggering probability diagram. Creative commos License. 

 The terms Pn(x) and Pp(x) are used to describe the triggering probability of 

electrons and holes at position x, respectively. Considering the triggering probability 

of electrons Pn(x) at position x and Pn(x+Δx) at position x+Δx, and the electric field’s 

direction is from position 0 to position d. Therefore, the triggering probability caused 

by the electron at position x+Δx consists of two parts: electron triggering probability at 

position x, and the probability that it triggers avalanche during the travel from position 

x+Δx to position x. In this case, the triggering probability Pn(x+Δx) can be expressed 

as: 

𝑃௡(𝑥 + ∆𝑥) = 𝑃௡(𝑥) + 𝛼௡(𝑥) × ∆𝑥 × [𝑃௡(𝑥) + 𝑃௛(𝑥) − 𝑃௡(𝑥)𝑃௛(𝑥)]
− 𝑃௡(𝑥) × 𝛼௡(𝑥) × ∆𝑥 × [𝑃௡(𝑥) + 𝑃௛(𝑥) − 𝑃௡(𝑥)𝑃௛(𝑥)] 

3-5 

 To avoid the repeat calculation of probability, the avalanche caused by both the 

electron and hole is subtracted. When the Δx is small enough, the equation can be 

formulated to a differential equation. For the holes’ triggering probability, a similar 

equation is developed. Therefore, a complete differential equation set is given by: 

𝑑𝑃𝑛(𝑥)

𝑑(𝑥)
= [1 − 𝑃𝑛(𝑥)] × 𝛼𝑛(𝑥) × ൣ𝑃𝑛(𝑥) + 𝑃𝑝(𝑥) − 𝑃𝑛(𝑥)𝑃𝑝(𝑥)൧ 3-6 

𝑑𝑃𝑝(𝑥)

𝑑(𝑥)
= −[1 − 𝑃𝑝(𝑥)] × 𝛼𝑝(𝑥) × ൣ𝑃𝑛(𝑥) + 𝑃𝑝(𝑥) − 𝑃𝑛(𝑥)𝑃𝑝(𝑥)൧ 3-7 

 Note that this set of differential equation must be solved simultaneously, with two 

fixed boundary conditions given by: 
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𝑃௡(0) = 0, 𝑃௣(𝑑) = 0  3-8 

 With the implementation of the differential equations and the boundary conditions, 

the modeling of avalanche triggering probability becomes notably convenient. And this 

approach allows adjustment of the only parameter: ionization coefficients. The unit of 

the ionization coefficients is cm-1. In this case, when they are combined with d(x) in 

the differential equations, the obtained triggering probability becomes dimensionless. 

The range of the triggering probability lies in 0 to 1, which is confined by the boundary 

conditions.   Following the modeling of avalanche triggering probability caused by the 

electrons and holes, the total triggering probability can be written as followed: 

𝑃௧௢௧௔௟(𝑥) = 𝑃௡(𝑥) + 𝑃௣(𝑥) − 𝑃௡(𝑥) × 𝑃௣(𝑥)  3-9 

 Hence, the position-dependent avalanche triggering probability was modeled, 

which can be combined with the generation rate to model DCR and PDP of SPADs. 

3.1.2. Dark Count Rate (DCR)  

 Dark count rate (DCR) is used to describe the dark noise of SPADs in the units of 

count per second (cps) or Hertz (Hz). When the light is absent (both incident and 

environmental light), carriers can still be generated within SPADs, which are known as 

“dark carriers”. Considering the high electric field across the junction of SPADs, these 

dark carriers can still initiate the avalanche, thus causing additional counts. Depending 

on the driving force, it is more convenient to summarize two major groups that are 

responsible for the dark carrier generation: thermal generation and tunneling effect. 

Considering the simplest form of a PN junction, comprising conduction band and 

valence band. The electrons at the valence band are bonded to the nucleus, being unable 

to conduct current. When thermal energy is transferred to the bonded electrons, these 

electrons may become energetic after gaining sufficient energy and “jump” to the 

conduction band, therefore, the electrons can move freely to conduct current. The 

thermal generation process of dark carriers has a strong temperature dependency as it 

is more likely to excite electrons from valence band to the conduction with a narrowing 

bandgap at higher temperatures. In addition to the thermal generation process, 

tunneling effect is also a major source of dark carriers. Different from the thermal 

generation process, the tunneling effect is due to the quantum effect that can “transfer” 
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electrons from the valence band to the conduction band directly, without the need for 

overcoming the bandgap. The existence of tunneling effect in SPADs can lead to 

significantly increased current and enhanced field dependence.  

Thermal Generation 

 For thermal generation in SPADs, there are direct thermal generation and trap-

assisted thermal generation. The trap-assisted thermal generation is also known as the 

Shockley-Read-Hall (SRH) recombination. Due to a very large intrinsic bandgap 

(typical value: 1.12 eV) of the silicon material, the DCR caused by direct thermal 

generation is usually negligible in the modeling of SPADs. However, there are some 

energy levels located in between conduction band and valence band, which are caused 

by the lattice defects and the damage during the fabrication. These trap traps can serve 

as very efficient generation-recombination centers, which can capture and release the 

carriers. Compared to the direct thermal generation, the SRH recombination is 

considered the dominant mechanism in the thermal generation process in SPADs. The 

general SRH model used to describe the trap-assisted thermal generation follows the 

Eq. 3-10, 

𝐺ௌோு =
𝑛𝑝 − 𝑛௜

ଶ

𝜏௣ ൬𝑛 + 𝑛௜ × 𝑒
ா೟ିா೔

௞் ൰ + 𝜏௡ ൬𝑝 + 𝑛௜ × 𝑒
ா೔ିா೟

௞் ൰
 , 3-10 

where the terms n, p, ni represent electron densities, hole densities, and intrinsic carrier 

densities, respectively. 𝜏௣ and 𝜏௡ are the lifetimes of holes and electrons, respectively. 

Et and Ei denote the trap energy level and the intrinsic Fermi level, respectively. k stands 

for the Boltzmann constant and the T is the Kelvin temperature. Since SPADs are 

reverse biased above the breakdown voltage, the values of both electron and hole 

densities (n and p) are negligible compared to the intrinsic carrier density ni. As a result, 

Eq. 3-11 can be simplified to: 

𝐺ௌோு =
𝑛௜

𝜏௣ × 𝑒
ா೟ିா೔

௞் + 𝜏௡ × 𝑒
ா೔ିா೟

௞்

 3-11 

 From the equations, a strong temperature dependence of SRH is related to the 

absolute temperature T and the lifetimes of electrons and holes. In addition to the 

temperature dependence, the lifetimes 𝜏௣   and 𝜏௡  are also modeled to have doping 

dependence and field dependence, expressed by:  
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𝜏௣,௡ = 𝜏ௗ௢௣௜௡௚

𝑓(𝑇)

1 + 𝑔௣,௡(𝐹)
 , 3-12 

where 𝜏ௗ௢௣௜௡௚ gives the doping dependence, f(T) gives the temperature dependence, 

and gp,n(F) gives the field dependence. For SPADs that are operated above the 

breakdown voltage, the field dependency of carriers’ lifetimes is not negligible in the 

modeling process as the electric field is commonly above 105 V/cm. By default, the 

trap energy level is located in the middle of the bandgap. Since the 𝜏ௗ௢௣௜௡௚ introduces 

the doping dependence, the doping dependence is obtained based on experimental data, 

following the Eq. 3-13 

𝜏ௗ௢௣௜௡௚ = 𝜏௠௜௡

𝜏௠௔௫ − 𝜏௠௜௡

1 + (
𝑁𝑎 + 𝑁𝑑

𝑁𝑟𝑒𝑓
)

ϒ
 , 

3-13 

where Na and Nd are acceptor concentration and donor concentration, respectively. The 

values of the reference doping concentration Nref, and other parameters used for 

modeling SRH generation rate are given in Table 3-1. 

TABLE 3-1. PARAMETERS USED FOR MODELING MINORITY CARRIER LIFETIME 

PARAMETER Electron Hole Unit Note 

𝝉𝒎𝒊𝒏 0 0 Seconds 
Minimum 

lifetime 

𝝉𝒎𝒂𝒙 10ିହ 3 × 10ି଺ Seconds 
Maximum 

lifetime 

𝑵𝒓𝒆𝒇 10ଵ଺ 3 × 10ଵ଺ cm-3 
Reference 

concentration 

F(T) (𝑇 300𝐾)⁄ ିଵ.ହ (𝑇 300𝐾)⁄ ିଵ.ହ 1 
Temperature 

dependence 

ϒ 1 1 1 
Weighting 

factor 

 

Tunneling Generation 

 The tunneling effect, assisted by the traps, can be modeled by introducing a field 

enhancement factor to the carrier lifetimes. The modified carrier lifetimes with the field 

enhancement factor are already given by 𝑔𝑝,𝑛(𝐹) in Eq. 3-12. However, the differences 
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between the measured results and simulation became more significant at higher excess 

voltages [154]. One reason is that there is another mechanism called the “direct 

tunneling effect” that becomes dominant at high voltages. This direct tunneling effect 

is also known as the band-to-band tunneling (BTBT). It becomes the primary source of 

dark carriers when the electric field is close to or greater than 9×105 V/cm at room 

temperature, as stated in [155]. With such a high electric field across the junction, the 

direct tunneling phenomenon is more likely to occur. A BTBT model proposed by 

Hurkx can be expressed as: 

𝐺஻்஻் = −𝐵|𝐹|
ହ
ଶ𝐷൫𝐹, 𝐸, 𝐸௙௡ , 𝐸௙௣൯ exp ൬−

𝐹଴

|𝐹|
൰, 3-14 

where the term D(F, E, Efn, Efp) is determined by the bandgap, electric field, electron, 

and hole Fermi levels. B is a fitting parameter used to match the experimental data, 

which is also temperature dependent [156]. The default value of B equals to 

4 × 10ଵସ 𝑐𝑚ିଶ𝑉ିଶ.ହ𝑠ିଵ  [157]. The very strong field dependence of the BTBT 

generation rate can help to indicate if the total DCR is dominated by BTBT mechanism 

based on DCR versus biasing voltage plot. In Chapter 2, various DCR models have 

already been discussed with the consideration of technology-specific values, including 

the trap energy level, trap population, and the damage from implantation. 

 The total DCR of a SPAD is modeled by integrating the generation rates G of 

different mechanisms and the simulated avalanche triggering probability Pt(x) along 

the depletion region, which is calculated by using the MATLAB. 

3.1.3. Photon Detection Probability (PDP) 

 The PDP is modeled by combining the absorbed photon rate and the avalanche 

triggering probability. Different from the modeling of DCR, external illumination is 

needed for the modeling of PDP. For a given incident photon, its energy determines 

whether it can be absorbed and successfully excites the electron from the valence band 

to the conduction band. Without sufficient energy, the photon will pass through the 

material as if it is “transparent”. Depending on the optical property of the material, a 

certain portion of the incident photons has already been reflected at the interfaces of 

different layers. However, accurate information on the diverse layers above the SPAD 

in modern standard CMOS technologies is not provided to the users or designers, which 
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has made it difficult to develop a generalized model that encompasses all technologies 

and structures. In this case, the modeling of the PDP usually neglects the complicated 

light transmission among the layers above the SPAD’s active area.  

 With the availability of the 1-D position-dependent avalanche triggering 

probability, the only thing left for modeling SPAD’s PDP is the photon absorption rate, 

which can be characterized by: 

𝐼௫ = 𝐼௦௨௥௙௔௖௘ × 𝑒ିఈ௫  , 3-15 

where Ix and Isurface are the optical intensity at position x and at the surface, respectively. 

α is the absorption coefficient, which is wavelength dependent. Note that this equation 

assumes a 1-D direction, and the start point is at position x = 0. The absorbed intensity 

Ix follows an exponentially decaying trend as the light goes deep inside the material. 

Since we are concerned about the photon number in the modeling of SPAD’s PDP, Eq. 

3-15 can be converted to the absorption probability for the convenience of calculation, 

as expressed by: 

𝑃௢௣ =
𝑁௢௣

𝑁௦௨௥௙௔௖௘

 , 3-16 

where Pop is a dimensionless probability, Nop and Nsurface are the absorbed photon 

density and incident photon density, respectively.  

 Due to the different bandgaps of various semiconductor materials, the absorption 

coefficient α of different materials may vary significantly and have an upper 

wavelength limit. For the typical application of SPAD in PET-CT, the target 

wavelength window is usually below 500 nm, primarily depending on the scintillators 

used [158], [159]. For SPAD’s application in automotive LiDAR, the wavelengths 

usually lie in the near-infrared (NIR) range. 

3.2. Device Building 

 To model DCR and PDP of SPADs, structures must be specified with actual 

dimensional parameters. Since the edge degradation of electric field caused by the 

guard ring structures is a key consideration in our research, instead of an ideal 1-D PN 

junction, a 2-D SPAD structure is constructed using the Sentaurus Technology-

Computer-Aided-Design (TCAD). In Sentaurus, many tools are available for modeling, 
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such as the SPROCESS for simulating actual processes, SINTERCO for simulating 

interconnects, and SDEVICE for simulating electrical characteristics. In the modeling 

of SPAD’s DCR and PDP, we mainly utilize SDE, SDEVICE, and SVISUAL for 

building device structures, simulating electrical properties, and extracting data, 

respectively. 

 Since the actual process information regarding the standard 65nm CMOS 

technology is not provided to users, SDE was used to build the structure of SPAD with 

some ideal assumptions, such as the doping concentrations of different regions. Even 

with these ideal assumptions made during the modeling process, it can still provide 

reasonable estimations of the general performances of DCR and PDP. A simple PN 

junction can be modeled with typical P+/N-well doping. A more realistic SPAD 

structure is then built in comparison to the simple 1-D PN junction and 1-D  DCR and 

PDP models. The structure of 1-D PN junction and the realistic SPAD structure are 

shown in Figure 3-2. 

  
(a) (b) 

Figure 3-2. Structure of (a) Simple PN junction (b) Realistic SPAD structure 

 In the simple 1-D PN junction, the junction is uniform, allowing the direct adoption 

of the conventional 1-D avalanche triggering probability model in the modeling of 

DCR and PDP. However, for the more realistic SPAD structure shown in Figure. 3-2 

(b), the P-well guard ring structures are designed to prevent the premature breakdown 

(PEB) near the edge region of the P+/N-well junction. This design leads to a non-

uniform electric field distribution across the entire active region. In addition, short-

trench isolations (STIs) are implemented to isolate P+ and N+ regions, which are 

consistent with the actual standard CMOS process. The depth of the junction and the 

doping concentration are adjusted to fit the measured data of PDP wavelength 

dependence and the breakdown voltage, respectively.  
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3.3. Mesh Setting 

 Once the dimensions of the SPAD’s structure are specified, the mesh settings 

should be adjusted properly. A denser mesh leads to more accurate results, as TCAD 

solves the equations numerically. However, for SPADs operating above the avalanche 

breakdown voltage, achieving convergence can easily become problematic, leading to 

significantly increased computing time for a single simulation. To address the issue, 

two methods were employed in our simulations. From the structure point of view, the 

mesh is selectively refined in the junction area. By estimating the width of the depletion 

region, the mesh is refined in an area larger than the total depletion region, as shown in 

Figure 3-3. Note that the figure is scaled to illustrate the mesh details near the junction. 

Without suitable mesh refinement, results can be inaccurate, as the avalanche process 

involves positive feedback, making convergence a challenging work.  

 
Figure 3-3. Mesh refinement for accurate avalanche simulation 

 The automatic mesh used in the modeling is defined to be denser near the interface. 

However, such density near the interface is still not dense enough for modeling 

avalanche process. In this case, a manually refined mesh is defined to improve the 

convergence. To avoid the convergence problem, a second method can be adopted in 

addition to mesh refinement. This method, however, is more suitable for simulating the 
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breakdown voltage (BV) of a SPAD. When simulating the BV, a specific breaking 

criterion can be introduced to suspend the avalanche shortly after the breakdown occurs.  

 The materials should be configured accordingly after determining the structure and 

mesh settings. Here the silicon material is used for the SPAD, as the 65 nm standard 

CMOS technology used is also silicon-based. For the STI material, we simply 

implemented the SiO2 for oxidation, with all the material parameters set to their default 

values. 

3.4. Device Simulation 

 Using the SDEVICE tool, electrical and optical properties can be simulated based 

on the structures.  There are many available models that can be employed in the 

SDEVICE tool, according to user preferences. Before implementing models for 

simulations, the first step is to define the contacts for the SPADs, allowing external 

biasing voltages to be applied to the SPADs. In this section, ideal ohmic contacts are 

used for SPAD’s anode, cathode, and body contacts. To prevent the convergence 

problem during simulating the BV of SPADs, a large serial resistor can be connected 

to one of the contacts.  In the 2-D structure, the contacts are represented by1-D lines 

with editable colors, as shown in Figure 3-4. 

 
Figure 3-4. Contact definition in SDEVICE. 

 Note that a 50kΩ serial resistor is connected at the anode which is not visible in 

the figure or the device structure. Following this, the initial voltage applied to these 

contacts can be specified. When simulating the BV of the SPAD, the initial value of 

the three contacts can be simply set to 0 V, given that a sweep function is needed to 

simulate the reverse I-V characteristics. The next step is the implementation of the 

models, which is also one of the most important steps.  
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3.4.1. Physical Models 

 Firstly, the simulation conducted in Sentaurus solver is based on nonlinear 

iterations, which rely on coupled equations. The basic equations used in modeling of 

SPAD encompass the Poisson equation and equations related to electrons and holes. 

To simulate the DCR of SPADs, default SRH and BTBT models are necessary in the 

physics section.  

 However, prior to implementing such models, several modifications must be made 

to be more accurate. The first modification is related to the intrinsic density ni, which 

is the basic property of the material. The default value of ni is calculated according to 

the default bandgap of silicon, expressed as: 

𝑛௜(𝑇) = ඥ𝑁௖(𝑇)𝑁௩(𝑇) exp ቆ−
𝐸௚(𝑇)

2𝑘𝑇
ቇ , 3-17 

where Nc and Nv are the effective density of states within the conduction band and the 

valence band, respectively. Eg is the intrinsic bandgap of silicon, and k is the Boltzmann 

constant. However, the intrinsic density may change due to a high doping concentration, 

which is common in modern CMOS technologies as the size is shrinking. In this case, 

the doping-dependent intrinsic density must be introduced in the simulation of SPADs, 

which is also known as the effective intrinsic density ni,eff, given by: 

𝑛௜,௘௙௙ = 𝑛௜ exp(
𝐸௕௚௡

2𝑘𝑇
) 3-18 

The term Ebgn refers to the bandgap narrowing effect. Here, we introduced the Bennett-

Wilson bandgap narrowing model into the calculation, which can be expressed as: 

∆𝐸௚ = ቐ
𝐸௥௘௙[ln (

𝑁௧௢௧௔௟

𝑁௥௘௙

)]ଶ ,       𝑁௧௢௧௔௟ > 𝑁௥௘௙   

0,                                      𝑁௧௢௧௔௟ ≤ 𝑁௥௘௙ 

 3-19 

The Ntotal represents the value of the total density. Eref and Nref are reference values 

obtained from the experimental data [160]. The default value used for Eref and Nref are 

6.84×10-3  eV and 3.162×1018 cm-3, respectively. Note that ΔEg is only one part of the 

total band gap narrowing effect Ebgn.  The other part is a correction to mitigate errors 

that are caused by the ideal Boltzmann-Maxwell statistics in the simulation, which can 

be expressed by ΔEg, Fermi. So, the total bandgap narrowing Ebgn is the summation of 

ΔEg and ΔEg, Fermi if using Fermi statistics in the simulation. 
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 The second change is the specification of the carriers’ mobility in the physics part, 

which also requires editing. As SPADs are biased above the BV, the electric field across 

SPADs’ junctions are very high, which may saturate the velocity of the carriers. This 

saturation velocity vsat, can limit the mobility of the carriers in semiconductor materials. 

For silicon-based device, the velocity saturation model can be expressed as: 

𝑣௦௔௧ = 𝑣଴(
300𝐾

𝑇
)௩೛  3-20 

where the v0 is the value of the saturated velocity at 300 K, and vp is a fitting parameter. 

The value of v0 for electrons and holes are 1.07×107 cm/s and 8.37×106 cm/s, 

respectively. vp for electrons and holes are 0.87 and 0.52, respectively, according to 

[161]. The parameters used for the basic properties of the device are concluded in Table 

3-2. 

TABLE 3-2. BASIC PARAMETERS FOR SILICON MATERIAL  

PARAMETERS Value Unit Note 

𝑬𝒓𝒆𝒇 6.84 × 10ିଷ eV 
Bennet-Wilson Bandgap narrowing 

model reference energy level 

𝑵𝒓𝒆𝒇 3.162 × 10ଵ଼ cm-3 
Bennet-Wilson Bandgap narrowing 

model reference concentration 

𝒗𝟎,𝒆 1.07 × 10଻ cm/s Saturated velocity of electrons at 300 K 

𝒗𝟎,𝒉 8.37 × 10଺ cm/s Saturated velocity of holes at 300 K 

𝒗𝒑,𝒆 0.87 1 
Fitting parameter for electrons in 

velocity saturation model 

𝒗𝒑,𝒉 0.52 1 
Fitting parameter for holes in velocity 

saturation model 

 In addition to the basic information that needs modification in the physics section, 

specific avalanche models, SRH models, and BTBT models are required to be 

implemented for SPAD simulation. Concerning the avalanche model, the default one 

is the Van Overstraeten impact ionization model, which is valid in the electric field 

ranging from 1.75×105 V/cm to 6×105 V/cm. For the default model, there are two sets 

of coefficients used for low electric field and high electric field, respectively. However, 

we replaced the default Van Overstraeten model with the Okuto-Crowell model. 
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Compared to the default one in the Sentaurus, Okuto-Crowell model presents two major 

advantages: empirical model and wide electric field range. Different from the Van 

Overstraeten model, Okuto-Crowell model takes the input and output data from 

experiments to find the best fit for all the fitting parameters. In this model, detailed 

physical process is regarded as a “black box”, which is simple to implement without 

the need for the complicated definition process of various parameters. Second, the wide 

electric field range of Okuto-Crowell model (from 1×105 V/cm to 1×106 V/cm) is valid 

for simulating SPADs reverse I-V characteristics from zero bias to the operating 

voltage. The general form of Okuto-Crowell model can be expressed as: 

𝛼 = 𝑎൫1 + 𝑐(𝑇 − 𝑇଴)൯𝐸ఊ exp(−(
𝑏(1 + 𝑑(𝑇 − 𝑇଴))

𝐸
)ఊ) 3-21 

where T0 is 300 K, T is the temperature, E is the electrical field. a, b, c, d, and γ are 

fitting constants. The default coefficients listed in Table 3-3 are used in the model due 

to the wide electric field range of the Okuto-Crowell model. 

TABLE 3-3. DEFAULT VALUES FOR OKUTO-CROWELL MODEL 

PARAMETERS Electrons Holes Unit 

𝒂 0.426 0.243 𝑉ିଵ 

𝒃 4.81 × 10ହ 6.53 × 10ହ 𝑉/𝑐𝑚 

𝒄 3.05 × 10ିସ 5.35 × 10ିସ 𝐾ିଵ 

𝒅 6.86 × 10ିସ 5.67 × 10ିସ 𝐾ିଵ 

ϒ 1 1 1 

𝜹 2 2 1 

𝝀 62 × 10ି଼ 45 × 10ି଼ cm 

𝜷 0.265283 0.261395 1 

 Regarding the SRH models, it is necessary to introduce the temperature doping 

dependencies into the physics section, as discussed earlier in the context of the 

generation rate of DCR. For the BTBT models, the Schenk model is adopted, as it 

considers the phonon-assisted band-to-band tunneling [162].  

3.4.2. Breakdown Voltage (BV) 

 After specifying various physical models, the first step of simulations is to find the 

BV of SPADs. A reverse voltage is applied across the junction, and the range must be 
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specified properly to prevent convergence problems.  To be consistent with the actual 

layout design, a positive voltage is applied at the cathode, and a constant 0 V is applied 

to the anode of the SPAD, with a 50k-Ohms serial resistor. The body contact is also 

tied to 0 V. For the first attempt of the simulation, the voltage at the cathode is set to 

vary from 0 V to 20 V. Through an iterative process, the doping concentration is 

adjusted for finding the BV. When the doping concentration of N-well is set to 

2.21×1017 cm-3. The simulated BV is based on the SPAD structure with detailed 

dimension parameters shown in Figure 3-5. Reverse I-V curve is shown in Figure 3-6, 

which indicates the BV of 9.45 V. Note that the heavily doped p-side has little impact 

on the BV as the doping concentration of the N-well is smaller than the p-side in the 

order magnitude. Further adjustments of doping concentrations based on the measured 

results are necessary for an accurate BV. 

 Initial parameters that are used for simulating the BV, DCR, and PDP of SPAD 

are shown in Table 3-4.  

Table 3-4  Some Initial Parameters for the 1-D SPAD Simulation 

N-well_doping 2.21×1017 cm-3 

P+_doping 1×1019 cm-3 

Diameter 10 μm 

Surface light intensity 0.001 W/cm2 

Temperature 300 K 

Impact ionization model Okuto-Crowell 

Electron saturation velocity 1.07×107 cm/s [161] 

Electron saturation velocity 8.37×106 cm/s [161] 

 

Figure 3-5. SPAD device details used for simulating breakdown voltage. 
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Figure 3-6. Simulated reverse I-V of SPAD 

 Note that a 50 kΩ serial resistor is connected at the anode which is not visible in 

the figure.  

 In addition to plotting the I-V characteristics to find the BV of SPAD, breakdown 

analysis criteria can be added in the device simulation mainly for validation purpose. 

In Sentaurus, the breakdown analysis of impact ionizations can calculate the ionization 

integrals along every path. Among all the ionization paths, the one with the highest 

ionization integral will be shown, along with the position of the highest electric field. 

This breakdown analysis can provide designers with a better sense of the simulation 

results. If the structure, mesh or the physics are not set appropriately, the estimated BV 

obtained from the breakdown analysis can hardly be consistent with the value obtained 

from I-V curve.  

 Based on the simulated BV of the SPAD, excess voltage can be set to bias the 

device accordingly. To simulate the DCR, voltage dependence is very important as it 
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can indicate if the BTBT will dominate the total DCR of SPADs. Before that, the 

avalanche triggering probability needs to be simulated and processed. 

3.4.3. Avalanche Triggering Probability 

 Avalanche triggering probabilities of electrons and holes are obtained by solving 

the differential equations expressed in Eq. 3-6 and 3-7. To solve the differential 

equation, the ionization coefficients of electrons and holes need to be extracted from 

the TCAD. It is already known that both ionization coefficients are dependent on the 

local electric field. In this case, the electric field of the device can be simulated. Figure 

3-7. 

 
Figure 3-7. Simulated Electric Field of SPAD with a 10-V biasing voltage. 

  

 From the figure, the central region has a uniformly distributed electric field across 

the P+/N-well junction. In this case, the width of the depletion region can be determined 

by finding the point where the electric field is 0, as shown in Figure 3-8 (a). For the 

conventional modeling of SPAD’s DCR and PDP, the impact ionization coefficients 

across the junction are extracted from the TCAD, where the electron ionization 

coefficient αe is shown in Figure 3-8 (b). Based on the simulated electric field, the width 

of the actual depletion region, and the ionization coefficients, the data along the line 

can be extracted the calculation of avalanche triggering probability. The extracted 

electron and hole ionization coefficients are fitted using MATLAB. Since they are also 
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position dependent, they are combined with the differential Eq. 3-6 and Eq. 3-7 to solve 

the position-dependent triggering probability Pp(x), Pn(x), and Pt(x). 

 
 

(a) (b) 

Figure 3-8. Specification of (a) depletion region’s width and (b) electron ionization coefficient. 
  

 In the MATLAB, to solve the differential equations simultaneously, the BVP4C 

solver can be employed with the two known boundary conditions. The simulated 

avalanche triggering probability is shown in Figure 3-9. From the figure, the electron’s 

avalanche triggering probability has the highest value compared to the hole’s avalanche 

triggering probability, which is as expected since the impaction ionization coefficients 

of electrons are higher than the hole impact ionization coefficients. Consequently, the 

total avalanche triggering probability Pt  is higher near the P side of the depletion region 

since electrons at the P side of the depletion region can explore a longer accelerating 

path, thus having higher probability to initiate avalanching events than the electrons at 

the N side. Note that the distribution of the avalanche triggering probability is for this 

P+/N-well junction only. For other types of junctions and the line directions, this 

distribution may vary. Also, with a higher biasing voltage, the avalanche triggering 

probability will also increase, due to the higher impact ionization coefficients. However, 

the electric field must not exceed the valid range of the avalanche models used in the 

Sentaurus. For the SPAD designed in 65 nm standard CMOS technology, the excess 

voltages applied are usually smaller than 1 V, especially for the active quench and reset 

SPAD because the MOSFETs may be destroyed if a high voltage output is directly 

connected to them. 
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Figure 3-9. Simulated avalanche triggering probability in the depletion region. 

 

3.4.4. Dark Count Rate (DCR) 

 Upon the finish of modeling avalanche triggering probability, the generation rate 

of SRH and BTBT can be simulated to obtain the DCR. The simulation of the 

generation rate due to different mechanisms can be directly extracted from the TCAD. 

From the previous discussion, the SRH is an enhanced model that considers the field 

enhancement factor. In the simulation, the trap energy band is set to locate at the center 

of the band gap, serving as efficient generation and recombination center. Similar to 

the simulation of avalanche triggering probability, we only focus on the generation rate 

in the depletion region as diffusion has little influence on the total DCR and PDP, 

especially for the advanced standard CMOS technology. However, when modeling 

some devices that are specially designed for long-wavelength detection, the diffusion 

may not be negligible as the doping concentration could be much lower and the 

diffusion may have a significant contribution on the total DCR and PDP. The simulated 
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SRH generation rate Gsrh is shown in Figure 3-10. Note that the SRH generation rate 

here doesn’t include field dependence.  

 
Figure 3-10. Simulated SRH generation rate across the depletion region 

 Similarly, the generation rate due to the band-to-band tunneling effect is simulated 

as shown in Figure 3-11.  

 
Figure 3-11. Simulated BTBT generation rate across the depletion region 
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 Note that both figures are simulated based on the 10 V biasing voltage condition. 

From the comparison between the SRH generation rate and BTBT generation rate at a 

10 V bias, the BTBT generation rate is much higher than the SRH generation rate near 

the junction interface, where the electric field is high. However, for the entire depletion 

region, the SRH generation rate has higher value than the BTBT generation rate for 

most of the time. So, it is not straightforward to see their contribution to the total DCR 

of SPADs. Therefore, it is necessary to integrate the generation rate and the avalanche 

triggering probability along the depletion region, given by: 

𝐷𝐶𝑅ௌோு = න |𝐺ௌோு(𝑥) × 𝑃௧(𝑥)|𝑑𝑥
ௗ

଴

 3-22 

𝐷𝐶𝑅஻்஻் = න |𝐺஻்஻்(𝑥) × 𝑃௧(𝑥)|𝑑𝑥
ௗ

଴

 3-23 

 Term d is the width of the depletion region, which is extracted directly from TCAD. 

The simulated DCR caused by intrinsic SRH and BTBT mechanisms at a 10 V bias are 

5.03×101 cps/μm2 and 4.26×103 cps/μm2, respectively. Under such biasing voltage, the 

DCR caused by BTBT mechanism is much larger than the SRH-induced DCR, in this 

case, the BTBT mechanism dominates the total DCR generation. The initial results also 

indicated the doping concentration may be assumed much higher than that in the real 

cases. Trap-assisted tunneling can be introduced to the traditional SRH model, thus 

having electric field dependency. This is called the field-enhancement in SRH model. 

After introducing this field-enhancement factor into SRH model. The comparison 

between the traditional SRH model and the SRH model with field-enhancement factor 

is shown in Figure 3-12. Since the figure is plotted in log scale, the generation rate of 

the SRH mechanism with field enhancement is much larger than the traditional SRH 

generation rate when the electric field is high. So, in the modeling of SPAD’s DCR, 

the traditional SRH generation rate is almost negligible compared to the SRH TAT 

generation rate.  
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Figure 3-12. Comparison between SRH generation rate and the field enhanced SRH generation rate 

 For the abovementioned simulation, the basic parameters follow the values listed 

in Table 3-1 to Table 3-4. Now both the SRH generation and the BTBT generation 

mechanisms exhibit a strong electric field dependence. Therefore, a voltage 

dependence of DCR is crucial for determining the contributions from different 

mechanisms. With the simulated BV of SPAD being 9.45 V now. Voltages from 9 V 

to 10.8 V are applied to the SPADs for simulating the voltage dependence of DCR with 

a step of 0.1 V. Following a similar step, the DCR are simulated at a varying bias. The 

simulated results are shown in Figure 3-13, with curves of the DCR caused by different 

mechanisms clearly annotated. In the applied voltage range, the contributions from 

SRH-TAT mechanism are larger than the BTBT mechanism, which is inconsistent with 

the results from Ref. [157]. From the plot of the DCR voltage dependence, the BTBT-

induced DCR should become dominant at a much higher voltage due to the exponential 

increasing trend. However, currently we only focus on the SPADs that are biased at 

lower voltages to avoid destroying the following MOSFETs. And the initial assumption 
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of Etrap at the middle of the bandgap may not be suitable for the current SPAD model, 

as an unreasonably high TAT generation rate was simulated.   

 
Figure 3-13. Simulated DCR voltage dependence of SPAD based on initial BV of 9.45 V 

  

 Now, the dark counts of SPADs are modeled, with the consideration of different 

mechanisms and detailed simulation settings. However, with the initial results obtained 

from simulations, the unrealistically high DCR caused by TAT mechanism may 

indicate a significant deviation to the real cases. One of the major issues is the access 

to real trap information. Therefore, in the future modeling process, the TAT process 

may be excluded from the model to prevent errors arising from inadequate assumptions.   

 

3.4.5. Photon Detection Probability (PDP) 

 Different from the solely electric field simulations required for DCR modeling, an 

optical simulation process is needed in the PDP modeling. Consequently, additional 

wavelength dependence may need to be modeled accordingly. In the SDEVICE tool, 

the raytracing method is adopted to simulate photon absorption. From the simulation, 

the absorbed photon density can be extracted along specific cutlines or streamlines. For 
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the conventional 1-D PDP model, the integration between the absorption probability 

and avalanche probability is executed along the depletion region. During the modeling 

phase of PDP, the impact of DCR can just be ignored since only photon-generated 

carriers are taken into consideration for the calculation. However, it can be totally 

different in the PDP measurements. 

 The photon absorption probability Pop is modeled by defining the intensity of the 

incident light and simulating the absorbed photon density at specific positions. The 

light source is illuminated vertically to the surface of the SPAD, with a light intensity 

of 0.001 W/cm2. The illumination window is limited to the entire active area. 20000 

rays are traced by considering both the computational time and consistency. The 

maximum depth of the raytracing is limited to 1000 μm, and the raytracing will also 

stop where the light intensity has dropped below 10-5 W/cm2. The simulated photon 

absorption at different wavelengths is shown in Figure 3-14. Note that the right side is 

close to the surface of the SPAD, while the left side is located deep within the device. 

For different wavelengths, the absorbed photon density all exhibits exponential decay. 

A larger proportion of photon absorption occurs close to the surface of the device. 

However, for light with longer wavelengths, the absorbed photon density is higher than 

the light with short wavelengths at a deeper location, which is consistent with the 

theoretical absorption law. Therefore, some SPADs are intentionally designed with a 

long depletion region with epi-layers or using backside-illuminated (BSI) technologies, 

to have high detection efficiencies at near infrared (NIR) spectrums.  
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Figure 3-14. Simulated Photon absorption rate of different wavelengths 

 With the obtained absorption photon rate, the probability can be calculated 

according to the Eq. 3-23, 

𝑃௢௣ =
𝑁௢௣

𝑁௦௨௥௙௔௖௘

=
𝑁௢௣ × 1 𝜇𝑚

𝐼௦௨௥௙௔௖௘ × 𝜆/ℎ𝑐
 , 3-24 

where Nop is the simulated absorption rate, 1 μm is the virtual depth in the z-direction 

specified by TCAD, Isurface is the incident photon intensity at the surface of the SPAD. 

λ, h and c, are wavelengths, Planck’s Constant, and vacuum light speed, respectively. 

Now both Pop and the avalanche triggering probability Pt are dimensionless factor, an 

integration can thus be calculated along the depletion region, therefore, PDP is 

therefore simulated.  

   

3.5. Extend from 1-D model to 2-D model 

 In the previous modeling process of SPAD’s dark carrier generation rate, DCR, 

photon absorption probability, and the PDP of SPAD, 1-D models were used due to the 

simplicity and the availability of various models. When the size of SPAD is large, the 
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1-D simplification is acceptable as the active region has a large uniform area. However, 

with the shrinking size in the advanced technology nodes, SPAD sizes becomes 

progressively smaller. Therefore, the edge effect due to the reduced electric field may 

have more significant influence on the overall PDP and DCR of SPADs. For example, 

a SPAD pixel with only 1 μm-diameter has been reported to have significantly lower 

PDP (~ 15% at 3.2 V excess voltage bias), compared to other larger SPADs based on 

130 nm technologies [163].  

 To achieve more accurate prediction regarding the SPAD’s performance, a 2-D 

simulation process is being extended from the current 1-D DCR and PDP model. For 

comparison purposes, the 2-D simulated results will be compared with both the 1-D 

simulated results and measured data. For a single SPAD, instead of a simple cutline 

used for extracting data, multiple streamlines are created following the actual directions 

of the electric field at any position in the depletion region. Considering the 

computational time and cost, a total of N=25 streamlines are generated following the 

direction of local electric field, for each half-structure of the SPAD. The boundary 

condition for each of these streamlines remains E=0. Therefore, each streamline can 

represent an impact ionization path within the depletion region. The cross-sectional 

view of SPADs with streamlines are shown Figure 3-15. Since these streamlines follow 

the direction of local electric field, an estimation of the uniform region can be made 

upon the creation of these lines. Near the edge of the active region, the directions of 

electric field gradually deviates from straight lines, as shown in Figure 3-15. 

 

Figure 3-15. 25 Streamlines created in the 2-D SPAD model. 

 For each streamline, ionization coefficients αe and αh, SRH generation rate Gsrh,i, 

band to band tunneling generation rate Gb2b,i, and photon absorption rate are extracted 

and processed in MATLAB to obtain DCRi and PDPi.  
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 For the avalanche triggering probability Pt obtained by solving the differential 

equations, the comparison among several streamlines is shown in Figure 3-16.  

 
Figure 3-16. Avalanche triggering probability Pt of different streamlines of a 10-μm-diameter SPAD 

at 10.5 V bias 
 It has shown an obvious decrease in the avalanche triggering probability Pt as the 

streamline approaches the edge region. For the outermost streamline (Streamline 25), 

the total avalanche triggering probability becomes almost negligible. Therefore, both 

the DCR and PDP are decreasing from the central region to the edge region since they 

are both highly related to the avalanche triggering probability. To have an estimation 

of the overall DCR and PDP of the SPAD, an average of the 25 values of each 

parameter is computed. With the implementation of the 2-D model, the simulated value 

of each streamline’s DCR and PDP are shown in Figure 3-17 (a) and Figure 3-17 (b). 
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(a) 

 
(b) 

Figure 3-17. (a) Dark count rate of each streamline and (b) Photon detection probability of each 
streamline of a 10-μm-diameter SPAD at 10.5 V bias. 
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  Both figures illustrated a clear degradation of values from the central region to the 

edge region. This has indicated the influence of the edge effect. However, for the SPAD 

with different sizes, the influence of the edge field degradation may be of different 

significance. For example, if a SPAD has a large uniform active region, the edge region 

is much smaller than the central region, thus being negligible. However, if the SPAD 

is small, the edge region can have more dominant effects on the overall DCR and PDP 

of a SPAD. In this case, trade-offs among the size, detection efficiency, and the noise 

performance must be considered for an optimized design. Especially, high integration 

and more pixel numbers are desired in SPAD arrays since they can be cost-effective 

and can provide high image resolution, as discussed in Chapter 2. Therefore, 5 SPADs 

with different sizes of active region are modeled in the TCAD by utilizing the proposed 

2-D simulation models.  

 Five SPADs were modeled with the active region diameters of 6 μm, 10 μm, 12 

μm, 16 μm, and 20 μm, respectively, as shown in Figure 3-18. For every individual 

SPAD, all the parameters required for calculations of DCR and PDP are extracted along 

the 25 streamlines. For each streamline, the PDP and DCR can be represented by PDPi 

and DCRi. For each modeled SPAD (S1-S5), the position x can be normalized to 

individual’s radius, as shown in Figure 3-19. The simulated DCRi of the 5 SPADs were 

presented based on the normalized x-axis in Figure 3-20.  

 
Figure 3-18. 5 SPAD with diameter of 6 μm, 10 μm, 12 μm, 16μm, 20 μm. 

 
Figure 3-19. Original axis and normalized axis for plotting DCR versus position. 
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Figure 3-20. The simulated normalized DCR of 5 SPADs at 10.55 V bias 

 Similarly, the decrease of PDP is also different for the SPADs with different sizes. 

In Figure 3-21, the simulated PDPi of the 5 SPADs were compared at a fixed biasing 

voltage and a wavelength of 400 nm. With the additional photon absorption process, 

the edge effect on the detection efficiency still exists. The incident angle of the light 

was fixed to be 90 degrees. However, the light emitted from different angles may have 

certain influences on the total detection efficiency in real cases. 
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Figure 3-21. Photon detection probability of different streamlines of a 5 SPADs at 10.55 V bias and 

wavelength of 400 nm. 
  

 Note that the decrease of the DCR and PDP appears earlier in the smaller SPADS 

than the larger SPADs. To have an overall estimation of the DCR and PDP of each 

SPAD. With a similar method, the DCR of each SPAD can be normalized to the DCR 

of the largest SPAD, which has a diameter of 20 μm, as shown in Figure 3-22. For 

SPAD 2 to SPAD 4, there isn’t too much difference (less than 5 % decrease); however, 

for the smallest SPAD, there is an obvious decrease (more than 10 %), which indicating 

the existence of edge effect. Considering the measurement variations, a distinct 

difference in DCR may be witnessed on the smallest SPAD: S1.   
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Figure 3-22. Normalized DCR of different SPADs 

  

 The simulated averaging PDP of SPAD1 to SPAD5 can also be presented using 

PDPavg,n where n is the index number of the 5 SPADs. At a specific wavelength of 400 

nm, the comparison between different SPADs is shown in Figure 3-23.  

 
Figure 3-23. Normalized PDP of different SPADs 
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 From Figure 3-21 and Figure 3-23, the DCR and PDP degradation of small SPADs 

is more obvious than large SPADs. By normalizing DCRavg,n and PDPavg,n against 

DCRavg,5 and PDPavg,5, a clear edge effect of each SPAD has been demonstrated. From 

this figure, a very small SPAD can have a significantly decreased PDP. Based on the 

simulation of DCR and PDP utilizing the 2-D SPAD model, designers can develop 

general idea of choosing the right size and design specifications. Following the 

proposed 2-D modeling process, the predicted DCR may be closer to the real value 

obtained from measurements. However, additional efforts are needed to improve the 

efficiency of the proposed 2-D modeling process. 

3.6. Automated Simulation Process 

 When the simulations of SPAD’s DCR and PDP are extended from 1-D to 2-D, 

both the simulation time and the data extraction time have increased a lot. Especially, 

25 streamlines of each device need to be created manually every time. For the 5 SPADs 

with varying sizes, the intervals between neighboring streamlines are also of different 

values, which further increases the total time needed for a complete simulation. In this 

case, the simulations of SPADs can be very time-consuming, which is not efficient for 

the design and optimization of SPADs. Recently, emerging machine learning (ML) 

techniques are combined with traditional modeling work due to their high efficiency, 

accuracy, and low cost. Some typical ML-TCAD combined cases include the prediction 

of the defect location in Fin-FET technologies, process variations, breakdown, and 

even circuit design [164]–[167]. However, there have been few studies on SPADs that 

combine ML with TCAD simulations, due to the lack of available data and rigorous 

simulation process. In this section, a fully automated TCAD simulation is introduced, 

which can save a lot of time that is needed for editing, data extraction, and data 

processing.  

 A simple diagram is shown in Figure 3-24. For certain parameters, a specific range 

can be set as input, and the simulated results can be extracted exactly after the 

simulation. And the data will be stored in Excel files for processing in MATLAB.  



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
79 

 
Figure 3-24. Proposed automated simulation process of 2-D SPAD model 

  

 With the simulation automation, there is no need for continuous monitoring and 

modifying parameters during the process. For example, to investigate the edge effect 

on DCR and PDP, a diameter range can be simply specified in the TCAD before 

running simulations. Subsequently, a pre-defined number of streamlines can be 

automatically generated at a specific step size. Finally, all the pre-defined parameters 

can be automatically extracted to Excel file for each streamline. The simulation 

automation is based on tcl commands within SDE, SDEVICE, and SVISUAL. For the 

range of structure-related parameters, it can be edited in the SDE, and the electrical 

aspects can be specified in the SDEVICE, such as voltages, temperatures, and light 

intensity. For the SVISUAL part, commands are edited to extract certain parameters 

automatically. Furthermore, the figures and tables can also be generated which satisfy 

the required sizes and styles. Detailed codes of automated data visualization, extraction 

and MATLAB programs are attached in Appendix B, together with the explanation of 

important commands. 

 With the help of the automated simulation process in TCAD, a bunch of data can 

be generated by varying different parameters of SPADs. These datasets can potentially 
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be used to train certain ML models in the future, thus further optimizing SPAD designs 

in a more efficient way.  
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Chapter 4  

DESIGN AND OPTIMIZATION OF CMOS 

SPADS AND CIRCUITS 

 From the previous simulation results, the 2-D simulation results that consider the 

edge effect have shown lower DCR and PDP for SPADs. In this chapter, SPADs and 

the related front-end circuits are designed to validate the effectiveness of the model. 

Different from the simulations, many technology-related issues must be considered in 

the design of SPADs based on 65 nm standard CMOS technology. Compared to CMOS 

image sensor (CIS) technologies and custom CMOS technologies, standard CMOS 

technologies are cheaper and can be easily integrated with digital circuits such as time-

to-digital converters (TDCs). In this chapter, introductions to the designing procedure 

and key considerations of SPADs based on 65 nm technologies are discussed first. Then, 

the SPAD pixels designed based on passive quench and reset (PQR) configurations are 

presented. In addition, the design and simulations of output buffers are introduced, 

along with a discussion on the measurement-related considerations. The measurements 

of the designed SPADs are presented and compared with the simulation results, 

including BV, DCR, and PDP of different SPADs. Finally, discussions and analyses of 

the measurement setup, variations, and potential improvements are provided at the end 

of the chapter. 

4.1. SPAD Structure Design in 65nm CMOS Technology 

 SPADs designed based on 65nm CMOS technology can achieve low fabrication 

costs, high integration, and reasonable detection efficiencies. However, when it comes 

to layout design, there are many features to consider for improving the SPAD’s 

performance. Unlike custom technologies, the technology-related parameters are not 
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editable in the design of SPADs based on standard CMOS technologies, such as the 

doping concentration, junction depth, and the availability of anti-reflection-coating 

(ARC) layers. However, the size and the structures still have a significant impact on 

the overall performance, such as the DCR, PDP, and the area efficiency. One of the 

most important differences between simulation and realistic SPAD design, regarding 

the SPAD structure, is the existence of inter-metal-dielectric (IMD) layers. These layers 

above the SPAD can affect the transmission of light signals. In the 65 nm technology 

used, there are 9 metal layers in total. A cross-sectional view of the SPADs with 

multiple layers is already shown in Figure. 2-6. While multiple metal layers are very 

convenient for designers to route interconnections, they can have very complex 

influences on the optical properties of SPADs. Standing waves can form during the 

transmission of the light, thus introducing ripples to the PDP wavelength dependence 

plot [168], [169]. Therefore, to reduce the impact on photon absorption in the active 

region, metal layers should be carefully designed.  

4.2. SPAD Design 

 Since there is no standard cell of SPADs in the TSMC 65 nm standard CMOS 

library, each layer and region of SPADs must be designed by users. The first 

consideration is the geometric shape of the SPAD. Based on the 5 SPAD structures 

modeled in Chapter 3, there are three different shapes that can be designed for the 

SPAD layout: rectangular shape, circular shape, and octagonal shape. All three shapes 

have good symmetry, making them suitable for comparison with the simulation results 

based on 2-D structures. However, rectangular SPADs may suffer from the high 

possibility of premature edge breakdown (PEB) at four corners. A circular SPAD may 

be a good option, however, it is not allowed to have curved regions in the TSMC 65nm 

standard CMOS technology. In this case, regular octagonal SPADs become an ideal 

alternative due to the good geometric symmetry and reduced PEB possibility. 

Following the 2-D structures in simulation, an octagonal shape for the central N-well 

is designed as the active region of the SPAD. It is connected to the surrounding N-wells 

through the implementation of deep N-well, as shown in Figure 4-1 (a). To apply 

voltage across the junction, P+ and N+ regions must be defined before adding the  
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(a) (b) 

 
(c) 

Figure 4-1. Layout design of a single SPAD (a) N-well regions; (b) N+ and P+ regions; (c) Metal 1 and 
contacts. 

contacts and metal layers. The P+ region of the central active region is also designed to 

have an octagonal shape, and the P+ region for the substrate contact is designed with a 

rectangular shape, which can also be referred to as the ‘guard ring’. The designed N+ 

and P+ regions are shown in Figure 4-1 (b). Note that the P-well regions are 

automatically set where there is no defined N-well. After defining these basic doped 

regions, contacts are needed to connect the highly doped regions with the metals. In 

Figure 4-1 (c), Metal 1 and contacts for P+ regions and N+ regions are shown. Note that 

the contacts for N+ regions cover a larger area than the contacts for the P+ region since 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
84 

most of the P+ region is inside the active region. Ideally, more contacts are desired when 

a large current is expected to flow through. 

 To ensure that incident photons are mostly absorbed mostly in the active region, a 

blocking layer is designed above the SPAD, leaving only an opening window that is 

slightly larger than the active region, as shown in Figure 4-2 (a). In addition to the 

specially designed opening window for the active region, two special layers RH and 

RPO are needed to prevent the silicidation above the active region, as shown in Figure 

4-2 (b). The RPO region is the same size as the total active region and the RH region 

is slightly larger to satisfy the design rules.  

  
(a) (b) 

Figure 4-2. Special layers designed for SPADs: (a) Block layer M5; (b) Special layers RH and RPO. 

 At the layout design level, many other layers need to be added in addition to the 

basic regions mentioned above. These include the OD layers, dummy layers, and PO 

layers.  After adding all the required layers for the SPADs, a complete layout and the 

corresponding 2-D structure of a 10-μm diameter SPAD are shown in Figure 4-3. 

Please note that all the size-related information is the same as the value used in the 

SPAD modeling, such as Figure 3-5. 
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Figure 4-3. Simplified cross-sectional illustration and the complete layout of a 10-μm diameter 

SPAD. 

4.3. Front-end Circuit Design 

 From the simulated I-V characteristics in Chapter 3, it is known that a large current 

will flow through the SPADs once they are triggered. Such a large current may destroy 

the device without appropriate mitigation. Therefore, SPADs must be connected to 

suitable quenching and reset circuits to achieve consecutive photon detections. In 

general, there are two major categories of quenching and reset circuits: passive 

quenching and reset (PQR) circuits and active quenching and reset (AQR) circuits. In 

recent development of SPAD’s front-end circuits, AQR circuits have gained popularity 

for quenching and resetting SPADs. This is due to their fast quenching, configurable 

hold-off time, time gating capability, and high integration [170].  However, there are 

still some disadvantages associated with AQR circuits. For example, the MOSFETs 

connected to the SPADs must be carefully tuned to minimize process, voltage, and 

temperature (PVT) variations. Second, monostable circuits may be required for 

measurements if the dead time of an AQR SPAD is too short to be detected by 

oscilloscopes. Such monostable circuits typically include a capacitor for storing and 

release of carriers. However, there could be significant differences between the 

simulation and measurements because of the variations caused by the PVT variations. 

Considering both the stability and the parasitic effects, a PQR circuit was designed to 

quench the SPADs.  
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 A PQR-configured SPAD circuit is simply connecting a series resistor to the 

designed SPAD. Two common configurations of PQR SPADs which both have 

positive output signals are shown in Figure 4-4 (a) and (b).  

  
(a) (b) 

Figure 4-4. Two PQR circuits that have positive original output pulses: (a) Output at cathode; (b) 
Output at anode. 

 With the outputs taken from the opposite nodes, the pulse shapes and the absolute 

voltages are different. Considering the voltage specifications of TSMC 65 nm standard 

CMOS technology, the second configuration was selected because the voltages of the 

output pulses can be confined between 0 V and 1 V, which is a safe range for the input 

of MOSFETs. Therefore, polysilicon resistors were designed to quench and reset the 

SPADs. In general, the resistor designed in the PQR circuit should exceed 50 kΩ to 

effectively sustain an avalanche [171]. However, a very large resistance can increase 

the RC time constant, leading to longer reset times. In this scenario, certain simulations 

are necessary before assigning specific values for the quenching resistor.  

4.3.1. Front-end Circuit Simulation 

 Circuit simulations are necessary before finalizing specific circuits. However, 

there is no available SPAD model in a circuit simulation. Therefore, a SPICE model is 

needed to describe the behaviors of a SPAD in a circuit. Such a model can be achieved 

by combining some ideal components in a schematic view or by developing Verilog-A 

blocks. In this section, a SPICE model of the SPAD was designed using simple resistors, 

capacitors, voltage-controlled switches (VCS), and ideal signal references. The 

implementation of VCS can simulate the triggering process of SPAD once “photon” 

signals are added as stimuli [172]. A concise schematic of the SPICE model is shown 
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in Figure 4-5, which includes three switches, four resistors, one capacitor, and an ideal 

voltage source.   

 
Figure 4-5. Schematic of SPAD SPICE model 

  

 From the left to the right in Figure 4-5, the switch S1 is designed to determine if a 

SPAD is operating above the BV. Pin ‘Photon’ is used as the input stimulus port. R2 

and R3 are two small sensing resistors to prevent infinite current. S_Avalanche is a 

switch that controls the triggering of avalanche. The BV of the SPICE model is set by 

using an ideal voltage source V_BV. The switch S_S controls the self-sustaining 

process with a certain threshold of current flowing through resistor R_S.  R1 and C0 

are the SPAD resistance and the junction capacitance between the anode and cathode, 

respectively. A flowchart that explains how the SPICE model works to mimic SPAD’s 

operating mechanism is shown in Figure 4-6.  
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Figure 4-6. Operating principles of the designed SPICE schematic 

  

 In this SPICE model, if the applied reverse voltage across the junction is greater 

than the BV, the response to the incident photons can be simulated. The accuracy of 

the SPICE model mainly depends on the value of R_spad and the capacitance set, which 

can be estimated by fitting the avalanche pulses and the I-V characteristics. In this case, 

initial values for the SPAD junction resistance R_spad, capacitance Cap_J1, and 

quenching resistor RL can be set according to various references and previous designs. 

More accurate values of these parameters can be obtained by fitting them to measured 

results, which can be beneficial for future SPAD designs. The SPAD’s internal 

resistance during avalanche can drop to the hundreds of Ohms, thus having a large 

avalanche current [173].  Furthermore, the threshold current set for the determination 

of self-sustained avalanche is around 100 μA. Once the current is greater than 100 μA, 

the avalanche is considered as self-sustaining [174]. In this case, initial values of 
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R_spad = 600 Ω, RL= 50 kΩ, and Cap_J1 = 100 fF were set for the simulation of PQR-

SPAD. The simulated single response to the incident photons and the I-V characteristic 

above the breakdown are shown in Figure 4-7. 

 
(a) 

 
(b) 

Figure 4-7. Simulated results of the SPICE model: (a) Single pulse waveform; (b) I-V curve. 
  

 Note that the simulated results are based on the initial values, the width of the 

original output pulse was obtained when the load capacitance was set to zero. In the 

actual measurements of the SPADs, the load capacitance’s effect on the RC constants 

should be taken into consideration. The 50 kΩ load resistor can achieve a pretty good 

reset time in the simulation level. Therefore, a ~ 50 kΩ polysilicon resistor is designed 

in the layout.  
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4.3.2.  Output Buffers 

 As discussed in Section 4.3.1, the narrow width of the SPAD’s original output is 

due to the ideal output pin. If the load capacitance is not taken into account, the 

designed SPADs may not have enough driving ability to drive probes of the 

oscilloscope. To address this, a 15-pF capacitor was attached to the output pin in the 

schematic. Figure 4-8 presents both the schematic and the simulated output pulse.  

 
(a) 
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(b) 

Figure 4-8. Simulated results of the SPICE model: (a) SPICE schematic; (b) Single pulse with 15-pF 
load capacitor. 

  

 Compared to the simulated single pulse in Figure 4-7, the width has increased by 

almost a thousand times. Therefore, output buffers are needed to enhance the driving 

capability while ensuring that there are no distortion.  

 In the standard library provided by TSMC, several standard inverters can be 

utilized for designing an output buffer. However, the standard cell with the strongest 

driving ability can only handle capacitances smaller than 1.58 pF. Therefore, a parallel 

design is necessary to achieve a much stronger driving ability. By designing a 4-stage 

paralleled output buffer, the driving ability progressively increases, until it can drive 

the 15-pF load capacitor at the output node. The simulated output waveforms are shown 

in Figure 4-9, which indicates almost no additional delay caused by the load resistance. 

The pulse width of the output from the output buffer falls within nanoseconds range, 

which is even smaller than the original output pulse’s width. This is because that the 

threshold voltage of the designed output buffer is 0.5 V.  
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Figure 4-9. Simulated waveforms of incident photon, original output, and output of the output buffer 
(From top to the bottom) 

4.3.3. Whole-chip Layout Design 

 Based on the simulations conducted on the SPICE model, PQR circuits, and output 

buffers, the complete layout of the circuit is presented in Figure 4-10. 5 SPADs were 

designed with passive polysilicon resistors of 51.39 kΩ and corresponding output 

buffers. To avoid crosstalk that could happen when two SPADs are very close to each 

other, each SPAD was placed at a distance of  > 20 μm from the others. In addition, 

due to the limited number of pins in the fabrication, the SPADs shared a single ground 

pin, which may introduce additional parasitic effect. Dummy layers of metals are 

necessary to satisfy certain density requirements. Inside the core circuit region, 

additional metals were added to meet the least density requirement of each layer. For 

the designed SPAD circuit, only 11 pins are needed for biasing and signal readout. 
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Figure 4-10. Complete layouts of 5 SPADs, 5 output buffers, and dummy layers (Top); Connections 

and pins (Bottom). 

4.4. Measured Results and Discussions 

 Based on the discussions on the SPAD’s design and simulations, the SPADs and 

front-end circuits were fabricated based on 65 nm standard CMOS technology. In this 

section, measurements on the fabricated SPADs were conducted to obtain the results: 

I-V characteristics after BV. The measured results were compared to the previous 

simulations. Based on the comparison, a fitting process was explored to optimize the 

SPICE model of SPADs, which are beneficial for future SPAD design. Additional 

discussions were presented at the end.  

4.4.1. Measurement Setup 

 The fabricated chip was based on a 68-pin PGA technology. Indeed, a PCB was 

needed to apply the bias and measure the output for each SPAD. The PCB was designed 

concisely. There is no attenuator needed for converting voltages. A complete 

measurement setup for measuring the I-V characteristics and the single output pulse of 

a SPAD is shown in Figure 4-11. 
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Figure 4-11. Measurement setup and expected results for SPAD’ single output pulse and I-V 

characteristics under illumination. 
 

4.4.2. Results and Discussions 

 During the illumination, the I-V characteristics of the fabricated was measured to 

determine the optical current after the breakdown. The slope of the I-V curve can be 

extracted and compared to the simulated value obtained from SPICE model simulation. 
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This slope is highly related to the resistance during the avalanching process. The 

comparison between the simulations and the measurement of I-V characteristics is also 

helpful to determine if a piecewise-resistance in SPICE model is necessary for PQR-

based SPAD circuits. The measured datapoint were shown in Figure. 4-12, along with 

linear fitting and comparison with the simulated value from the SPICE model. From 

Figure 4-12, the simulated avalanching current is on the order of hundreds of 

nanoamperes, which is consistent with the simulated value.  

 
Figure 4-12. Comparison between simulation and measurements of avalanching current 

  

 Based on the measured data, a simple linear fitting was included in the plot, 

indicating a good linear property of the avalanching current in the current range. From 

the simulated results, the SPAD didn’t show a very significant nonlinearity. The 

resistance can be extracted from the measured data, following Eq. 4-1. 

  

1

𝑆𝑙𝑜𝑝𝑒
=

𝑉 − 𝑉଴

50𝑘𝛺 + 𝑅ூି௏

 4-1 
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The big slope difference can be calibrated by fitting the Rspad in the SPICE model. Since 

a 51.39 kΩ load resistor is connected to the SPAD, the value of Rspad should be 

increased by several kilo ohms to achieve a noticeable difference. The reason for such 

a big difference in the resistance is because the current specified voltage range is 

slightly above the BV. If more data are collected at much higher voltages, the slope of 

the I-V curve will be steeper, thus having smaller resistance in the order of hundreds of 

Ohms. To validate that the fitted resistance in the current voltage range is correct, 

measured data from 3 SPADs with different sizes were shown in Figure 4-13. 

 
Figure 4-13. Comparison of measured I-V between 3 SPAD with different sizes of active region 

  

 From Figure 4-13, SPAD 1 to SPAD 3 have a active region of 29.823 μm2, 82.843 

μm2, and 119.294 μm2, respectively. The linear fitting indicates the differences of the 

serial I-V resistance of these SPADs (at 9.75-9.85 V). Based on the Eq. 4-1, the 

resistance due to the current path in diodes can be represented using a simplistic 

equation, which is expressed by Eq. 4-2 [172]. 

𝑅 = 𝜌
𝐷

𝐴
 4-2 
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where D is the thickness of the depletion region and neutral region, A is the size of the 

active region. For the three different SPADs, the doping concentration and the biasing 

voltages are exactly the same, therefore, the term D can be regarded as the same for 

them. And 𝜌 is a constant value for the silicon material. In this case, the resistance is 

inversely proportional to the size of the active region. Based on the extracted resistance 

from Figure 4-14, the ratio between resistance can then be compared with the ratio of 

the active region’s size, as expressed in Eq. 4-3. 

𝑅ଵ

𝑅ଶ

=
278.9

102.2
= 2.72896,

𝑆ଶ

𝑆ଵ

=
82.843

29.823
= 2.7778 

𝑅ଶ

𝑅ଷ

=
102.2

59.7
= 1.7119,

𝑆ଷ

𝑆ଶ

=
119.294

82.843
= 1.44 

4-3 

 

 From Eq. 4-3, it is clear that the extracted resistance from the measurements has 

met the expectation from the theories. Therefore, at each voltages, such a relation 

should be consistent. Considering a very large resistance in the voltage range between 

9.75 V to 9.85 V, piecewise-resistance components are of great necessity in the 

complete SPICE models for SPADs. With varying resistance, SPICE model can 

describe SPAD’s performance in a circuit more accurate, and in a wide voltage range.  

 With different RC constants, the shape of the simulated SPAD’s outputs also varies 

significantly due to the varying charging and discharging abilities. The shape, width, 

and the amplitude of the output pulse are also different with different RC constant.. 

Therefore, to improve the SPICE model, measurements of the shape, width, and 

amplitude of the output pulses are of importance. However, there are some challenges 

regarding these characterizations. First, the output pulses are also affected by the 

connected output buffers. These output buffers also exhibit unexpected variations 

regarding the charging and discharging abilities. Second, the complicated parasitic 

effects of the device, PCB board, cables, and the measurement devices can have 

significant influence on the abovementioned parameters. Lastly, SPICE models are 

based on describing the behavior of SPADs in circuits, which is not derived from 

rigorous physical process. Therefore, further investigations are necessary to mitigate 

such effects for improved SPICE models.  
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4.5. Conclusion 

 In this chapter, key design considerations and design process of the PQR SPAD 

were discussed. The SPICE model was developed to mimic the SPAD’s performance 

in a PQR front-end circuit. To address the problem of driving large capacitive loads, a 

4-stage output buffer was simulated and implemented. The designed layout was 

fabricated in the 65 nm standard CMOS technology by TSMC.  

 Measured results of the current-voltage (I-V) characteristics of SPADs using PCB 

and semiconductor analyzer are referenced to calibrate and optimize the original SPICE 

model. The calibration of the SPICE model is based on both the I-V characteristics and 

the shape of the output pulses. The simulated results of the optimized SPICE model 

achieved higher accuracy compared to the previous simulations. In the future design of 

PQR SPAD, this SPICE model can serve as a good reference in estimating a SPAD’s 

performance in a real circuit. However, there are still some challenges to be overcome. 

First, the measurement is conducted by simply ignoring the output buffer connected at 

the anode. Although the output buffer is not biased, unknown parasitic capacitance and 

resistance may exist, which can affect the measured results. Second, the process, 

voltage, and temperature variations (PVT) have been considered in the current SPICE 

model. Third, the simulated SPICE model can only simulate the SPAD’s behavior, 

which is only above the breakdown voltage. Additional sections like the APD’s I-V 

characteristics below the breakdown voltage can be added for calibration. Last, the 

influence caused by parasitic effects from circuits, components, experimental devices 

should be mitigated. 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
99 

Chapter 5  

DESIGN AND MEASUREMENTS OF CMOS 

SPADS AND CIRCUITS 

 This chapter presents the measured results of the fabricated SPAD and PCB, along 

with detailed discussions on the layout, measurement setup, breakdown voltage (BV), 

dark count rate (DCR), photon detection probability (PDP), SPAD's edge effect, and 

influence of measurement settings.  

5.1. PCB and Measurement Setup 

 The measurements of BV and DCR are based on the previous measurement setup 

in Chapter 4. The difference is that a completely dark environment is required during 

the testing. So, the SPAD should be measured in a dark room.  To measure the DCR of 

the SPADs, two voltage sources are needed to power the PCB, output buffers, and the 

SPADs. A complete setup of measuring DCR is shown in Figure 5-1.  
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Figure 5-1. Breakdown voltage (BV) and dark count rate (DCR) measurement setup. 

 

Note that the two voltage sources are of different accuracy. Agilent E3346A, which 

has two channels, was used to supply the core circuits and the bias the SPADs. And the 

voltage source Agilent 66312A was used to power the pins of the chip, which requires 

a constant 1.8 V voltage supply. For the core circuits that consist of MOSFETs, a 1 V 

voltage supply was applied. Note that all the measurements were conducted based on 

multiple chip replicas and multiple measurements to ensure consistency. 

5.2. Measurements of SPADs and Discussion   

 The measurements of the PQR SPADs in this chapter are used to compare and 

calibrate the proposed SPAD model. In this Chapter, the measurement was conducted 

based on a newly designed PCB board. The measurement was conducted in the dark 

room to have the least influence from environmental interferences. The measured 

results were compared to the calibrated SPAD model, followed by the analysis of the 

model’s effectiveness and deviations. 

5.2.1. Breakdown Voltage (BV) 

 In Chapter 3, the breakdown voltage of the SPAD structure was simulated based 

on the initial value of doping concentrations. To have more accurate SPAD models, the 

calibration of the doping concentrations must be done prior to the prediction of SPAD’s 
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DCR and PDP. In this case, the fabricated SPADs were measured using the 

semiconductor analyzer shown in Figure 5-2. The simulation of the I-V characteristics 

was done by sweeping the voltage applied to the cathode of each SPAD, once a sudden 

increase of the current is witnessed, the voltage can be regarded as the BV of the SPAD. 

The simulated I-V curve is shown in Figure. 5-2, which indicates a BV of ~ 9.75 V. 

Note that multiple measurements were repeated to reduce the variations. 

 
Figure 5-2. Comparison between the simulation and measurement of breakdown voltage 

  

 Referring to Figure 5-2, the voltage range applied to the SPADs was from 9 V to 

10 V, and the simulation started from zero bias.  However, one thing to be noted in the 

simulation of BV using TCAD is the convergence problem. In addition to the proper 

mesh settings needed, the avalanche process should be suspended timely after the 

avalanche to get convergent results [175]. After the iterative calibrations taken on the 

doping concentration of the N-well and P+ region, the simulated BV was very 

consistent with the measured value. Due to the slight change of the doping 

concentration, the DCR caused by band-to-band tunneling mechanism may have a 

lower value. Parameters of simulation were listed in Table 5-1. The characterization of 

the SPAD’s DCR will be presented in Section 5.2.2. 
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Table 5-1. Basic Parameters used in the Simulation of BV 

P+_doping 1×1018 cm-3 

N-well_doping 2.21×1017 cm-3 

Voltage range (at cathode) 1-15 V 

Temperature 300 K 

Impact ionization model Okuto-Crowell 

SRH generation Default 

BTBT generation Schenk model 

Bandgap model Oldslotboom with band gap narrowing 

Electron saturation velocity 1.07×107 cm/s [161] 

Electron saturation velocity 8.37×106 cm/s [161] 

Breakdown Analysis Current limit = 0.15 μA 

Avalanche derivatives Enabled 

Max iterations 20 

5.2.2. Dark Count Rate (DCR) 

 From the discussion of the SPAD fundamentals, the DCR has a strong dependence 

on the biasing voltage at the room temperature. To measure the DCR of fabricated chip, 

a similar measurement setup as measuring BV was used. However, a high-speed 

oscilloscope, instead of the semiconductor analyzer, was used to count the effective 

output pulses, as shown in Figure 5-1. Since the dark counts happen randomly in the 

time domain, a Poisson distribution of the output pulses caused by dark noise should 

be witnessed. However, a certain number of counts should be recorded to make sure of 

a smooth Poisson distribution. In the measurement, the total counts needed for 

obtaining DCR range from between 1×105 to 5×105 cps.  

 However, in addition to the counts caused by the dark noise, another mechanism 

known as afterpulsing can cause additional counts. When an avalanche is triggered due 

to the carriers generated from dark noise or photon absorption, the traps may capture a 

certain number of carriers during the avalanche process. However, the captured carriers 

may be released after a certain time due to the finite lifetimes of the traps. During the 

release of these trapped carriers, if the SPAD is still biased above the BV, there is a 
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certain probability of triggering another avalanche. However, the afterpulsing is a time-

correlated phenomenon, which is totally different from the random generation of dark 

carriers. Therefore, it is possible to distinguish between the counts that are caused by 

dark carriers and the counts that are caused by afterpulsing. The afterpulsing in SPAD 

is commonly characterized by afterpulsing probability (AP). In the measurement of 

DCR, AP can be calculated by analyzing the inter-arrival-time (IAT) plot.  

 IAT is the time duration between two consecutive output pulses that are measured. 

Due to the random generation process of dark carriers, the IAT should also have a 

Poisson distribution, as shown in Figure 5-3.  

 
Figure 5-3. Definition of inter-arrival-time and ideal distribution 

 

When the AP is high, additional counts may present, thus causing a deviation in the 

IAT plot, with a certain exponentially decaying trend. Therefore, if the AP is small that 

is negligible, a single exponential fit can fit the IAT plot well. However, if the AP is 

high, multi-exponential fitting is required. The primary DCR of SPAD follows the 

Poisson distribution as expressed by [176]: 

𝑓(𝜏) = 𝜆௣exp (−𝜆௣𝜏) 5-1 

where λp is the factor of the primary dark counts.  

 The histogram of IAT can be further processed to determine the primary DCR and 

DCR caused by afterpulsing. By taking a logarithm operation on Eq. 5-1, the 

exponential relation can thus be converted to a linear relation, which is given by  

ln൫𝑓(𝜏)൯ = ln 𝜆௣ − 𝜆௣𝜏 5-2 

 Based on Eq. 5-1 and Eq. 5-2, the mean value and the variance of the IAT 

distribution can be expressed as [177]: 
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𝜏௠௘௔௡ = න 𝜏𝑓(𝜏)
ஶ

଴

𝑑𝜏 =
1

𝜆
 5-3 

𝜏௦ௗ௩
ଶ = න 𝜏ଶ𝑓(𝜏)

ஶ

଴

𝑑𝜏 − 𝜏௠௘௔௡
ଶ =

1

𝜆ଶ
 5-4 

 From the mean value and the standard deviation of the IAT distribution, a ratio can 

be derived to help determine if AP is large or negligible. By taking the ratio of 𝜏mean 

and 𝜏sdv, an ideal IAT distribution free of afterpulsing will give a value of 1.  

 The measured IAT plot of a 10-μm-diameter SPAD biased at a 0.7 V excess 

voltage is shown in Figure 5-4. According to the result from a single exponential fitting, 

the ratio of 𝜏mean divided by 𝜏sdv is 0.998, which indicates a negligible AP. The primary 

DCR obtained from the mean value of the IAT was 13.386 kHz. 

 

Figure 5-4. Inter-arrival-time plot of a 10-μm-diameter SPAD at 0.7 V excess voltage 

 At an excess voltage of 0.7 V, the performance of the tested SPAD shows a decent 

DCR, compared to previous designed passive quench SPADs [178]. However, the 

influence of the measurement setup should be considered. In the measurement, the 

threshold voltage for an effective count was 0.5 V. If the threshold voltage is larger, 
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less pulses will be counted, causing smaller DCR. In addition, the output buffers were 

connected to all the passive quench SPADs in the design, which also have a 0.5 V 

threshold at the SPADs’ anodes. 

 For a single SPAD, the change of the biasing voltage will have significant 

influence on the measured DCR. In Figure 5-5 (a) and Figure 5-5 (b), two IAT plots of 

a single SPAD at different excess voltages were compared. From the comparison 

among the IAT plots, it can be observed that higher excess voltages can cause smaller 

𝜏 since more dark counts were measured by the oscilloscope and leading to smaller 

average time duration between two consecutive detections. A single 𝜏 can be used in 

the fitting since the designed SPADs were free of afterpulsing. 

 
(a) 
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(b) 

Figure 5-5. Inter-arrival-time plot of a 10-μm-diameter SPAD at (a) 0.9 V excess voltage; (b) 1 V 
excess voltage 

 For the tested SPAD with a 10-μm diameter, the area of the active region is 82.843 

μm2. Therefore, the measured DCR at different biasing voltages was converted to the 

DCR per unit area for the purpose of comparison. In Figure 5-6, the simulated DCR of 

SPADs is compared to the measured DCR. Note that the DCR has been normalized to 

the area of the active region. The unit is cps/μm2. To get a good agreement with the 

measured data, accurate information related to the trap energy level should be specified. 

However, such information is not accessible to designers. In this case, it is commonly 

considered as a fitting parameter to fit the experimental data, as it has no influence on 

the impaction ionization coefficients and the breakdown voltage [157]. The value of 

the single trap energy level was adopted to be 0.19 eV in the DCR modeling as it 

showed a decent agreement with the measurements.  
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Figure 5-6. Comparison between simulated DCR and measured DCR of a 10-μm-diameter SPAD 

  

 From the comparison between the simulated DCR and the measured DCR, a 

consistent voltage dependence can be concluded. To be more specific, the voltage 

dependence between BTBT-induced DCR and total DCR has indicated a dominant 

contribution of BTBT mechanism. However, when the biasing voltage applied at the 

cathode is smaller than 10.35 V, a significant drop of DCR can be witnessed. The 

reason for the sudden drop of the DCR is because of the input threshold of the output 

buffers. When the excess voltage is close to or smaller than the threshold voltage of the 

output buffer, the amplitude at the anode of SPADs may be unable to trigger the output 

buffer, thus having significantly reduced number of, even no effective output pulses, 

as explained in Figure 5-7. In this case, these values cannot be counted as the normal 

DCR of the SPADs since most of them are filtered, being unable to be counted. 

Therefore, in the following comparison between simulations and measurements, DCR 

at those biasing voltages are removed. 
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Figure 5-7. Diagram that explains the sudden drop of DCR at small biasing voltages 

 

 In Figure 5-7, the original outputs from SPADs are not directly measured using 

oscilloscopes but are sent to the output buffers with a certain voltage threshold. In this 

case, some original output pulses may be filtered out, thus causing much less DCR at 

small biasing voltages. In the SPAD modeling process, the counts are obtained by 

calculating the probability. Once an avalanche is triggered, it can be counted as a dark 

count. However, in real cases, the amplitude of the output pulse may vary, which can 

cause the lower DCR from measurements. Below certain voltages, the measured counts 

cannot be regarded as DCR anymore. The second reason for the difference between the 

modeled DCR and the measured DCR can be the edge effect. The difference due to 

edge effect can be further reduced by introducing a more accurate 2-D DCR model. 

Detailed discussions on the 2-D SPAD DCR model and measurements arel presented 

in Section 5.3.  

5.2.3. Photon Detection Probability (PDP) 

 Different from the simulation of PDP, only the total counts can be measured in the 

real cases, and counts caused by the dark noise should be subtracted. To measure the 

PDP of the fabricated SPADs, light source and optical filters are needed. A complete 

measurement setup is shown in Figure 5-8.  
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Figure 5-8. Photon-detection-probability (PDP) measurement setup 

  

 A xenon lamp was used as the light source, and the optical current can be adjusted 

during the measurements. If the emitted light intensity is too high, ND filters are needed 

to reduce the light intensity so that the photons will not saturate the tested SPADs. After 

the ND filters, bandpass filters are needed to select the wavelengths. The bandpass 

filters (BPFs) used in the measurement of PDP ranges from 400 nm to 900 nm. Since 

the light source is not a laser, a sphere device Spectra-Physics 70481 was used to 

distribute the light uniformly at the PCB board. The output signal from the PCB board 
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can then be measured by the high-speed oscilloscope. However, the incident photons 

that can arrive at the surface of the SPAD are largely reduced due to the loss during the 

transmission. Therefore, a calibration of the number of incident photons at the SPAD’s 

surface is needed to obtain accurate PDP. A commercial silicon photodetection 

(Newport 818-SL SiPD) was combined with an optical power meter for the calibration 

of incident photons. The incident photon number at the surface of SPADs can be 

expressed as  

𝑁𝑠𝑖𝑝𝑑

𝑇𝑢𝑛𝑖𝑡

=
𝐴𝑠𝑝𝑎𝑑

𝐴𝑠𝑖𝑝𝑑

×
𝑃𝑠𝑖𝑝𝑑

ℎ𝑐/𝜆
 , 5-5 

where Nsipd/Tunit is the calibrated incident photon number, and the unit is cps. 
஺ೞ೛ೌ೏

஺ೞ೔೛೏
 is 

used to correct the mismatch between the size of SiPD and the fabricated SPADs. 𝑃𝑠𝑖𝑝𝑑 

is the measured optical power at specific wavelength λ. h is the Planck’s constant, and 

c is the light speed. After the determination of the total detected photon rate and the 

calibrated incident photon rate, the PDP can therefore be obtained by subtracting the 

DCR, following the equation: 

𝑃𝐷𝑃 = (
𝑁௧௢௧௔௟

𝑇௨௡௜௧

− 𝐷𝐶𝑅)/
𝑁௦௜௣ௗ

𝑇௨௡௜௧

 5-6 

 Based on the current measurement setup and available BPFs, PDP versus 

wavelength plot can be obtained at different biasing voltages. In Figure 5-9, the 

wavelength dependence of the PDP plot was given at an excess voltage of 0.5 V, 

indicating a peak PDP at wavelength of 420 nm.  
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Figure 5-9. Comparison between simulated PDP and measured PDP at 0.5 V biasing voltage 

 

 At longer wavelengths, the PDP has a sudden drop due to the shallow junction in 

the 65 nm standard CMOS technology. More photon absorptions happen near the 

surface of the device.  The trend of the simulated PDP and measured PDP are consistent 

over all wavelengths. However, in simulation, the PDP’s wavelength dependence curve 

is smooth. There are many ripples in the curve of the measured PDP. The difference 

between the model and the measurement indicates the influence of light transmissions 

and reflections between different layers above the active region. At all wavelengths, 

the simulated PDP is better than the measured PDP, which is expected since there are 

many stacked layers above the fabricated SPADs, which can block a certain number of 

photons. The designed SPAD achieved a decent PDP value while maintaining a 

reasonable DCR level. In Figure 5-10, the SPAD’s PDP wavelength dependence at 

different voltages is presented at different voltages, the PDP wavelength dependence 

has shown a similar trend, proving the curve ripples are mainly related to the optical 

transmissions.  
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Figure 5-10. Measured PDP at three different biasing voltages: (blue) Vex=0.5 V, (red) Vex=0.6 V, 

orange (0.7 V). 
 

 From Figure 5-10, when the excess voltage has increased 0.1 V, the measured PDP 

still remains a similar wavelength dependence. The measured peak PDP is located near 

the wavelength of 420 nm. At longer wavelengths, the measured PDP can also achieve 

a decent value, indicating the potential applications at these wavelengths, even in near-

infrared regions. For example, the low-cost SPADs can then be largely used in the 

LiDAR systems, as discussed in Chapter 2. 

 

5.3. SPAD’s 2-D Modeling Discussion 

 After the comparison between the measured DCR and PDP with the simulated 

values, the conventional model can give a good estimation. There are still deviations 

between the simulation and measurements. For example, the DCR in the 1-D 

simulation was larger than the measured DCR. In this section, the improved 2-D SPAD 

model which has considered the edge effect will be compared with the simulation to 

validate its effectiveness.  
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 Upon introducing the 2-D SPAD model, the total simulated DCR is obtained by 

averaging the DCR from all the streamlines. Therefore, it is expected that the simulated 

DCR will be lower than the value obtained from the 1-D model, as discussed in Chapter 

3. For the SPAD with a 10-μm diameter, 25 streamlines were created in the half 

structure of the total active region. By taking the average of the 25 DCR values, the 

total DCR can thus be calculated. The comparison among the 1-D DCR, 2-D DCR, and 

measured DCR was presented in Figure 5-11. 

 
Figure 5-11. Comparison among 1-D DCR, 2-D DCR, and measured data 

   

 Note that some small excess voltages were excluded compared to Figure 5-6 since 

the DCR cannot be counted at these small voltages. Therefore, the comparison made at 

these biasing voltages might become meaningless. The simulated DCR based on the 

proposed 2-D model has achieved a higher accuracy, while keeping a very good voltage 

dependence consistency with the measured data. The major mechanism that contributes 

to the total DCR in the 2-D model is still the BTBT. Further improvements on the DCR 

modeling of SPAD may focus on the multiple trap energy level and accurate doping 

profile from foundries. 
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 However, when it comes to the DCR measurement of SPADs with different sizes, 

the normalized DCR per unit area didn’t show an expected trend at some biasing 

voltages, as shown in Figure 5-12. Each of the measured DCR was normalized to the 

DCR of the largest SPAD5. 

 

Figure 5-12. Comparison of normalized DCR of 5 SPADs based on measured data 

  

 In general, the largest SPAD has the largest DCR due to negligible edge effect, 

thus having normalized DCR of one. This is exactly the same as the simulated results 

in Figure 3-22. However, for SPAD 1 to SPAD 4, there aren’t too many differences 

between them. From the measurement, the stability of the voltage source, slight 

temperature variations may have more influence on the results. However, the 

comparison in Figure 5-12 did prove that the decrease of the DCR due to the edge effect 

is limited in the range of 10 %, which is the same as the predictions based on 2-D 

simulations. Lastly, the sudden decrease at small biasing voltages (10.25 V and 10.3 V) 

is also consistent with the discussion on the influence of output buffers. For the PDP 

measurement on different SPADs, this phenomenon is not witnessed as additional 
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source of variations is introduced. For example, when the incident light intensity has 

increased a lot, the PDP may also increase. For SPADs with different sizes, the 

influence of the measurement settings can cause big differences. To figure out such 

variations, an additional step was taken for the validation. 

 For a given SPAD 2 with diameter of 10 μm, a 680-μm light was used to illuminate 

the SPAD. The ND filter keeps the same all the time during the measurement. However, 

when the incident light intensity is modified, the measured PDP can exhibit an obvious 

difference, as shown in Figure 5-13.  

 

Figure 5-13. Measured PDP at 10.75 V biasing voltage, 680-nm incident light with different incident 
photon numbers. 

 

 While gradually increasing the incident light intensity, the incident photon 

numbers also increase, thus improving the PDP. This increasing trend tends to be 

slower as too many incident photons may saturate the SPADs. In this case, for larger 

SPADs, an unreasonable large incident light intensity can cause the count loss, thus 

actually decreasing the measured PDP. For comparing different SPAD’s PDP, it is 
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more important to pay attention to the measurement settings, which can bring 

deviations that are larger than the deviations due to the edge effect.   

5.4. Conclusions 

 From the measurement of the designed SPADs, all the SPADs have shown decent 

PDP with acceptable DCR levels. Table 5-2 has listed the comparison between the 

designed SPADs and SPADs from previous designs, the DCR has shown an 

improvement compared to previous results. Due to the implementation of output 

buffers, the designed PQR SPADs can achieve a low DCR as the output buffers can 

filter some pulses with small magnitudes. 

Table 5-2. Comparison of SPAD’s performances 

Ref 
Configur

ation 
Technology DCR PDP AP FoMt** 

[48] AQR 

65 nm 

standard 

CMOS 

24.08 kHz 

(Vex = 0.8 

V)* 

42.9 % 

(420 nm  

Vex = 0.8 V) 

unknown 0.087 

[51] AQR 

65 nm 

standard 

CMOS 

21 kHz 

(Vex = 0.5V) 

23.8 % 

(420 nm  

Vex = 0.5 V) 

~ 0 % 0.052 

[59] PQR 

180 nm 

standard 

CMOS 

76.68 kHz 

(Vex = 0.5 V) 

7.35 % 

(560 nm  

Vex = 0.5 V) 

~ 0 % 0.0084 

This work PQR 

65 nm 

standard 

CMOS 

23.697 kHz 

(Vex = 0.9 V)  

30 % 

(420 nm  

Vex = 0.6 V) 

~ 0 % 0.062 

* Best value was selected instead of mean value. 
** Based on the Equation 2-2, calculated with available parameters. 

  

 Compared to several recent reported SPADs, the designed SPAD has shown 

decent performance over the DCR and PDP. The calculated FoMt achieves similar 

value as AQR-based SPADs. But when it comes to the application where timing 
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information is important, the dead time and timing jitter of AQR SPADs may have 

advantages. However, in this SPAD design, the implementation of output buffers also 

assists the PQR SPAD’s potential in high-speed applications. The designed passive-

quench SPADs with output buffers can not only be used in the short-wavelength ranges, 

but also have a great potential in the applications of near-infrared (NIR) range. The 

measured DCR and PDP of the fabricated SPADs were also compared with the 

proposed 1-D SPAD model and optimized 2-D SPAD model. For the DCR, the 

proposed 2-D model can achieve more accurate predictions. While for the PDP models, 

we believe that more efforts should be put in the improvement of simulating light 

transmissions. When comparing the measured DCR and PDP of 5 SPADs, there were 

certain differences between the modeled results and the measurements. The first reason 

is due to variations from multiple sources in the actual measurement, such as the 

voltage stability, temperature variation, and measurement setup. Especially, the effect 

of the measurement setup can have significant influence on the PDP measurement. 

Therefore, more investigations should be put on the fair comparison and perfect tuning 

of the measurement conditions. 

 

 

 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
118 

Chapter 6  

CONCLUSIONS AND FUTURE WORK  

6.1.  Conclusions 

 In the thesis research work, a comprehensive research process of Single-Photon 

Avalanche Diodes (SPADs) was explored, including motivation and applications, 

literature review, improved SPAD modeling process, design, fabrication, and 

measurement. SPADs are highly promising candidates in the single-photon-counting 

(SPC) techniques. Being able to integrate with front-end CMOS circuits and TDCs, 

SPADs have great potential in automotive applications like LiDAR systems. In the 

review of SPAD’s performance in recent LiDAR applications, we developed FoMs to 

evaluate SPAD’s performance as a sensor in the pulsed LiDAR systems. Based on the 

comparison, the influence of different technologies can have a huge impact on the total 

performance. However, there were few studies that focused on the SPAD modeling 

work and process. In this case, we continued to review the development of SPAD 

models in Chapter 2. From the review of SPAD models, we have found that the lack of 

technology-related parameter information, simplistic 1-D equations, and inefficient 

SPAD modeling process may count for the inaccurate SPAD models. In this case, we 

summarized several challenges in the SPAD modeling process according to the 

literature review in Chapter 2. Based on the research challenges in SPAD modeling, 

we proposed our own SPAD modeling method by combining TCAD and MATLAB 

for more accurate and efficient predictions on SPAD’s important parameters: DCR and 

PDP. 

 In the development of SPAD models, we investigated the influence of each stage 

of the entire modeling process, starting with the modeling fundamentals. First, detailed 

equations regarding the DCR models were derived from actual physics. By considering 

various mechanisms, we simulated the avalanche triggering probability, generation rate 
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of SRH process and BTBT process. Due to the lack of trap information in the 

technology, the TAT was neglected to improve the reliability of the model. Based on 

the 65 nm standard CMOS technology used and previous research results from the 

group, initial values such as the doping concentration, size, and structures were adopted 

in the simulation. Those values were calibrated after the fabrication of the SPADs, 

which achieved improved accuracy. The simulation of the SPAD models include the I-

V characteristics, generation rate due to SRH, BTBT, TAT, and photon absorption. To 

further improve the accuracy of the proposed SPAD models, we innovatively proposed 

a 2-D simulation which considered the edge effect. Specifically, the simulated DCR 

based on 2-D models were lower than the DCR simulated using traditional 1-D model 

due to the reduced avalanche triggering probability near the edge region. The 

distribution of the DCR and PDP along the active region was obtained by splitting the 

half structure of the active region into 25 parts. In addition to the simulation based on 

one device, 5 SPADs with different sizes were simulated and compared, indicating a 

higher influence of edge effect on the small SPADs. To solve the problem of low 

efficient modeling process, we further proposed a fully automated simulation process 

by utilizing the tcl commands in TCAD. As a result, with a range of parameters that 

are of interest specified, the simulation can be finished automatically without manual 

modifications. The desired output can also be stored and processed in MATLAB to 

generate figures and tables automatically with certain commands. The proposed 1-D 

SPAD model, 2-D SPAD model, and simulation automation can achieve higher 

accuracy and efficiency. 

 Following the modeling process of SPAD structures, the layouts of SPADs and 

related circuits were designed based on TSMC 65 nm standard CMOS technology. 

Detailed explanation of the design process and layer specifications were discussed. 

Octagonal SPADs were designed to achieve good symmetry and keep consistent with 

simulations in Chapter 3. The designed SPADs were measured to compare with 

simulation regarding the I-V characteristics, the I-V characteristics were used to 

calibrate the original SPICE model. By varying the SPAD resistance used in the SPICE 

model, the simulated I-V characteristics were closer to the measurement. However, 

capacitance should also be a reasonable value to have correct output waveforms. Based 
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on the simulations and measurement in Chapter 4, the major challenges for accurate 

SPICE models mainly include accurate resistance and capacitance. 

 The SPADs with output buffers were also measured using a high-speed 

oscilloscope 625-Zi. First, the BVs of the fabricated SPADs were measured using a 

semiconductor analyzer. The measured BVs of multiple SPAD replicas were used to 

calibrate the doping concentration value in the TCAD model. Afte the calibration on 

doping concentration, the simulated BV was very consistent with the measurement. 

Therefore, the simulated DCR and PDP could be closer to the realistic values. Based 

on the calibrated SPAD structure, the DCR and PDP were simulated and compared to 

the measured data. The comparison has shown a good agreement with SPAD’s DCR. 

The simulated voltage dependence of DCR was consistent with the measured data, 

indicating BTBT has a dominant contribution on the total DCR. In general, the 

simulated DCR at various biasing voltages were higher than the measured data, which 

could be because of two reasons: the edge effect and the filtering effect due to the output 

buffers connected. In this case, the simulated DCR based on 2-D model was compared 

to 1-D DCR and measured DCR, showing an obvious improvement of accuracy while 

maintaining the good voltage dependence. In addition to the DCR comparison, the PDP 

comparison between the simulation and measurement was also conducted. The PDP 

was measured at different wavelengths and biasing voltages. However, due to the 

complex reflection between layers with unknown refractive indexes, there was a 

deviation between the simulation and measurement at some specific wavelengths. But 

the overall trend of the PDP wavelength dependence has shown a good consistency. 

Compared to DCR modeling, there are more efforts to be done in the future to improve 

the model accuracy, mainly related to the light transmission stage. In summary, the 

thesis work has proposed a complete and efficient SPAD modeling process with the 

consideration of edge effect. The proposed model achieved decent accuracy and certain 

improvements on DCR and PDP. Based on the literature review, modeling process, 

design procedure, and measurements explored, some important future directions can be 

summarized to further improve the development of SPADs. 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
121 

6.2. Future Works 

 To develop suitable SPADs for certain applications based on advanced CMOS 

technologies, there still are some research challenges to be addressed. Consequently, 

this section highlights potential avenues for future exploration across various 

dimensions: 

1. SPADs for Specific Applications 

 Although there are some FoMs available for evaluating the individual SPADs and 

even SPAD arrays, system-level FoMs are still needed to relate basic SPAD parameters 

to system performances. For example, in LiDAR applications, it is challenging to have 

accurate predictions on the system-level performance based on basic parameters. 

However, there are several simulation-based models that were proposed to simulate the 

performance of LiDAR systems under specific conditions [24], [179]–[181]. While 

some of the models were based on fixed environmental conditions, such as the 

reflectivity and illumination level, they are still very useful to provide guidance in 

sensor design for different applications. In the future, multiple factors may be 

introduced in the FoM of SPAD-based LiDAR systems to reflect he real environment, 

so that the FoM can predict the performance of the whole system at different conditions. 

Specifically, an FoM that combines laser’s parameters, SPAD’s basic parameters, 

TDC’s performances, background illumination level will be very useful to evaluate a 

LiDAR system’s resolution, frame rate, speed, and sensitivity.  

2. Improvements on the Process, Voltage, and Temperature (PVT) Variations 

 The SPAD design may suffer from the PVT variations a lot, especially when 

SPADs are integrated into arrays. For instance, SPADs in a array can be designed to 

operate in different time windows to reduce the noise from undesired sources of the 

environment. However, the time window at different temperatures is affected by the 

PVT variations, as shown in Figure 6-1, which is a simulation of a specific time window. 

When it comes to the real operations, this variation can even be larger. The layout and 

the micrograph of the designed SPAD array is shown in Figure 6-2. 
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Figure 6-1. Simulation of time window at two different temperatures. 

 

Figure 6-2. Layout and the micrograph of the designed SPAD array. 

 
3. Novel SPAD Structures 

 With emerging technologies, the SPAD designs may vary a lot. While most of the 

SPADs discussed in the thesis are frontside-illuminated (FSI) SPADs, there are some 

emerging SPAD designs that are based on backside-illuminated (BSI) techniques. For 

the BSI SPAD shown in Figure 6-3 (a) and (b), the light is illuminated from the 

backside of the SPAD.  
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Figure 6-3. An example of (a) Cross-sectional view and (b) SEM  image of a BSI SPAD [47], 

Copyright © 2022, IEEE. 
 A thick epi-layer with lower doping concentration can increase the width of the 

depletion region, thus improving the absorption of photons. This thick epi-layer can 

also shift the PDP peak to a longer wavelength, which could be helpful for LiDAR 

applications operating in NIR wavelengths. With reduced reflections due to the anti-

reflection-coating (ARC) layer, there is almost no ripple in the PDP versus wavelengths 

plot [136], [137], [182]. For BSI SPADs, the light comes in from the back side, so it 

will not affect the layout above the SPAD, which may improve the area efficiency and 

reduce the reflections. Therefore, more efforts may be needed to optimize SPAD design 

that is based on BSI technology in the future, especially when the SPADs are used in 

near-infrared (NIR) applications. 

4. Optimized SPAD Models with Machine Learning 

 The 2-D SPAD model can improve the accuracy of simulations compared to 1-D 

SPAD models. However, when it comes to some SPAD structures that are not 

symmetric at all, a 3-D SPAD model may become necessary. One of the biggest 

challenges in the development of 3-D SPAD models is the convergence problem. The 

convergence issue can be more important due to the rapid change of physical 

parameters during the avalanche process. To avoid the convergence problem, sufficient 

data points are needed. However, the computational cost will hugely increase when 

extending from 2-D to 3-D. To overcome this problem, machine learning techniques 
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can be adopted in SPAD modeling processes. With machine learning, the design 

parameters like doping concentration, dimension or size, shape, as well as other 

parameters, can be investigated to see their influence on the specific performance of 

SPADs. With more data available from simulations, machine learning models can be 

more accurate. Therefore, predictions of SPAD performances based on different 

technologies can be made without the need for iterative modeling process again. And 

it can be more achievable to simulate 3-D structures with a lot more data points with 

the assistance of machine learning trained model. 

5. Multi-physics Simulation 

 The TCAD-based simulation is convenient for modeling basic SPAD parameters 

like DCR and PDP. A further investigation may be necessary and possible to improve 

the accuracy of predictions. Currently, TCAD is commonly used for simulating electric 

parameters of SPADs including the electric field distributions, ionization coefficients, 

and breakdown voltage, but not their noise performance [153]. However, the 

temperature during the avalanche may vary a lot due to the heating effect of large 

current. And such temperature variations also affect the DCR and PDP a lot. Therefore, 

multi-physics simulations may be combined with traditional TCAD simulations. Some 

tools like the COMSOL Multiphysics can be used to simulate the real-time temperature 

properties of SPAD. In this case, the self-heating effect can be considered in the SPAD 

models.  

6. Device-Circuit Combined Simulation 

 SPAD circuit models can only be used to simulate the electrical performance of 

SPADs in integrated circuits. It would be significant progress if SPAD device models 

and SPAD circuit models can be combined. In this case, the input can be a light signal 

in the simulation, instead of the electric stimuli used in existing SPAD circuit models 

(SPICE models). However, this method also requires the development of software, to 

include the function of simulating multi-physics in circuits. 
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Publication: IEEE Transactions on Electron Devices 

Publisher: IEEE 

Date: March 2022 

Copyright © 2022, IEEE 

 

Thesis / Dissertation Reuse 

The IEEE does not require individuals working on a thesis to obtain a formal reuse 

license, however, you may print out this statement to be used as a permission grant: 

Requirements to be followed when using any portion (e.g., figure, graph, table, or 

textual material) of an IEEE copyrighted paper in a thesis: 

1) In the case of textual material (e.g., using short quotes or referring to the work within 

these papers) users must give full credit to the original source (author, paper, 

publication) followed by the IEEE copyright line © 2011 IEEE. 

2) In the case of illustrations or tabular material, we require that the copyright line © 

[Year of original publication] IEEE appear prominently with each reprinted figure 

and/or table. 

3) If a substantial portion of the original paper is to be used, and if you are not the senior 

author, also obtain the senior author's approval. 

Requirements to be followed when using an entire IEEE copyrighted paper in a thesis: 

1) The following IEEE copyright/ credit notice should be placed prominently in the 

references: © [year of original publication] IEEE. Reprinted, with permission, from 

[author names, paper title, IEEE publication title, and month/year of publication] 

2) Only the accepted version of an IEEE copyrighted paper can be used when posting 

the paper or your thesis online. 



M.A.Sc. Thesis – X. Qian  McMaster - Electrical and Computer Engineering 

 
139 

3) In placing the thesis on the author's university website, please display the following 

message in a prominent place on the website: In reference to IEEE copyrighted material 

which is used with permission in this thesis, the IEEE does not endorse any of 

[university/educational entity's name goes here]'s products or services. Internal or 

personal use of this material is permitted. If interested in reprinting/republishing IEEE 

copyrighted material for advertising or promotional purposes or for creating new 

collective works for resale or redistribution, please go 

to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to 

learn how to obtain a License from RightsLink. 

If applicable, University Microfilms and/or ProQuest Library, or the Archives of 

Canada may supply single copies of the dissertation. 

 

Modeling for Single-Photon Avalanche Diodes: State-of-the-Art and Research 

Challenges 

Author: Xuanyu Qian 

Publication: MDPI Sensors 

 

Sensors is an open access journal and we follow the conditions of the Creative 

Commons Attribution license (http://creativecommons.org/licenses/by/4.0/), which 

provides that published material can be re‐used without obtaining permission as long 

as a correct citation to the original publication is given. 

 

Single Photon Detectors for Automotive LiDAR Applications: State-of-the-Art and 

Research Challenges 

Author: Xuanyu Qian 

Publication: IEEE Journal of Selected Topics in Quantum Electronics 

Publisher: IEEE 

Date: Dec 31, 1969 

Copyright © 1969, IEEE 

Thesis / Dissertation Reuse 
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The IEEE does not require individuals working on a thesis to obtain a formal reuse 

license, however, you may print out this statement to be used as a permission grant: 

Requirements to be followed when using any portion (e.g., figure, graph, table, or 

textual material) of an IEEE copyrighted paper in a thesis: 

1) In the case of textual material (e.g., using short quotes or referring to the work within 

these papers) users must give full credit to the original source (author, paper, 

publication) followed by the IEEE copyright line © 2011 IEEE. 

2) In the case of illustrations or tabular material, we require that the copyright line © 

[Year of original publication] IEEE appear prominently with each reprinted figure 

and/or table. 

3) If a substantial portion of the original paper is to be used, and if you are not the senior 

author, also obtain the senior author's approval. 

Requirements to be followed when using an entire IEEE copyrighted paper in a thesis: 

1) The following IEEE copyright/ credit notice should be placed prominently in the 

references: © [year of original publication] IEEE. Reprinted, with permission, from 

[author names, paper title, IEEE publication title, and month/year of publication] 

2) Only the accepted version of an IEEE copyrighted paper can be used when posting 

the paper or your thesis online. 

3) In placing the thesis on the author's university website, please display the following 

message in a prominent place on the website: In reference to IEEE copyrighted material 

which is used with permission in this thesis, the IEEE does not endorse any of 

[university/educational entity's name goes here]'s products or services. Internal or 

personal use of this material is permitted. If interested in reprinting/republishing IEEE 

copyrighted material for advertising or promotional purposes or for creating new 

collective works for resale or redistribution, please go 

to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to 

learn how to obtain a License from RightsLink. 

If applicable, University Microfilms and/or ProQuest Library, or the Archives of 

Canada may supply single copies of the dissertation. 
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Appendix B                                              
Codes for Simulation Automation 

Code for automation:  

1. TCAD Automated Visualization (tcl codes) 

For a specific simulation node (one streamline), note that the node number is automatically 
updated for different simulations. (Comments) 

load_script_file/home/UserID/mydata/TED_2023/2D_Stuc_Simulation_testDoping/n1653_vi
s.tcl (Load specific script file at specific directory) 

cd /home/ UserID /mydata/TED_2023/2D_Stuc_Simulation_testDoping (Open the design 
file) 

load_file /home/ UserID /mydata/TED_2023/2D_Stuc_Simulation_testDoping/n1653_des.plt 

create_plot -1d; select_plots {Plot_1} (create and select plots) 

load_file /home/v56377/mydata/TED_2023/2D_Stuc_Simulation_testDoping/n1653_des.tdr 

create_plot -dataset n1653_des_2 

select_plots {Plot_n1653_des_2} 

select_plots {Plot_n1653_des_2} 

(Load structure and visualize the structure) 

create_streamline -plot Plot_n1653_des_2 -field ElectricField-V -geom n1653_des_2 -point 
{0.2 0.2} -direction both -integ_initial_step 0.022 -integ_max_steps 53241 -
integ_terminal_speed 0.01 -integ_max_propagation 1171.3 -dataset  

(Create streamline following the electric field’s direction) 

set_field_prop eAlphaAvalanche -plot Plot_n1653_des_2 -geom n1653_des_2 -show_bands 

extract_streamlines -plot Plot_n1653_des_2 {Streamline} 

(Extract the electron impact ionization coefficient along the streamline) 

create_curve -axisX Distance -axisY eAlphaAvalanche -
dataset{Streamline(Plot_n1653_des_2)} -plot Plot_1 

select_plots {Plot_1}(Visualize the extracted electron impact ionization coefficient) 
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export_curves {Curve_1} -plot Plot_1 -filename /home/ UserID 
/mydata/TED_2023/CSVDATA_SingleLineTAT_dopingtest/ealpha5um-9v.csv -format csv 

(Export the data to the excel file with user-defined naming style) 

remove_plots {Plot_1} 

(Remove the previous plot) 

set_field_prop hAlphaAvalanche -plot Plot_n1653_des_2 -geom n1653_des_2 -show_bands 

(Switch to the hole impact ionizations) 

extract_streamlines -plot Plot_n1653_des_2 {Streamline} 

create_plot -dataset Streamline(Plot_n1653_des_2)_2 -1d 

create_curve -axisX Distance -axisY hAlphaAvalanche -dataset 
{Streamline(Plot_n1653_des_2)_2} -plot Plot_Streamline(Plot_n1653_des_2)_2 

export_curves {Curve_1} -plot Plot_Streamline(Plot_n1653_des_2)_2 -filename /home/ 
UserID /mydata/TED_2023/CSVDATA_SingleLineTAT_dopingtest/halpha5um-9v.csv -
format csv 

(Export the data to the excel file with user-defined naming style) 

remove_plots {Plot_Streamline(Plot_n1653_des_2)_2} 

(Remove the previous plot) 

set_field_prop srhRecombination -plot Plot_n1653_des_2 -geom n1653_des_2 -show_bands 

(Switch to the Shockley-Read-hall generation rate) 

extract_streamlines -plot Plot_n1653_des_2 {Streamline} 

(Extract the SRH generation rate along the streamline) 

create_curve -axisX Distance -axisY srhRecombination -dataset 
{Streamline(Plot_n1653_des_2)_3} -plot Plot_Streamline(Plot_n1653_des_2)_3 

export_curves {Curve_1} -plot Plot_Streamline(Plot_n1653_des_2)_3 -filename /home/ 
UserID /mydata/TED_2023/CSVDATA_SingleLineTAT_dopingtest/srh5um-9v.csv -format 
csv 

(Export the data to the excel file with user-defined naming style) 

remove_plots {Plot_Streamline(Plot_n1653_des_2)_3}(Remove the previous plot) 

set_field_prop Band2BandGeneration -plot Plot_n1653_des_2 -geom n1653_des_2 -
show_bands (Switch to the Band-to-Band generation rate) 
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extract_streamlines -plot Plot_n1653_des_2 {Streamline} 

create_curve -axisX Distance -axisY Band2BandGeneration -dataset 
{Streamline(Plot_n1653_des_2)_4} -plot Plot_Streamline(Plot_n1653_des_2)_4 

(Extract the BTBT generation rate along the streamline) 

export_curves {Curve_1} -plot Plot_Streamline(Plot_n1653_des_2)_4 -filename /home/ 
UserID/mydata/TED_2023/CSVDATA_SingleLineTAT_dopingtest/b2b5um-9v.csv -format 
csv. (Export the data to the excel file with user-defined naming style) 

(End of the automated visualization in TCAD) 

 

2. MATLAB codes for calculating triggering probability, DCR and PDP. 

Please refer to: MATLABCodes_2023 


