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Preface

This Ph.D. thesis is an integrated article thesis, also known as sandwich thesis, which

has been composed of six main chapters all dealing phase field modeling of a additively

manufactured Ti-Al-V-Fe alloy. The thesis is composed of three journal papers and

one conference paper:

Chapter 1: Presents a review on Ti-1Al-8V-5Fe alloy, additive manufacturing,

and phase field modeling as well as the motivation, objectives, and research plan of

this thesis.

Chapter 2: A version of this chapter is published in Computational Materials

Science Journal as a research paper: Li, Z., M. Greenwood, and A. B. Phillion. ”Fast

prediction of phase equilibrium at varying temperatures for use in multi-component

phase field models.” Computational Materials Science 206 (2022): 111251.

Chapter 3: A version of this chapter is published in Computational Materials

Science Journal as a research paper: Li, Z., M. Greenwood, and A. B. Phillion.

”A quantitative comparison between pseudo-binary and multi-component phase field

models.” Computational Materials Science 222 (2023): 112101.

Chapter 4: A version of this chapter is published in IOP Conference Series: Ma-

terials Science and Engineering (MCWASP XVI, Banff, Canada): Li, Z., M. Green-

wood, and A. Phillion. ”A phase field methodology for simulating the microstructure
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evolution during laser powder bed fusion in-situ alloying process.” IOP Conference

Series: Materials Science and Engineering.Vol. 1281. No. 1. IOP Publishing, 2023.

Chapter 5: A version of this chapter is to be submitted to Acta Materialia: Li,

Z., M. Greenwood, J. Miranda, and A. Phillion. ”Solidification process map of a

Ti-Al-V-Fe alloy and its application to a wire arc additive manufacturing process: A

phase field study”.

Chapter 6: Summarizes the main conclusions of the thesis, outlines the strength

and limitations the outcomes, and highlights some future work suggestions. Moreover,

it presents the contribution of this research to the literature.
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Abstract

Over the past three decades, Additive Manufacturing (AM) has emerged as a widely

utilized method for fabricating titanium components, offering notable advantages such

as reduced materials waste and enhanced flexibility in geometry design. However, the

widespread adoption of AM is hindered by the challenge of ensuring consistent prod-

uct quality, necessitating a comprehensive understanding of the process-structure-

property relationship. Modeling approaches serve as invaluable tools in bridging this

gap, providing insights into the AM process while significantly reducing time and

experimental costs. Among these modeling techniques, Phase Field (PF) modeling

has garnered significant attention as an effective approach for simulating microstruc-

ture evolution during AM processing. Within this thesis, I present a comprehensive

study utilizing a multi-component phase-field method to investigate the AM process,

with a specific focus on Ti-1Al-8V-5Fe (wt%), a cost-effective Beta-Ti alloy. This

thesis encompasses the development, verification, applications and validations of the

multi-component PF model, advancing our understanding of AM and its application

to Beta-Ti alloys.

First, a multi-component phase equilibrium prediction method was developed for

use in the multi-component phase field models. The prediction of phase equilibrium is
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a main time-consuming section of a multi-component PF model. To improve the com-

putational efficiency, a new convex-based method for temperature dependent phase

equilibrium prediction was proposed in this study. To show the accuracy of the con-

vex hull method, 1-D phase field simulations utilizing the Convex-hull method were

performed under isothermal and continuous cooling conditions. The 1-D simulation

results were compared against Thermo-Calc calculations, which shows that a high

accuracy of equilibrium prediction is achieved at a single and multiple temperatures.

Second, the implementation of the multi-component PF model was further verified

via performing a benchmark analysis on different 2-dimensional models of solidifica-

tion in multi-component alloys. Specifically, the multi-component PF model and two

pseudo-binary PF models were applied on the isothermal and directional solidification

of the Ti-185 alloys. The results showed that a very good similarity in microstructure

was achieved between the three phase field models during both isothermal and direc-

tional solidification. The results demonstrate the usefulness of different PF modelling

approaches and highlight cases where a full multi-component model is needed.

Third, the multi-component PF model was applied on the Laser Powder Bed Fu-

sion (LPBF) process. In this study, two large-scale PF simulations were performed to

simulate the microstructure evolution during LPBF process using pre-alloyed powder

and blended elemental powder. This work aims to provide a clear picture of the in

situ alloying process and improve our fundamental understanding of the competitive

growth phenomenon. The results show that evenly distributed finer columnar grains

formed while using pre-alloyed powder. For the case of using elemental powders, the

results indicate that full alloying is difficult to achieve during the LPBF printing pro-

cess; this incomplete alloying greatly influences the dendrite morphology and solute
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distribution.

Finally, the multi-component PF model was applied to the Wire Arc Additive

Manufacturing (WAAM) process and to construct the solidification process map of

the Ti-185 alloy. The solidification process map was compared with experimental

results for the model validation. The process map of the Ti-185 alloy was constructed

via performing a series of simulations with constant temperature gradient and solidi-

fication rate. The process map shows that a CET transition occurs at the top of the

sample, this trend shows an excellent agreement with experimentally characterization.

Keywords: Phase field model, Additive manufacturing, Beta-Ti alloy, Solidifi-

cation, Multi-component phase equilibrium, Solidification process map, In situ alloy-

ing,Laser powder bed fusion, Wire arc additive manufacturing
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Chapter 1

Introduction

1.1 Background

1.1.1 Ti-1Al-8V-5Fe alloy

Titanium alloys are critical materials for the aerospace industry. To achieve the goals

of reducing energy consumption and carbon dioxide emission in the aircraft industry,

it is necessary to reduce aircraft weight by using materials that offer structural weight

savings. Ti alloys are a good choice in this regard because of their superior specific

strength compared to other structural alloys [1, 2]. To give an example, replacing

conventional steel with Ti alloys can achieve a 64% reduction in weight [2]–however

at significantly increased cost. Ti alloys also present good corrosion resistance up to

500 ◦C. So, they can largely improve aircraft performance because of their excellent

combination of high specific strength and good corrosion performance [1, 2, 3]. Be-

cause of these advantages, the mass fraction of Ti alloys in airplanes has increased

significantly in recent years; the Boeing 787 contains 20% by weight of Ti alloys in
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parts like landing gear and nacelle brackets [1].

The Ti element shows an allotropic phase transformation whereby the Hexago-

nal Closed Packed (HCP) α phase at room temperature will completely transform

to Body Centered Cubic (BCC) β phase when it is heated over 882 ◦C. Most tita-

nium alloys are composed of both the α phase and the β phase [4]. Further, solute

alloying elements in the Ti-alloys are classified as α stabilizers, β stabilizers and neu-

tral elements according to their ability to enlarge the corresponding phase region [4].

Based on the combination of phases and alloying elements, Ti alloys are classified

as: α, α + β, and β. The α alloys contain mainly α stabilizers and neutral ele-

ments which serve as solid solution strengtheners. In these alloys, the β stabilizers

are absent or only present in a small amount usually less than 1%. α alloys have

excellent formability, low modulus of elasticity, and good weldability, and thus are

widely used in applications ranging from aircraft frames and engine components, to

biomedical implants [3]. The α + β alloys contain both α and β stabilizers, with the

amount of β stabilizers being about 4% to 6%. These alloys offer a good combination

of high strength, toughness, and ductility, which makes them suitable for aircraft

structural components such as airframes, wings, and landing gear [3]. Finally, the β

alloys contain mainly β stabilizing elements, over 10 wt%, to help retain the β phase

upon quenching. β-Ti alloys present highly attractive mechanical properties: high

mechanical strength (over 1400 MPa), acceptable toughness, good formability, and

deep hardenability [3, 5, 6, 7].

Although β-Ti alloys present these excellent mechanical properties, their usage

remains a small segment in the titanium industry [3, 5]. The main reason for their

limited application is very high cost, which partly comes from conventional expensive
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β stabilizers Mo, Cr and V [7]. Another source of the high cost is its high buy-to-fly

ratio, which means that a large proportion of material is lost in the manufacturing

process (mostly machining). Some β alloys, such as Ti-15V-3Cr-3Al-3Sn, exhibit

nearly no work hardening and thus the machining costs are even higher [5].

Ti-1Al-8V-5Fe (wt%) is a β Ti-alloy that has gained attention in the aerospace

industry recently for its potential to reduce aircraft weight and lower cost. Using Fe

as a β stabilizer greatly reduces the cost of the Ti-185 alloy when compared with

other common commercial β titanium alloys, such as Ti-10V-2Fe-3Al(Ti-1023) and

Ti-5Al-5V-5Mo-3Cr (Ti-5553) [7]. However, the application of Ti-185 is limited by the

strong micro-segregation of Fe and subsequent precipitation of brittle phases during

casting [7]. To overcome these shortcomings, additive manufacturing was proposed

to fabricate Ti-185 components [7, 8].

1.1.2 Additive Manufacturing

Additive Manufacturing (AM), also known as 3D printing, is an innovative manu-

facturing approach that enables the fabrication of components layer by layer using

digital models [1, 2, 9, 10, 11]. One of the main advantages of the AM technique is its

ability to produce highly complex geometries with a high degree of precision, using

automated systems and computer-aided design (CAD) models [9, 12].

AM has gained significant attention since 1990s due to its potential to reduce

lead times, lower material waste, and improve customization [1, 2, 9]. Currently,

some aerospace companies have begun to use additively manufactured parts in their

commercial aircraft. Boeing, Inc. uses 32 different AM-fabricated components in its

787 Dreamliner planes [2]. General Electric also reports that 50% of parts in their
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aircraft engines and energy turbines will made by AM within 10 years [2]. Powder

Bed Fusion (PBF) and Direct Energy Deposition (DED) are the two most common

approaches for Metal additive manufacturing.

PBF is the most used AM technique for the fabrication of metal components, oc-

cupying 54% of the whole industrial Metal AM market [13]. The PBF process entails

the creation of a three-dimensional computer-aided design (CAD) model of the com-

ponent, which is subsequently sliced into multiple layers. A layer of metal powder,

of uniform thickness, is evenly distributed over the substrate to serve as the powder

bed, upon which a high-energy heat source scans over the powders along a pre-defined

route. In a localized melting and solidification process, the powder particles are fused

together to form the desired solid slices in this layer. After the completion of the

first layer, the build plate is lowered, and a new layer of powder is spread over the

previous layer. The heat source then scans over the new layer, melting and solidifying

the powder particles to create the second layer. This layering and melting process

is repeated until the desired component is fully formed, with its precise shape and

dimensions as dictated by the original CAD model. [2, 10]. Generally, pre-alloyed

powders are used in the PBF process, but when researching new alloys it becomes

complicate and costly to fabricate alloys with no commercially available powder stock,

such as Ti-185 [7, 8]. The emerging blended elemental powders, which uses pure ele-

mental powders as a substitute for prealloyed powders, makes it possible to fabricate

AM components with arbitrary alloy systems [7, 8]. PBF is a highly precise tech-

nique for producing complex geometries with high accuracy and resolution, while the

disadvantages are high cost and lower efficiency [3].

DED is a complementary technique to PBF that enables AM of large metallic
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components [3, 14, 15]. During the DED process, a wire or powder feeder is used to

continuously feed the materials, which are then directly melted by a high energy heat

source (plasma arcs, laser, and electron beam) and then deposited on a substrate or

previous deposited layers. Additionally, DED can be used to repair or add materials to

existing parts, making it a valuable technique for maintenance applications [14]. Wire

and arc additive Manufacturing (WAAM) is one of the most effective and valuable

DED techniques. This processes uses electric arc as the heat source, enabling a high

deposition rate, short production lead time and high material utilization [3]. Although

DED has some strong benefits, the process typically results in lower resolution and

accuracy as compared to PBF, and the parts may require post-processing to achieve

the desired surface finish and mechanical properties [14].

The AM process is characterized by unique thermal conditions, which presents

both opportunities and challenges. During the AM process, a fast-moving high energy

density heat source is used, resulting in high solidification rates and temperature

gradients along the building direction [9, 16]. On one hand, such rapid solidification

conditions enable the fabrication of alloys that cannot be made by casting, such as

Ti-185 alloy [7, 8]. On the other hand, they also give rise to challenges such as

the formation of coarse columnar grains with strong [001] texture, leading to high

microsegregation and anisotropic mechanical properties [15, 16]. So, morphological

control and including the Columnar to Equiaxed Transition (CET) are main subject

areas of the AM research.

Furthermore, the Process-Structure-Property (PSP) relationship in AM is difficult

to establish. Given the variation in materials feeding approach and energy source, as

well as differences in scanning route design and process parameters, which result in
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large changes in the melt pool geometry and thermal history, the microstructure and

properties of final parts will be influenced and differing [9]. For example, melt pool

size alone can change from hundreds of micrometers in PBF to several millimeters

in DED, while the the cooling rate can changes from 105 K/s in PBF to 103 K/s in

DED [9]. The using of blended elemental powders, which results an in-homogeneous

concentration distribution [7, 8], makes it even more complicated to build a PSP rela-

tionship. However, the large-scale commercial application of additive manufacturing

technology requires good control of product quality, and the PSP relationship is a key

point [9, 10]. So, an urgent task is to establish a comprehensive understanding of the

impact of different AM parameters on the microstructure and mechanical properties

of materials.

While numerous experimental study has been made to study PSP linkage in AM

processes, experimental approaches and the related conventional trial-and-error cycle

can be costly. The development of modeling techniques provide another options to

develop PSP relationships. The Phase Field model is one of the most popular method

to study the microstructure evolution during AM processing.

1.1.3 Phase field modeling

Phase Field (PF) modeling is a powerful computational method for simulating and

analyzing the evolution of microstructures in materials [17, 18, 19]. It is based on

the concept of a phase field, which is a continuous variable that describes the order

parameter of a material. The phase field can be used to represent different domains

within a material, such as solid, liquid, gas, or different crystallographic orientations.

The basic idea behind PF modeling is to represent the microstructure of a material

6



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

as a continuous field that varies smoothly over space and time. The evolution of

the microstructure can then be described by the dynamics of the phase field, which

is governed by a set of partial differential equations (PDEs) derived from the free

energy of the system [17, 20, 21]. The PDEs describe the local changes in the phase

field due to thermodynamic driving forces, as well as diffusion, surface energy, and

interfacial tension. PF modeling has several advantages over other computational

methods for simulating microstructure. One of the key advantages is its ability to

capture the complex and dynamic behavior of interfaces and boundaries between

different phases. This is particularly important for studying phase transformations,

such as solidification, solid-state phase transformation, and phase separation, where

the interfaces play a crucial role in determining the final microstructure.

PF models have been utilized to investigate solidification behavior and have un-

dergone multiple iterations to replicate real-world processes, such as the AM process.

The first PF model was developed in 1985 [22], capable of simulating the solidifica-

tion of pure substances where heat diffusion controlled the process. In their simplest

form where the surface energy is assumed to be isotropic, the solidification of pure

materials can be expressed as [19]

τ∂tϕ = W 2∇2ϕ− ∂F (ϕ, λu)

∂ϕ
(1.1)

∂tu = D∇2u+ ∂th(ϕ)/2 (1.2)

where ϕ is the order parameter that represents solid(ϕ = 1), liquid(ϕ = −1) or solid-

liquid interface (−1 < ϕ < 1), F (ϕ, λu) = f(ϕ) + λg(ϕ)u is a double-well potential
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function that has two minima at ϕ = 1 and ϕ = −1, u = (T − TM)/(L/cp) represents

the dimensionless temperature field, W is the interface thickness, h(ϕ) is a function

that describes the generation of latent heat, τ is the characteristic time of attachment

of atoms at the interface, λ is a coupling coefficient, D is the thermal diffusivity, TM

is the melting temperature, L is the latent heat of melting, cp is the specific heat

at constant pressure. Subsequently, these models were shown to agree quantitatively

with the well-established Stefan or Sharp-Interface model [17, 19].

PF models were then further utilized to study binary alloy solidification by cou-

pling the phase field with a concentration field [21]. Binary PF models were developed

by augmenting the free energy density with the contribution of solute B molecules

and accounting for solute diffusion. While the construction of binary alloy PF mod-

els marked a significant milestone in the field of computational materials science,

utilizing these models for quantitative predictions on experimentally relevant length

and time scales presented a formidable challenge. The primary challenge emerged

from the inherent differences in length scales between the actual solid-liquid interface

width and the diffusive transport of solute within bulk phases. Bridging this disparity

became essential for accurate modeling. One effective solution was the adoption of a

mesoscopic interface thickness, which allowed for more realistic predictions of phase

transformations. However, this adoption introduced certain numerical artefacts of

non-equilibrium effects, among which the solute trapping effect was particularly no-

table. This effect arises from the asymmetric solute diffusion rates in solid and liquid

phases, leading to the solute trapping at the solid side of the solid-liquid interface.

To address this issue, a pivotal advancement in binary alloy PF models was the in-

troduction of an anti-trapping flux mechanism. This innovation played a critical
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role in correcting spurious solute trapping phenomena, especially when utilizing thin

interfaces within the models. The incorporation of the anti-trapping flux not only

improved the predictive capabilities of binary PF models but also enhanced their

fidelity in simulating real-world solidification processes. [18, 23].

Considering that commercial alloys are predominantly comprised of multiple al-

loying elements, developing multi-component PF models became a vital task. Around

2000, various approaches were undertaken to develop multi-component PF mod-

els, the two main approaches being the multi-order parameter approach and multi-

phase field models [17]. In the multi-order parameter models, the phase fields are

treated as physical order parameters that distinguish between ordered and disordered

phases [24, 25]. In contrast, multi-phase field models utilize a phase-fraction field

to describe all phases [26, 27]. Recently, a multi-component and multi-order param-

eter grand potential PF model was developed by Provatas et al.[28, 29, 30], which

offers a numerical efficiency advantage in large scale simulations. One of the pri-

mary constraints traditionally encountered with PF models on the scale of real-world

experiments is associated with the upper limit of the interface width W . This pa-

rameter plays a pivotal role in shaping the distribution of solute species around the

solid-liquid interface, exerting a significant influence on critical calculations such as

interfacial energy and dendrite growth kinetics. These limitations have historically

hindered the accurate representation of microstructural phenomena at experimen-

tal scales. However, the grand potential PF model offers an innovative solution to

this challenge. In contrast to traditional PF models that evolve the concentration

field, the grand potential model dynamically evolves the chemical potential. This

key distinction allows for the precise specification of the interface width to match the
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actual microstructural scale observed in experiments. By introducing this level of

flexibility, the grand potential model empowers researchers to bridge the gap between

computational simulations and real-world observations, facilitating a deeper and more

accurate understanding of complex materials phenomena.

While numerous multi-component PF models have been developed, only a few of

them have been actually applied to solidification problems at the scale of the pro-

cess. One challenge for the multi-component PF models is high computational cost.

To improve the computational efficiency, a series of novel dynamic adaptive mesh

refinement (AMR) algorithms for PF models were developed [28, 31, 32]. The AMR

algorithm was developed based on the fact that the majority of the solidification ki-

netics occur at the solid/liquid interface, thus it would be reasonable to use a coarser

grid in the region away from the solid/liquid interface. [28]. The AMR can greatly

improve the computational efficiency of the PF simulations. A recently developed

AMR methodology could realize 1-2 orders of magnitude speed up compared to the

uniform mesh [28]. While high computational cost of all PF models can be partly

alleviated using the AMR algorithm, the calculation of multi-component phase equi-

librium further increase the computational cost of a multi-component PF model. The

calculation of phase equilibrium plays a crucial role in developing a PF model. While

determining phase equilibrium is straightforward in pure materials and binary alloys,

relying on parameters like the melting temperature (TM) and partition coefficient (k)

to represent equilibrium states, the complexity escalates significantly in the context of

multi-component alloys. In these scenarios, achieving local equilibrium becomes con-

tingent upon local composition and temperature, introducing formidable challenges

to the calculation process. So, the calculation of multi-component phase equilibrium
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is still an open question for the PF community. A high-accuracy phase equilibrium

prediction approach requires the calculation of phase equilibrium at every node each

time step using a mathematical approach such as Least Squares or Newton-Raphson,

but this is computational expensive [33]. The alternative approach is to simplify the

Multi-component system to a pseudo-binary approach [34, 35], whose accuracy has

not been validated. In summary, an accurate and efficient multi-component phase

equilibrium prediction method is lacking. This makes it difficult to perform large

scale simulations of a molten pool during AM process utilizing multi-component PF

models.

1.2 Motivation

AM has experienced a booming development over the past 30 years. At present, there

are many relatively mature applications of AM in the aircraft, re-manufacturing and

bio-medical industries. The global metal AM market expects to continue grow an-

nually by about USD $8b over the next 10 years [13]. Titanium alloys share an im-

portant segment in the metal AM market, because of their superior specific strength,

and their high buy-to-fly ratio in conventional machining process [1]. However, much

experimental research has found that coarser columnar grains tend to form in the

additively manufactured titanium components [9]. Moreover, some manufacturing

experts are not optimistic about the future of the AM market. The control of the

product quality is a critical challenge for the AM techniques, and the construction of

process-structure-property relationship during AM process plays a crucial role.

Modeling approaches are ideal tools to fill the gap and provide comprehensive

insight about the AM process, while saving time and experimental cost. The Phase
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Field model is one of the most popular model to simulate solidification during AM

process [28]. However, at present, only a few multi-component PF models have been

applied to simulate the microstructural evolution during AM process, and the high

computational cost is a main challenge. So, it is urgent to develop a highly efficient

multi-component PF model, which can be used to perform large-scale simulations

on the scale of a molten pool for both PBF and DED. Additionally, the linkage

between the process parameters, thermal conditions, microstructure and properties

during different AM process is needed to be constructed using the multi-component

PF model.

1.3 Research Objectives

This thesis aims to develop a highly efficient multi-component phase field model for

cubic alloys. Then, the linkage between processing parameters, thermal history and

microstructure during two different AM process need to be explored using the multi-

component PF model. Ti-185, a low cost Fe-containing β Ti-alloy, is the main focus

of this thesis. The specific objective of this research can be divided into four areas:

1. To develop an efficient and accurate multi-component phase field model for the

solidification of cubic alloys. Specifically, to develop an efficient phase equilib-

rium calculation method, which can predict the multi-component phase equi-

librium at varying temperatures for use in the multi-component PF model;

2. To verify the multi-component PF model by performing a benchmark analysis

against other well-accepted PF models for multi-component alloy solidification;

3. To apply the multi-component PF model on the LPBF process of a Ti-185
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alloy. Then, to compare the influence of using pre-alloyed powder and elemental

powder on the dendrite morphology and microsegregation; and

4. To apply the multi-component PF model on the WAAM process of the Ti-185

alloy, and to validate the multi-component PF model against the experimentally

characterized solidification microstructure. Then, to establish a solidification

process map, which can predict the columnar to equiaxed transition at varying

thermal conditions.

1.4 Thesis Outline

The main findings of this thesis have been written in three journal papers and a

conference paper. Thus, this thesis including the following chapters:

Chapter 1 briefly introduces the background of titanium alloys, the AM process and PF

modeling, as well as the motivation behind this research and the thesis objec-

tives.

Chapter 2 is the first published journal paper that fulfills objective 1. In this study, a

new method for temperature-dependent phase equilibrium calculation for use

in multi-component PF models is proposed. The PF model is then applied

to the 1-dimensional solidification of a Ti-185 alloy, with the accuracy of the

proposed phase equilibrium prediction methodology being verified against the

commercial software Thermo-Calc.
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Chapter 3 is the second published journal paper that addresses objective 2. The multi-

component PF model is further verified via performing a benchmark analy-

sis on different 2-dimensional models of solidification in multi-component al-

loys. Specifically, the multi-component phase field model is compared with two

pseudo binary model on the solidification of the Ti-185 alloy. In this study,

the isothermal solidification and directional solidification of the Ti-185 alloy are

simulated by the three models, where the solute distribution, dendrite growth

kinetics and the microstructure snapshot are compared.

Chapter 4 is a published conference paper that satisfies objective 3. In this chapter, the

multi-component PF model is applied to simulate the LPBF process of the Ti-

185 alloy. A finite element model is developed to simulate the thermal history

during the LPBF process. Additionally, two large-scale PF simulations are

performed to simulate the microstructure evolution during LPBF process using

pre-alloyed powder and blended elemental powder. This work aims to provide

a clear picture of the in situ alloying process and improve our fundamental

understanding of the competitive growth phenomenon.

Chapter 5 is the third journal paper that investigates the WAAM process in order to ad-

dress objective 4. This study aims to construct the solidification process map

of the Ti-185 alloy, and to utilize the developed solidification process map on

WAAM processing. The solidification process map is constructed in this chap-

ter by performing a series of directional solidification simulations under different

temperature gradient and pulling velocity, then the influence of WAAM process

parameters on the CET was explored using the solidification process map. The
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WAAM simulation results are validated via comparing with experimental char-

acterized microstructure.

Chapter 6 summarizes the overall conclusions of this thesis, introduces the highlight and

limitations of this study, and presents suggestions for future work.
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Abstract: A new method for temperature-dependent phase equilibrium prediction

for use in multi-component phase field models of solidification is proposed. The

method consists of two parts. First, the convex hull method is applied to predict the

phase equilibrium at a single temperature. Second, a set of linear equations is devel-

oped to extend the equilibrium calculation over a range of temperatures. These linear

equations are derived as an extension of the equation used for solidification of binary

alloys in approximating the equilibrium state of multi-component systems. Phase

field simulations of solidification of a Ti-Al-V-Fe alloy are performed to demonstrate

the effectiveness of the present approach under isothermal and continuous cooling

conditions. The results are compared against Thermo-Calc calculations, and indicate

that a high accuracy of equilibrium prediction is achieved at a single and multiple

temperatures, thus demonstrating that this approach can be successfully applied to

the multi-component phase field models.

Keywords: Phase field model, Multi-component alloys, Phase equilibrium, Solidifi-

cation
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2.1 Introduction

Over the last 30 years, the Phase Field (PF) model has become a popular method

for solving free boundary problems in materials science and engineering [1, 2]. By

introducing an order parameter, direct interface tracking is avoided while still allowing

for simulation of the evolution of topologically complex dendrites. The PF model has

been applied to study solidification and solid-state phase transformations in many

different metallic alloy systems (e.g. [3, 4]).

With respect to the problem of solidification, while binary alloy PF models are

computationally efficient, simulating multi-component alloy systems significantly in-

creases the complexity and thus computational cost. Over the years, various strategies

have been employed to improve this computational efficiency. These strategies can be

classified into two major categories: pseudo-binary model and direct multi-component

model with simplified thermodynamic description.

The pseudo-binary PF model is a popular approach (e.g. [5, 6]) in which a hypo-

thetical solute is created that represents a combination of all solute elements within

the alloy. Thus, the multi-component system is simplified to a binary one and the

corresponding PF model contains only one concentration field. In the pseudo-binary

model, the partition coefficient k, liquidus slope ml and solidus slope ms of the hy-

pothetical alloy are given by the weighted-average-sum of all k,ml and ms values

from the individual alloying elements. The advantage of the pseudo-binary model is

greatly reduced computational time. However, it is impossible to track the spatial

variation of any one specific element.

In order to track the distribution of a specific element, a fully multi-component PF

model is needed. The literature contains many different multi-component PF models,
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such as the models by Nestler et al. [3] and by Kim [4], but their computational cost

is quite high due to the need for a thin interface. Recently, Provatas et al. [7, 8] devel-

oped a multi-component PF model based on the grand potential ensemble whereby

the difference in the grand potential between solid and liquid phases are used as a

driving force for solidification, and rather than traditional solute concentration [9],

the evolution of chemical potential is tracked. Thus, complete decoupling of the so-

lute concentration field and the order parameter field is achieved, which allows one

to set interfacial energy independent of the solute distribution across the interface.

As a result, the interface width can be scaled larger than the physical interface width

within the limits of the length scales of the problem, which is essential for large scale

PF simulations [10].

Modern thermodynamic databases of alloys have become common by utilizing

the CALPHAD approach [11]. However, it remains an open question of how to

best couple such databases to a multi-component PF model. The most basic ap-

proach has been a direct coupling between the thermodynamic database and PF.

Unfortunately, this means that the phase equilibrium must be calculated every time

step for each node utilizing a mathematical approach such as Least Squares or New-

ton–Raphson [12, 13]. For large domains, these time-consuming mathematical tech-

niques make multi-component PF simulation even more computationally expensive.

While local equilibrium is utilized in many well-accepted binary PF models [14, 15],

some studies have adopted a quasi-equilibrium simplification to overcome the chal-

lenge of high computational cost (e.g. [12, 16]). The model of Böttger et al., for

example, calculated the equilibrium state via parallel tangents instead of the com-

mon tangents [16]. While computationally efficient, the accuracy of this approach
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has not yet been validated against experimental or other CALPHAD results. A de-

tailed comparison between the quasi-equilibrium approach and the local equilibrium

approach is given in the Section 2.3.1. Another alternative, proposed by Kobayashi

et al. [17], is to calculate the phase diagram before the simulation and express it as

a look-up table. Although a high accuracy in the phase equilibrium is obtained with

this approach, the computation time remains too high as an additional subroutine

needs to be recalled for each node at every time step. A second alternative, proposed

by Jiang et al. [12], is to use a neural network model to predict the phase equilib-

rium. However, the accuracy of this approach is highly dependent on the amount of

training data thus necessitating large initial computational overhead every time the

alloy system changes.

To reduce the time-intensive thermodynamic equilibrium calculations needed for

multi-component PF solidification models, simplified thermodynamic descriptions

need to be developed. Given that the equilibrium free energy surface is built based

on a global energy minimization process, there is an inherent convexity to its shape

and thus it can be approximated via a convex hull. The convex hull method has

been applied to solve phase equilibrium since nearly 30 years ago [18], but it was not

widespread due to the limited computational resources available in the 1990s [13]. Re-

cently [19], the convex hull method has been used to reconstruct binary, ternary and

even quaternary phase diagrams at a single temperature, but their performance was

poor owing to the need to achieve a balance between accuracy and computation time

while using a fixed-grid spacing. For example, when using the convex hull method,

Perevoshchikova et al. [20] found that a finer grid size could be used to achieve a

higher accuracy in phase equilibrium prediction. However, this would inevitably lead
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to a longer computational time. What’s more, the common super-saturation equa-

tions within modern PF models need not only the equilibrium concentration, but also

the compositional dependent equilibrium chemical potential. At present, these values

have not been calculated by the aforementioned approaches.

The influence of temperature on phase equilibrium adds additional complexity to

microstructure prediction via PF models. A number of different interpolation and ex-

trapolation methods have been developed to include temperature-dependence while

also keeping calculation time to a minimum [16, 21]. Böttger et al. simulated via PF

the solidification process of a multi-component alloy under a constant cooling rate.

In their study, phase equilibrium was calculated by an iterative Newton–Raphson

scheme at several selected temperatures, while linear interpolation was applied for

intermediate temperatures [16]. However, numerous time-consuming phase equilib-

rium calculations were required in order to obtain high accuracy. Echebarria et al.

utilized a concise method based on linear extrapolation that included physical prop-

erties and process parameters to express the temperature dependence of phase equi-

librium for simulating the directional solidification of a binary alloy [22]. This last

method, presented in detail in Section 2.3.3, is now commonly used in binary PF

models(e.g. [6, 15, 23, 24]) but has not yet been extended to multi-component sys-

tems.

It is well known that high computational cost is a main challenge for PF simula-

tions, particularly for multi-component alloys. A complete solution for quickly pre-

dicting phase equilibrium in multi-component systems, over a range of temperatures,

is still lacking. In the present study, a new and efficient method for calculating the

local pairwise phase equilibrium at varying temperatures is proposed. This method
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utilizes an efficient algorithm incorporating convex hulls to calculate the equilibrium

chemical potentials as a function of composition. These equilibrium chemical po-

tentials are then coupled to a temperature interpolation that utilizes Echebarria’s

approach [22] to produce temperature dependence. The present method is designed

for the prediction of two-phase equilibrium in pairwise combinations. This allows for

the integration into phase field models which work on the basis of local pairwise free

energy interactions. In general the equilibrium surface constructions with the convex

hull approach can be extended to multiple phases, but is not validated in this work.

High computational efficiency is achieved by using the present method because

the time-consuming phase equilibrium calculation is completed before the start of the

PF simulation. This method additionally has the advantage of maintaining the local

equilibrium state.

The manuscript is organized as follows. First, Section 2.2 briefly introduces

the multi-component phase field model used in the manuscript, which motivates the

calculation of the phase equilibrium in multi-component alloys. Then, Section 2.3

describes the methods of the phase equilibrium calculation. Finally, Section 2.4

reports an error estimation process where a comparison of the results between the

new method and the underlying CALPHAD (Thermo-Calc) calculations is carried out

for model verification, and a 1D PF simulation of the solidification of a Ti-Al-V-Fe

quaternary alloy is performed to explore the ability of this new method to support

PF simulations of multi-component alloy solidification.
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2.2 Governing equations for the multi-component

PF model

The multi-component phase field model used in this study was developed by Provatas

et al. [7, 8] with the aim of quantitatively simulating large-scale alloy solidification

problems having a free energy function that can be described by a quadratic equation.

This approach begins by expressing the free energy surface as

F θ (c1, c2, ...cn − 1) =
1

2

n−1∑
i=1

n−1∑
j=1

Aθ
ij

(
ci − c̄θi

) (
cj − c̄θj

)
+

n−1∑
j=1

Bθ
j

(
cj − c̄θj

)
+Dθ, (2.1)

where the free energy of bulk phase θ, F θ, is calculated based on the local concentra-

tions of component i and j, i.e. ci and cj and fitting parameters Aθ
ij, c̄

θ
i , B

θ
j and Dθ.

More specifically, first F θ is extracted from a thermodynamic database for a given

set of ci, and second the least squares method is used to identify the values of the

fitting parameters that fit the free energy surface to Eq. 2.1 for use in PF simulations.

This is a well-accepted form to describe the free energy of massive solid alloy phases

[25, 26].

For a given free energy surface, the dynamic equations to obtain the evolution in

the order parameter and chemical potential are then derived based on the free energy

relaxation principle [7, 8],
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τ
∂ϕ

∂t
= W 2∇2ϕ− f ′

DW (ϕ)−

(
(I − [K])T

2
U⃗ + n̂c

)T

[λ] U⃗g′ (ϕ) , (2.2)

and

[χ]
∂µ⃗

∂t
= ∇

[
[M ]∇µ⃗+Wa (ϕ) |∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t

∇ϕ

|∇ϕ|

]
+

1

2
|∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t
, (2.3)

where ϕ is the order parameter, µ⃗ is a vector constituting of the chemical potential

of each solute components µi(vector µ⃗eq, c⃗Leq and c⃗Seq are also used later to better

represent multiple components of multi-component alloys), τ is the relaxation time,

W is the interface width scale, I represents the identify matrix, f ′
DW (ϕ) is a classic

double well potential function, a (ϕ) =
√
2/2, [7, 8] and where

[
χθ
]−1

ij
= Aθ

ij, (2.4)

U⃗ =

[
χL
]

|∆c⃗eq|
(µ⃗− µ⃗eq) , (2.5)

∆c⃗eq = c⃗Leq − c⃗Seq, (2.6)

n̂c =
∆c⃗eq
|∆c⃗eq|

, (2.7)
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[K] =
[
χL
]−1 [

χS
]
, (2.8)

[λ] = λ̂|∆c⃗eq|2
[
χL
]−1

, (2.9)

[χ] =
[
χL
]
{I − (I − [K])h (ϕ)}, (2.10)

and

[M ] = q (ϕ)
[
DS
] [
χS
]
+ (1− q (ϕ))

[
DL
] [
χL
]
. (2.11)

In this set of equations, λ̂ is the dimensionless coupling coefficient , h (ϕ) and q (ϕ) are

interpolation equations commonly used in PF models,
[
Dθ
]
is the diffusion coefficient

matrix that is related to the physical properties of the alloy system, and matrices [K]

and
[
χθ
]
are related to the free energy surface given in Eq. 2.1 [7, 8].

Altogether, Eqs. 2.2-2.11 provide a complete description of the PF model, however

the equilibrium chemical potentials for each component µ⃗eq and the equilibrium solute

concentrations for each component in each phase c⃗Leq and c⃗Seq, remain as unknown

parameters. These are related to the equilibrium state of the system and need to be

calculated before initiating the simulation. The subject of the present research is to

provide a complete solution, via the Convex Hull with Temperature (CHT) calculator,

for these equilibrium state calculations.
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2.3 Prediction of Phase equilibrium in multi-component

alloy systems

2.3.1 Comparison of phase equilibrium prediction between

binary and multi-component alloy systems

Most PF models of solidification processes assume that local equilibrium is maintained

at the solid/liquid interface, i.e. the temperature, pressure and chemical potential at

the interface are identical in both phases. Numerically, this can be calculated by

finding the common tangent line (binary system) or common tangent hyper surface

(multi-component system) from the free energy data for both phases. The construc-

tion of common tangents can be expressed as

∂F S
(
cS1 , c

S
2 , ..., c

S
n−1

)
∂cSi

=
∂FL

(
cL1 , c

L
2 , ..., c

L
n−1

)
∂cLi

(2.12)

n−1∑
i=1

((
cSi − cLi

) ∂F S
(
cS1 , c

S
2 , ..., c

S
n−1

)
∂cSi

)
=

F S
(
cS1 , c

S
2 , ..., c

S
n−1

)
− FL

(
cL1 , c

L
2 , ..., c

L
n−1

)
(2.13)

cSi − cLi
cSj − cLj

=
ci,local − cLi
cj,local − cLj

(2.14)

where cSi and cLi are the equilibrium concentration of the i th component in the solid

and liquid phase, F S and FL are the Helmholtz free energy of solid and liquid phase,
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and ci,local is the actual local composition of the ith component.

The finding of the common tangent line is trivial for binary alloys. However, the

complexity in finding the common tangent hyper surface in multi-component alloys

increases significantly when increasing the number of alloying elements. Fig. 2.1

shows schematically the free energy surface for a binary and a ternary alloy at an

arbitrary temperature in a two phase region. As can be seen for the binary case,

Fig. 2.1(a), the thermodynamic equilibrium is obtained by constructing a common

tangent line to both free energy curves. Since with fixed temperature and pressure

there is only one tie line, it is not complicated to determine µ⃗eq, c⃗
L
eq, and c⃗Seq. Thus, the

partition coefficient (assuming it is constant) is sufficient to represent the equilibrium

state of the binary alloy. The calculation of thermodynamic equilibrium is much

more complex for the case of multi-component alloy systems since multiple tangent

planes can be created between two free energy surfaces. Fig. 2.1 (b) shows one such

tangent plane, and correspondingly, one tie line (solid line) between the solid and

liquid phases. However, other tie lines (examples given as dashed lines) can also be

drawn for the other tangent planes. Thus, the representation of the overall phase

equilibrium in multi-component systems becomes a n-dimensional hyper surface of

equilibrium tie lines.

Returning now to the concept of quasi-equilibrium, Böttger et al.’s [16] study

proposed to calculate only Eq. 2.12 when determining the common tangent and not

Eqs. 2.13- 2.14. This enables parallel tangents to be constructed thus simplifying the

calculations. Local equilibrium is a much stricter condition since common tangents

must be constructed via Eq. 2.12- 2.14, thus achieving free energy minimization. It

is not simple to solve these equations in a multi-component system.
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Figure 2.1: Free energy curve for (a) a binary alloy and (b) a ternary alloy at
constant pressure and temperature in the two phase region. The common tangent

line and plane are indicated to identify the equilibrium µ⃗eq, c⃗
L
eq, and c⃗Seq.

2.3.2 Predicting phase equilibrium at one temperature

The new CHT calculator utilizes the convex hull method to calculate local phase

equilibrium at a single temperature. Specifically the free energy data at selected

concentration points, extracted from a CALPHAD database, are fit to the quadratic

free energy form utilized by the phase field model. This free energy data is then

utilized as input to a bespoke code which outputs a set of simplex equations that

represents the local equilibrium chemical potential/concentration relation via a n-

dimensional polynomial surface, i.e. a convex hull. These simplices are then used to

generate tie lines for the overall equilibrium calculations.

In addition to showing the free enerugy surface for a binary system, Fig. 2.1(a)

schematically shows the process of creating the convex hull. The solid circle and cross

represent data extracted from a thermodynamic database. The dotted lines represent

the quadratic free energy form utilized by our PF model. The solid lines represent the

simplex equations/convex hull. Note that the solid lines fall on top of the dotted lines

in the single phase region of the free energy curves. It is clear from the figure that the

common tangent line of the two energy curves is drawn by the convex hull method
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by the connected points from one energy curve to the other. This is generalized to

n-dimensions creating not a line, but a hyper surface of connected points forming

the collection of all tielines. From this hyper-surface we get a relationship for the

equilibrium chemical potential as a function of composition. Please note that while

the PF model is presently limited to quadratic free energies, the CHT calculator can

be utilized for arbitrary free energy descriptions.

The accuracy of the convex hull method for calculating phase equilibria is greatly

influenced by the number of free energy points among the concentration space used in

the convex hull calculation, especially within the concentration region near the tie line

boundaries [20]. The main feature of the CHT calculator is an ability to use arbitrary

spacing between the concentration points, thus additional values near the boundaries

can easily be added. The convex hull calculation is initialized at concentration points

near the intersection of two energy curves. A set of iterations is carried out, with new

points added near the tie line boundaries, until convergence is achieved. The resulting

equations are of the form µ⃗eq, c⃗
L
eq, and c⃗Seq = f(ci, cj...) and thus efficiently designed

for PF calculations where the local solute concentrations are a known quantity from

the previous time-step.

The present CHT calculator offer a number of advantages when compared with

former convex hull approaches. Firstly, the Gibbs free energies are not discretized on a

fixed grid, but on many irregular distributed points. These points are generated itera-

tively to focus on the boundaries of the tie lines. This removes the systematic shifts in

the free energy boundaries that one might observe due to fixed grid resolutions. This

also provides orders of magnitude improvement in computational efficiency by elimi-

nating unnecessary calculations at the interior of single phase regions. Additionally,
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this convex hull hyper-surface allows for the generation of an equilibrium chemical

potential µ⃗eq as a function of the local composition. This µ⃗eq(c⃗) hyper-surface make

it easier and efficient to integrate with the multi-component phase field model.

2.3.3 Predicting phase equilibrium at multiple temperatures

The methodology described above provides a concise description of phase equilibrium

predictions at a single temperature. However, practical use for PF simulation of

solidification requires non-isothermal processing conditions. Although a number of

convex hull calculations at multiple single temperatures could theoretically be used

to fit and approximate the temperature dependence, this would significantly increase

simulation complexity and computational effort.

Echebarria et al. [22] proposed a concise approach to calculate the influence of tem-

perature on the equilibrium concentration in a binary system that is based on a solu-

tion to the problem of concentration variation given a steady-state planar solid/liquid

interface,

cL
∗

T

cL
∗

T ref

= 1− (1− k) d0κ− (1− k) βVn − (1− k)
T − T ref

∆Tf

(2.15)

where cL
∗

T is the concentration of solute on the liquid side of the interface at tempera-

ture T , cL
∗

T ref is the solute concentration in the liquid at a reference temperature T ref ,

k is the partition coefficient, d0 is the chemical capillary length, κ is the interface

curvature, β is the kinetic coefficient, Vn is the interface velocity, ∆Tf is the freezing

range.

Eq. 2.15 describes the influence of temperature on equilibrium concentrations in

binary alloy. The present study extends this approach to multi-component systems

assuming a linear dependence between temperature and phase equilibrium,
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cLi,eq,T = cLi,eq,T ref −
T − T ref

∆Tf

(
cLi,eq,T ref − cSi,eq,T ref

)
(2.16)

cSi,eq,T = cSi,eq,T ref −
T − T ref

∆Tf

(
1−

cS
i,eq,T ref

cL
i,eq,T ref

)
cSi,eq,T ref (2.17)

µ⃗eq,T =

(
µ⃗L
eq

(
c⃗Leq,T

)
+ µ⃗S

eq

(
c⃗Seq,T

))
2

(2.18)

where T ref is the temperature at which the CHT calculator is run to give the thermo-

dynamic equilibrium predictions, T is the local temperature for the unknown equilib-

rium state, c⃗L
eq,T ref and c⃗S

eq,T ref represent vectors consisting of the equilibrium solute

concentration of the ith component cL
i,eq,T ref and cS

i,eq,T ref in the multi-component

system at T ref as calculated from the CHT calculator, c⃗Leq,T and c⃗Seq,T represent vec-

tors consisting of the equilibrium solute concentration of the ith component cLi,eq,T and

cSi,eq,T at T , µ⃗eq,T are the equilibrium chemical potentials at T , and µ⃗L
eq and µ⃗S

eq are the

equilibrium chemical potentials calculated from c⃗Leq,T , and c⃗Seq,T . Please note that there

are a number of inherent assumptions with this approach that must be acknowledged.

Specifically, these assumptions include: (1) Only two stable phases exist throughout

the simulation temperature range; (2) The slopes of the solidus and liquidus with

respect to temperature are constant and equal; and (3) The influence of temperature

on the free energy curves is negligible when compared with concentration.
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2.3.4 Process flow for coupling the Phase Equilibrium Cal-

culator with PF Simulations

The process flow for applying the CHT calculator described in Sections 2.3.2 and 2.3.3

with the PF model from Section 2.2 is depicted in Fig. 2.2. This approach results in

a simulation that provides higher computational accuracy and greater computational

efficiency that previous methods. First, the local equilibrium is calculated by the

bespoke convex hull calculator, which provides higher computational accuracy when

compared with other approaches such as [12, 16] because the full local equilibrium

is determined and not simply quasi equilibrium. Second, greater computational ef-

ficiency is achieved than prior multi-component phase field simulations because the

time-consuming phase equilibrium calculation that traditionally is performed at ev-

ery node via a Least-Squares method is completed in our new approach by using the

CHT calculator before the PF simulations are carried out.

In the present study, the Thermo-CalcTM TCTI 2 database is used to provide

the free energy data for a quaternary Ti-1Al-8V-5Fe (wt%) alloy in the Ti-Al-V-Fe

system. The least squares fit of the free energy data to Eq. 2.1 is made via a bespoke

Python code, while the Qhull external library is used to construct the n-dimensional

convex hull [27]. The 1-D PF simulation is also carried out using a bespoke Python

code. Eq. 2.2 and Eq. 2.3 are discretized using standard finite difference formulas,

while the ϕ and the µ⃗ fields are time stepped using a first order Euler scheme.

The relevant PF simulation parameters and thermo-physical properties are listed

in Table 2.1.
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Figure 2.2: Flow chart of phase equilibrium data calculation and transferring
process between a CALPHAD database, the CHT calculator and the PF model.

Table 2.1: Simulation parameters and thermo-physical properties of Ti-185 alloy
[6][24]

Simulation parameter Value
λ 6.0

W (m) 9.4E-9
PF mesh spacing (dx) 0.4

Thermo-physical properties Value

Liquidus temperature (K) 1848
Solidus temperature (K) 1705

Gibbs-Thomson Coefficient (K·m) 2.0E-7
DL = DS (m2s−1)(Section 4.2.1) 9.5E-9

DL (m2s−1) (Section 4.2.2) 9.5E-9
DS (m2s−1) (Section 4.2.2) 5.0E-13

2.4 Results and Discussion

The results and discussion are presented in two parts. First, a comprehensive anal-

ysis is carried out to compare the phase equilibrium predictions made by the CHT
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calculator against those made via Thermo-Calc (TC) single equilibrium calculation

using a global Gibbs energy minimization approach. Second, this calculator is applied

to the PF simulation of a solidifying Ti-185 alloy under isothermal and continuous

cooling conditions.

2.4.1 CHT calculator verification

2.4.1.1 Prediction accuracy at a single temperature

The manner in which free energy data is extracted from a CALPHAD database at

T ref is the first and most critical stage for ensuring prediction accuracy by the CHT

calculator since this data is then fit to Eq. 2.1 and used as the input to the convex

hull library. To demonstrate this importance, consider a dataset in the Ti-Al-V-Fe

system consisting of one million data points {cAl, cV , cFe, F
S, FL}, where F S and FL

are the Helmholtz free energy of the solid and liquid phases, at 1750 K. Over which

solute concentration range should the data be extracted?

Table 2.2 compares the relative error in equilibrium solute concentration for the

Ti-185 alloy at 1750 K predicted by the CHT calculator and by TC single equilibrium

calculation for five different solute concentration ranges, known as Datasets and given

in Table 2.3. As can be seen, for Dataset 1, a very high relative error at 30% is seen

to occur in the prediction of the equilibrium Fe concentration in the solid phase cSFe,

whereas the errors for the other five terms are relatively low (< 5%). Datasets 2-4

were then investigated as a simple optimization to reduce the error in cSFe, with the

aim to better describe the free energy surface near the tie line boundaries for an alloy

with 5 wt.% Fe. During the optimization process, the concentration range of Fe was

decreased from 0-20 wt% in Dataset 1 to 2-13 wt% in Dataset 4. Correspondingly,
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the relative error of cSFe is seen to reach a minimum of 1% in Dataset 3 with ∆cFe =

0−13 wt% however this resulted in the relative error in cLFe to rise to 8%. Interestingly,

a further decrease in ∆cFe to 2-13wt% resulted in an increse in the error in cSFe to

approx. 20% whereas the error in cLFe returned to a low value. This is because

the solute concentration ranges used for data extraction need to be large enough to

depict the overall free energy surface outline as well as the details near the boundaries;

∆cFe = 2− 13 wt% is evidently not able to depict the full free energy surface for the

solid phase. Finally, Dataset 5 is identified, in which the free energy approximation

for the solid phase is calculated from one solute concentration range (Dataset 3),

while the free energy approximation for the liquid phase is calculated from a different

range (Dataset 4). In this case, the error for all solute concentrations becomes quite

low. Although not carried out in this study, given a user-defined maximum allowable

relative error, an automated computer code could be developed to determine the

optimal solute concentration ranges for data extraction from a CALPHAD database.

Table 2.2: Comparison of relative error (|cCHT − cTC|/cTC [%]) between the CHT
calculator and TC single element calculation in predicting the Ti-185 equilibrium
solute concentrations in the solid and liquid phases at 1750 K for the five solute

concentration ranges given in Table 2.3.

Dataset cLAl cSAl cLV cSV cLFe cSFe

1 2.11 5.16 2.08 1.48 3.10 29.93
2 3.75 2.11 0.40 1.73 4.10 8.07
3 5.07 7.03 2.28 1.57 7.51 1.08
4 1.82 3.63 0.44 1.54 0.20 18.48
5 1.66 0.06 2.90 0.97 3.11 2.87
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Table 2.3: Solute concentration ranges (wt.%) used to extract free energy from TC
TCTI2 database at 1750 K for the Ti-185 alloy

Dataset ∆cAl ∆cV ∆cFe

1 0-20 0-20 0-20
2 0-2 0-20 0-15
3 0-2 0-20 0-13
4 0-2 0-20 2-13
5 0-2 0-20 0-13 (F S)

2-13 (FL)

2.4.1.2 Prediction accuracy at multiple temperatures

Once the phase equilibrium at a single temperature has been calculated, the equi-

librium state at other temperatures can be evaluated via Eqs.(14)-(16). The error

inherent in this process can again be determined by comparing the CHT and TC

calculator. However, there is additional complexity since a range of interfacial solute

concentrations may result during a PF simulation.

Fig. 2.3 compares the mean relative error in the equilibrium solute concentrations

predicted by the CHT calculator as compared to TC calculations for 1000 different

compositions in the Ti-Al-V-Fe system for 10 temperatures between 1710 and 1800 K

assuming that T ref = 1750 for the (a) liquid phase and (b) solid phase. The accuracy

is quantified by the mean relative error [12]:

Y =
1

N

N∑
j=1

|cCHT − cTC|/cTC (2.19)

where Y is the mean relative error, N is number of examined alloy compositions

at a single temperature, and ci,CHT and ci,TC are the equilibrium concentrations for

element i =Al, V, and Fe as calculated by the CHT and TC methods [12].
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As can be seen in the figure, the mean relative error is below 10% over the entire

90 K temperature range in both the liquid and solid phases. There is a clear trend

in Fig. 2.3 that the mean relative errors increase with increasing ∆T . This is not

surprising, since the inherent assumption in Eqs. 2.16 and 2.17 is of linear solidus

and liquidus lines that remain parallel to each other. While this assumption is not

necessarily realistic, it has been used with much success in many prior alloy solidi-

fication models. Fig. 2.3 also shows that the prediction of V is more accurate than

Al and Fe, likely because the solute redistribution of V between the liquid and solid

phases is not so significant as in the other two elements.

Figure 2.3: Mean relative error in the equilibrium solute concentrations for Al, V,
and Fe predicted by the CHT calculator as compared to TC calculations as a

function of temperature in the (a) liquid and (b) solid phases.

2.4.2 Use of the CHT calculator within a PF model

With the accuracy of the CHT calculator having been determined in Table 2.2, this

tool can now be applied to PF simulations.
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2.4.2.1 Isothermal 1-D PF simulation

Fig. 2.4 shows a snapshot of a 1-D PF simulation of Ti-185 alloy isothermal solidifica-

tion at 1750K and at a fraction solid of 0.81, with the order parameter representing

the solid and liquid phases given in (a) and the corresponding spatial variation in

solute concentrations shown in (b). At the beginning of the simulation, a nuclei was

placed on the left side of the domain, thus solidification proceeds towards the right.

It is clear that the occurrence of significant alloy segregation is predicted by this

simulation; V, Fe in liquid phase and Al in solid phase. Note that DS and DL are

assumed to be equal in order to interpret the bulk composition as the equilibrium

state.

Figure 2.4: Snapshot at fs = 0.81 of the Isothermal PF simulation results for the
Ti-185 at 1750 K; (a) Order parameter profile and (b) Normalized Concentration

Profile.

Fig. 2.5 compares the equilibrium solute concentrations in the solid and liquid

phases for all three solute elements (Al, V, and Fe) as calculated by the PF simulation

(blue bar), the CHT calculator (red bar), and the TC single equilibrium calculation

(yellow bar). As can be seen, there is a very good agreement between all three
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Figure 2.5: (a)Comparison in Ti-185 equilibrium solute concentrations between the
PF simulation, the CHT calculator, and the TC single equilibrium calculation,
(b)absolute deviation and relative error between the CHT calculator and the TC
single equilibrium calculation, and (c) variation of average cSFe as a function of

simulation time in the PF simulation

approaches. The highest deviation between the CHT and TC calculations occurs for

the prediction of ceq,Fe in liquid phase, with a relative error of 3.11 %. The highest

converge deviation between the PF simulation and the CHT calculator occurs for

the prediction of ceq,Fe in solid phase, with a relative error of 1.51 %, and the PF

simulation is terminated here. As shown in Fig. 2.5 (c), the evolution of average

concentration of Fe in solid phase during the 1D PF simulation is plotted to show

that cSFe is converged to the value predicted by current CHT calculator, and the
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remaining deviation is due to the fact that equilibrium has not been achieved in this

PF simulation. This last point is shown by comparing the PF solid fraction fs = 0.81

with the TC single equilibrium prediction of feq,s = 0.82.

2.4.2.2 Continuous Cooling 1-D PF simulation

Fig. 2.6 shows a snapshot of the 1-D PF simulation during solidification of the Ti-

185 alloy, at a temperature of 1710 K, corresponding to a fraction solid of 0.72. In

this simulation, the domain was cooled uniformly at a rate of 100 K/s, starting at

1850 K and ending at 1700 K, i.e. temperatures which are slightly above and below

the liquidus and solidus values. The order parameter and concentration fields were

recorded every 10 K, while the equilibrium solute concentrations needed by the PF

simulation were predicted by the CHT calculator. As shown in Table 2.1, DS << DL.

As can be seen in Fig. 2.6, there is significant alloy segregation. Like Fig. 2.4,

there is positive segregation of Fe and V in the liquid, but negative segregation of Al.

However, the overall shape of the profile is quite a bit different than in the isothermal

case. Due to combination of an imposed cooling rate and having DS << DL, the

variation in segregation in the solid with position is a surrogate for the variation

in equilibrium solid composition with temperature. The composition of Al is seen

to decrease in the solid, concurrent with the negative segregation seen in the liquid,

whereas the opposite is true for the positively segregating Fe (strong) Fe and V (weak).

One of the main benefits of a PF simulation is the ability to investigate the effect

of cooling rate on solidification microstructure evolution. Fig. 2.7 plots the evolution

in interface concentration on the solid side of the PF simulation with temperature for

five different cooling rates for (a) Al, (b) V, and (c) Fe. For these graphs, the solute
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Figure 2.6: Snapshot at 1710 K of the continuous cooling PF simulation results for
the Ti-185 at a cooling rate of 100 K/s; (a) Order parameter profile and (b)

Normalized Concentration Profile.

concentration is collected from the first node in the 1D PF simulation in which the

order parameter ϕ > 0.99 as that is assumed to identify the solid side of the interface.

It should also be noted that we set DS = DL in this set of simulations.

As can be seen from Fig. 2.7, all five PF simulations show the same overall solute

concentration evolution trend during continuous cooling process from 1850 K to 1700

K, i.e. the concentration of Fe and V gradually increase to the bulk composition

(corresponding to their positive segregation (k < 1)), while CS
Al gradually decreases to

the bulk composition (corresponding to its negative segregation (k > 1)). Meanwhile,

the relative positions of the plots in the same figure indicates the influence of cooling

rate on the predicted solute composition. For Al, the plot with the highest cooling

rate is at the highest position, which means that the CS
Al decreases as cooling rate

decreases from 4 × 107 K/s to 1 × 106 K/s. For Fe and V, the plot with highest

cooling rate is on the lowest position, which indicates that CS
Fe and CS

V increase as

cooling rates decrease from 4 × 107 K/s to 1 × 106 K/s. It also should be noted
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Figure 2.7: Evolution of solute in solid side of solid/liquid interface for (a) Al, (b) V
and (c) Fe

that a further decrease of cooling rate from 1× 106 K/s to 5× 105 K/s showed only

a very small influence on the solute concentration, as the two plots almost overlap.

This phenomenon is caused by the only minimal diffusion in both liquid and solid

side, the local composition at the solid/liquid interface and the multiple available

tie-lines within a multi-component alloy upon which the equilibrium can be made.

Initially, the local composition near the solid/liquid interface is largely influenced

by the solid composition which contains a high content of Al and low content of V

and Fe. This results a local composition that has more than 1% Al, but less than
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8% V and 5%Fe. Then, because of this local composition, there is a different local

equilibrium tie line at the solid/liquid interface. The solidification would occur at

this local equilibrium states if the cooling rate was very large, even there is still a

composition gradient in both solid and liquid side. However, when the simulated

cooling rated is decreased, the local composition at the interface becomes closer and

closer to the bulk composition. This results in a decrease in CS
Al and an increase in

CS
Fe and CS

V . Finally, at a cooling rate of 1× 106 K/s, diffusion in the liquid and the

solid was so fast (relatively) that no composition gradients were observed in the liquid

nor in the solid at the solidus temperature. A further decrease to 5 × 105K/s thus

could not influence the composition any more. In Fig. 2.5 (c), the same trend was

observed for an isothermal solidification scenario, i.e. the CS
Fe gradually increased

as solidification occurred and finally converged to the value calculated by the CHT

calculator.

The results from Fig. 2.7, showed that the solute concentration converged to the

bulk value with decreasing cooling rate. Convergence was achieved at a cooling rate

of 1 × 106 K/s and below. Fig. 2.8, compares the PF results at the lowest cooling

rate, 5× 105 K/s, against bot the Thermo-Calc calculations and the CHT calculator

results. Fig. 2.9 plots the relative deviation between both Thermo-Calc and the CHT,

and Thermo-Calc and PF see in Fig. 2.8.

Overall, a good agreement is achieved between the Thermo-Calc, CHT calcula-

tor, and the PF model results. However, there are some important deviations that

should be discussed especially in the high temperature region. First, when compar-

ing the results from Thermo-Calc and the CHT calculator, it can be seen that the

CHT calculator always predicts a linear dependence of CS
eq with temperature, while
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Thermo-Calc predict a curved line for V. This difference caused a larger deviation at

high temperature, with a relative deviation at T =1840 K of about 5%. The match

is quite good for Fe, whereas the match is seen to be less good for Al. The reason

for the poor match in Al is the fact that the three components depend on each other

and because the equations are linear the error is reinforced at high tmperatures. Ad-

ditionally, the scale for y-axis for Al is much smaller than for the y-axis of V or Fe,

which accentuates the differences. Second, when comparing the PF results to both

the Thermo-Calc and the CHT calculator results, it can be seen that the relative devi-

ations are not all that large. For Al, the PF results are closest to Thermo-Calc, while

for V the PF results are closest to the CHT calculator, and for Fe the PF results are

closer to Thermo-calc at high temperature regions but closer to the CHT calculator

results at low temperatures. This phenomenon is caused by a combined effect of CHT

calculator and mass conservation. Ideally, the PF model would have converged to the

CHT calculator results as cooling rate decreased. However, mass conservation is not

considered when employing the CHT calculator. This causes deviations since it is not

possible to maintain both the CHT calculator prediction and mass conservation when

there is a large deviation between CHT and Thermo-Calc. For example, as shown in

Fig. 2.9, the largest relative deviation between Thermo-Calc and CHT is 14% for Fe

at T = 1840 K, and then 7% for Al at T = 1840 K. For V, whose PF results are closer

to the CHT calculator, the relative deviation at T =1840 K is about 5%. As the mass

conservation and CHT calculator can not be both satisfied, the mass conservation is

still in effect, and the solid/liquid interface may have to seek another available tie

line, which cause that the PF results is closer to Thermo-Calc for Al.

Overall, both the isothermal and continuous cooling PF simulations demonstrate
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Figure 2.8: Variation of equilibrium solute concentration as a function of
temperature for (a) Al, (b) V and (c) Fe predicted by Thermo-calc single

equilibrium calculation, the phase equilibrium calculator and the phase field model

that the new CHT calculator is able to predict phase equilibrium with good accu-

racy via simplified thermodynamics both at a single temperature and over a range of

temperatures, thus improving the efficiency of multi-component PF simulations. The

deviations observed as compared to the TC calculations are thought to result from

three origins. First, the extracted free energy data has been fit to a quadratic form

of the free energy surface, Eq. 2.1, and deviations likely emerge during the fitting

process. Second, these deviations may become enhanced when the fitted quadratic
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Figure 2.9: Variation of relative deviation between CHT calculator and
Thermo-calc, and relative deviation between PF model and Thermo-Calc as a

function of temperature for (a) Al, (b) V and (c) Fe

equation are used via convex hull calculations to fit to polynomials. Third, addi-

tional deviations may occur as a result of the PF implementation of the solid/liquid

boundary evolution. Note that although the overall deviation between the CHT cal-

culator, the TC calculations, and the 1D PF simulations are calculated, the origins

of deviation are not distinguished from each other.
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2.5 Conclusions

PF simulation of multi-component system is still computationally expensive, and

the calculation of thermodynamic equilibrium is a main time-consuming part of the

model. To solve this issue, a new method of phase equilibrium calculation for use

in multi-component PF model is proposed in this paper. A parabolic representation

for the free energy is adopted, and the convex hull method is used to solve the

phase equilibrium at single temperatures, while the temperature dependence of the

phase equilibrium is calculated via a set of concise linear equations. As compared

to previous approached, the CHT method provides higher computational efficiency

because the time-consuming phase equilibrium calculation is finished prior to the

PF simulation, and concurrently higher computational accuracy, because the full

local phase equilibrium is calculated. The solidification of Ti-Al-V-Fe alloy under

isothermal and continuous cooling condition is taken as an example to show the

feasibility and accuracy of the present approach. The accuracy of the approach is

also discussed by comparing calculation results with commercial software Thermo-

Calc. It is shown that this approach can achieve a high accuracy of equilibrium

prediction at single and multiple temperatures, and this approach can be successfully

applied on the multi-component phase field models.
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Abstract: We present a benchmark analysis to compare three different phase-field

models for multi-component alloy solidification. This analysis is carried out between,

two pseudo-binary approaches and one multi-component approach, with respect to

solidification of a quaternary iron-containing Ti alloy. The first pseudo-binary PF

model is a common approach based on the model of Karma et al. [1], while the sec-

ond pseudo-binary PF model and the multi-component model are implemented based

on the grand potential model of Provatas et al. [2]. A very good similarity in mi-

crostructure is achieved between the three phase field models during both isothermal

and directional solidification. The two grand potential models also show an excel-

lent agreement in solute segregation predictions, and they are able to predict both

positively segregating and negatively segregating elements. Finally, the influence of

solidification rate on the microstructure is also studied, with the results matching an-

alytical predictions. The results demonstrate the usefulness of different PF modelling

approaches, and highlight cases where a full multi-component model is needed.
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3.1 Introduction

The Phase Field (PF) method has become a popular approach in the recent decades

to solve free-boundary problems [1, 3, 4, 5]. The PF method transcends the compu-

tationally complex issue of directly tracking topologically complex interfaces by using

a continuous order parameter to represent different phases [6]. The order parameter

will evolve automatically during the simulation along the direction that minimizes

the free energy functional [6]. Benefiting from this advantage, the PF method has

been applied to simulate the solid-state and solidification transformations in many

metallic systems(e.g. [6, 7]).

Over the years, a number of well-accepted and quantitative PF models have been

developed to simulate the solidification of binary alloys [1, 8]. However, simulating

solidification of a multi-component alloy system via PF remains an open question as it

requires either the use of a multi-component model or simplification to a binary system

following the well-known pseudo-binary approximation [7, 9, 10] . Using a multi-

component PF model, the diffusion and distribution of each species can be simulated

independently of all others but with additional computational cost. Using the pseudo-

binary approximation, an improved computational efficiency due to reduced number

of composition fields is achieved, but the thermodynamic description of the alloy

system is not so accurate.

In the pseudo-binary approximation, a single hypothetical solute component is

created to represent the aggregate of all solute components in a multi-component

alloy. To do this, the average solute content (c̄, average liquidus and solidus slopes m̄l,

m̄s, and average partition coefficient k̄ of the hypothetical binary alloy are calculated

by the weighted average-sum of all k, ml and ms values from the individual alloying
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elements [10].

The pseudo-binary approximation has been applied to many different analytical

and numerical models of solidification. For example, in 2000, Kermanpur et al. [9]

simulated via Cellular Automata the grain structure of a turbine blade during the

liquid metal cooling process. They used the pseudo-binary approach to represent a

multi-component Ni-base super alloy as a binary system. In 2012, Nastac et al. [10]

applied the pseudo-binary approximation within an analytical model to study the

stability of the solid/liquid interface for different commercial Ti-alloys. In 2016, Sa-

hoo [7] simulated microstructure evolution of a Ti alloy during additive manufacturing

via a binary PF method, utilizing the pseudo-binary simplification to represent the

ternary Ti-6Al-4V system as a hypothetical binary alloy.

Although a high computational efficiency can be achieved by utilizing the pseudo-

binary approximation to simulate multi-component solidification via the binary PF

model by Karma et al. [1, 11], there remains considerable limitations. First, the

prediction of the solute redistribution of each component is identical, which makes

it impossible to simultaneously predict solute distribution of positively segregating

(k < 1) and negatively segregating (k > 1) components during solidification. Second,

the approximation does not enable the simulation of an initially inhomogeneous dis-

tribution, such as the use of elemental powders during the Additive Manufacturing

process that are being considered as an inexpensive substitute for pre-alloyed powders

(e.g. [12]). These powders would create a nonuniform initial concentration field and

an in-situ alloying process that requires access to multiple concentration fields.

To overcome these limitations, some multi-component PF models have been de-

veloped and applied to simulate the solidification of multi-component alloys. Sun et
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al. [13] simulated via a multi-component PF model the dendrite growth of Ti-6Al-

4V. However, this model ignored the interaction between the solute components and

was simply an extension of Karma’s binary model [1] to the multi-component case,

as the partition coefficient k of each component was directly used. Eiken et al. [14]

developed a multi-component multiphase-field model, and then applied it to study

how additions of P and Sr affect the microstructure of hypoeutectic Al–Si alloys. In

utilizing the quasi-equlibrium approach, this model achieved high accuracy but also

had very high computational cost since the quasi-equilibrium calculation was carried

out at every node point and for each time step of the model [15]. Kundin et al. [6]

used another multi-component PF model to simulate the microstructure formation of

a Nickel-based superalloy during rapid solidification process. In this work, the com-

plicated multi-component phase equilibrium prediction was simplified to a single tie

line that passed through the bulk composition. Although this approach significantly

improved computational efficiency, it was done so at the cost of phase equilibrium

accuracy.

The main challenge in performing multi-component PF simulations is to concur-

rently obtain high computational efficiency and accurate prediction of phase equilib-

rium. Recently, a grand potential PF model was developed by Provatas et al.[16, 17,

18], which offers a numerical efficiency advantage in large scale simulations. In this

model, the chemical potential fields are tracked instead of the conventional concentra-

tion fields, which makes it possible to calculate the interfacial energy independent of

the solute distribution across the interface. This allows the interface width to be scaled

much larger than the thin interface limit , yet still within the limit of microstructure

scales. The wider interface widths provides relatively high computational efficiency
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for large-scale simulations. To solve the issue of accurate and efficient prediction of

phase equilibrium in multi-component systems, Li et al. [17] proposed an approach

based on the convex hull method. In [17], this new phase equilibrium prediction tool

was applied to a 1-D grand potential PF model to simulate the solidification of a

quaternary Ti-alloy. [16, 17, 18].

Most solidification PF models found in the literature have been compared against

analytical models for validation. Karma et al. [4] compared a PF model for pure

substances to dimensionless tip velocities calculated via Green functions. Kundin et

al. [19] compared the secondary dendrite arms spacing predictions in tool steel made

by a multi-component PF model to an analytical model by Rappaz et al. Lenart et

al. [20] compared the primary dendrite arming spacing predictions in a Ni-base su-

peralloy made by a binary PF model to analytical calculations. However, at present

there has only been limited direct quantitative comparison between different PF ap-

proaches. In their recent study, Sun et al. [13] compared a pseudo-binary model PF

with its multi-component equivalent but that work was qualitative in nature lacking

a detailed quantitative analysis.

Although a number of new PF models have been developed to simulate the solidi-

fication of multi-component alloys (e.g. [6, 13, 14]), a benchmark of error analyses and

uncertainty quantification is still lacking. Benchmark problems involve the compar-

ison of models, algorithms and implementations; they provide a basis for evaluating

different modelling approaches, algorithms, and numerical implementations. As an

example, Jokisaari et al. [21] presented a benchmark case of comparing two different

time adaptive numerical algorithms to simulate the spinodal decomposition and Ost-

wald ripening. Later [22], they extend the benchmark problem to dendritic growth,
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and examined how different time integrators affect the model predictions of solidifi-

cation of a single-component system.

In the present study, we present a benchmark analysis to compare three different

phase field models for multi-component alloy solidification. This analysis is carried

out between two pseudo-binary models and one multi-component model in the con-

text of the solidification of a Ti-1Al-8V-5Fe (wt%) quaternary alloy. The first binary

model (BM I) is the common pseudo-binary model based on Karma et al. [1], while

the second binary model (BM II) and the multi-component PF model (MC) are two

cases of the grand potential PF model by Provatas et al. [2]. The simulations are

performed using the three PF models under two different scenarios: isothermal solid-

ification and directional solidification. During the isothermal solidification, the grain

morphology, solute redistribution and computational efficiency of the three models

are compared. During the directional solidification, the predicted microstructure and

the dendrite growth kinetics in the three models are studied. Finally, the predictions

of primary and secondary dendrite arm spacing made by the three PF models for

different solidification rates are investigated.

3.2 Description of the Phase Field models

3.2.1 Pseudo-Binary Phase Field Model 1

The PF model by Karma et al. [1] is derived for the solidification of dilute binary

alloys in the thin interface limit [5]. An order parameter ϕ is defined in this model

to represent the solid (ϕ = 1) and liquid (ϕ = −1) phases. The evolution of the

parameter ϕ is carried out in order to minimize the free energy of the system [23].
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Additionally, the evolution of the order parameter is also influenced by the diffusion

of solute. This binary PF model, denoted BM I, can be expressed as

τ(n⃗)
∂ϕ

∂t
= ∇⃗ ·Wϕ(n⃗)∇⃗ϕ+ ϕ− ϕ3

− λo(1− ϕ2)2(
1

1− k
(eu − 1) +

T − T0

∆Tf

), and (3.1)

∂c

∂t
= ∇ · (DLQ(ϕ)c∇u) +∇ · (Wϕa(ϕ)(1− k)cl0e

u∂ϕ

∂t

∇ϕ

|∇ϕ|
), (3.2)

where

u = ln
2c

cl0[1 + k − (1− k)ϕ]
, (3.3)

Q(ϕ) =
1− ϕ

1 + k − (1− k)ϕ
, (3.4)

λo =
a1W

d0
, (3.5)

d0 =
Γ

∆Tf

, (3.6)

and n⃗ ≡ ∇⃗ϕ

|∇⃗ϕ|
is the normal direction to the interface, k(-) is the partition coeffi-

cient, T (K) is the local temperature, T0(K) is the reference temperature, d0(m) is the

capillary length, Γ (K·m) is the Gibbs-Thompson coefficient, ∆Tf (K) is the freezing

range [23], λo(-) is the coupling coefficient, c(-) is the local solute composition, cl0(-)

is the equilibrium solute concentration in liquid phase at T0, DL(m
2s−1) is the liquid
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diffusivity, τ(n⃗)(−) = τ0as(n⃗)
2 is the relaxation time, a(ϕ) =

√
2/2, a1=0.8839 is

a constant [1], and as(n⃗) represents the 2D four-fold anisotropy. This last term is

calculated as

as(n⃗) = 1− 3ϵ4 + 4ϵ4
(∂xϕ)

4 + (∂yϕ)
4

|∇⃗ϕ|4
, (3.7)

where ϵ4 is a parameter characterized the anisotropy strength of the material, and

Wϕ(n⃗) = W0as(n⃗) sets the interface width [5].

3.2.2 Pseudo-Binary Phase-Field Model 2 andMulti-Component

Model

The multi-order parameter PF model by Provatas et al. [2, 16, 18] is derived based on

a grand potential ensemble for the solidification of multi-component and multi-phase

alloys. Two special cases are the binary alloy PF model with quadratic free energy

and the two-phase multi-component alloy. The quadratic function is a well-accepted

form to describe the free energy of massive alloy phases [24, 25, 26].

Provatas’ binary-alloy PF model, denoted BM II, begins with a quadratic free

energy description of the solid and liquid phases,

F θ =
Aθ

2
(c− cθmin)

2 +Bθ, (3.8)

where F θ represents the free energy of phase θ as a function of composition c and

fitting parameters Aθ, cθmin, and Bθ. To determine Aθ, cθmin, and Bθ, a data set {c, F}

that contains a massive number of concentration-free energy data points is extracted

from a thermodynamic database (e.g. Thermo-Calc), and then fit via a least square
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method. The fitting parameters will also be used in the phase field equations.

In this model, the evolution of the order parameter ϕ and chemical potential µ

are then expressed based on the free energy relaxation principle as shown below,

τ(n⃗)
∂ϕ

∂t
= ∇⃗ ·Wϕ(n⃗)∇⃗ϕ+ ϕ− ϕ3 − λo(1− ϕ2)2U(1 +

1− keff

2
U), and (3.9)

χ(ϕ)
∂µ

∂t
= ∇ · [DLq(ϕ)∇µ+Wϕa(ϕ)∆ceq{1

+ (1− keffU)}∂ϕ
∂t

∇ϕ

|∇ϕ|
)] +

1

2
∆ceq{1 + (1− keffU)}∂ϕ

∂t
(3.10)

where a new supersaturation field U is defined,

U ≡
χL
eq

∆ceq
(µ− µeq), (3.11)

µeq is the equilibrium chemical potential,

µeq =
∆c

χL
eq

(

√
1 + 2

χL
eq(1− keff )

∆c

∆B

∆c
− 1) (3.12)

and where
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∆c ≡ cLmin − cSmin, (3.13)

∆B ≡ BL −BS, (3.14)

χL
eq ≡ 1/AL, (3.15)

χS
eq ≡ 1/AS, (3.16)

keff ≡ χS
eq/χ

L
eq, (3.17)

∆ceq = ∆c+ χL
eq(1− keff )µeq, (3.18)

χ(ϕ) = χL
eq[1− (1− keff )

1 + ϕ

2
], and (3.19)

q(ϕ) = χ(ϕ)
1− ϕ

2
. (3.20)

Provatas’ multi-component PF model [2, 16, 17, 18], denoted MC, also begins

with a quadratic description of the free energy of the solid and liquid phases,

F θ (c1, c2, ...cn − 1) =
1

2

n−1∑
i=1

n−1∑
j=1

Aθ
ij

(
ci − c̄θi

) (
cj − c̄θj

)
+

n−1∑
j=1

Bθ
j

(
cj − c̄θj

)
+Dθ, (3.21)

where ci and cj are the concentration of component i and j, and the fitting parameters

Aθ
ij, c̄

θ
i , B

θ
j and Dθ are determined through the aforementioned least square fitting

process.

Furthermore, the evolution of the order parameter ϕ and chemical potential µ can

be expressed based on the free energy relaxation principle in a similar way to 3.9
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and 3.10 but in matrix format,

τ(n⃗)
∂ϕ

∂t
= ∇⃗ ·Wϕ(n⃗)∇⃗ϕ+ ϕ− ϕ3 − (1− ϕ2)2

(
(I − [K])T

2
U⃗ + n̂c

)T

[λ]U⃗ , (3.22)

and

[χ]
∂µ⃗

∂t
= ∇

[
[M ]∇µ⃗+Wa (ϕ) |∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t

∇ϕ

|∇ϕ|

]
+

1

2
|∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t
, (3.23)

where µ⃗ is a vector representing the chemical potentials of each solute component µi,

I is the identity matrix, and [χθ] is the inverse matrix of [Aθ], [Aθ] is a matrix that

composed of parameters Aθ
ij. Please note that vector and matrix notation are used

in the present paper to represent within the numerical algorithm a vertical column

and multiple columns of numbers respectively, while the square brackets are used to

represent the matrix form of the parameters, and where

[
χθ
]−1

ij
= Aθ

ij, (3.24)

U⃗ =

[
χL
]

|∆c⃗eq|
(µ⃗− µ⃗eq) , (3.25)

∆c⃗eq = c⃗Leq − c⃗Seq, (3.26)
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n̂c =
∆c⃗eq
|∆c⃗eq|

, (3.27)

[K] =
[
χL
]−1 [

χS
]
, (3.28)

[λ] = λo
|∆c⃗eq|2

|∆c⃗eq,i|2
[χL]−1χL

ii, (3.29)

d0,i =
2σSL

|∆c⃗eq,i|2
χii (3.30)

[χ] =
[
χL
]
{I − (I − [K])h (ϕ)}, (3.31)

and

[M ] = q (ϕ)
[
DS
] [
χS
]
+ (1− q (ϕ))

[
DL
] [
χL
]
. (3.32)

In this set of equations, σSL is the solid/liquid interface energy, h (ϕ) and q (ϕ) are

interpolation equations commonly used in PF models,
[
Dθ
]
is the diffusion coefficient

matrix that is related to the physical properties of the alloy system, and matrices [K]

and
[
χθ
]
are related to the free energy surface given in Eq. 2.1.

It should also be noted that the capillary length d0 is calculated by a different

method in Multi-component PF models. As each solute element has its own diffusion

field, several capillary lengths are possible. In this MC model, we first calculate the

capillary length for each component via Eq. 3.30. Then, the component with smallest

capillary length is identified and used as the reference component. Its capillary length

is chosen as the capillary length for the simulation.
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Note that in both BM II and MC, the terms µ⃗eq, c⃗
L
eq and c⃗Seq vary as a function

of local temperature T . Please refer to our previous study, [17] for the calculation

methodology. Note also that the calculation of surface anisotropy as(n⃗), interface

width W(ϕ)(n⃗) and relaxation time τ(n⃗) in BM II and MC are the same as in BM I.

3.3 Numerical Implementation

The three PF models will be applied to study the solidification of a quaternary Ti-

1Al-8V-5Fe (wt.%) alloy. As the present paper focuses on the benchmark of different

models, the implementation and algorithms of the three models are kept the same. For

the three models, the equations were solved using a bespoke C++ code via the finite

volume method on an adaptive mesh. To improve the computational efficiency, a next

generation dynamic adaptive mesh refinement algorithm developed by Greenwood

et al. [16] was adopted. The thermodynamic free energy data of the Ti-alloy was

extracted from the Thermo-CalcTM TCTI 2 database. The temperature-dependent

phase equilibrium for the Ti-185 alloy was calculated using a convex hull -based tool

introduced in our previous study [17]. A bespoke Python code utilizing the Least

Square fittings was developed to fit the extracted free energy data to Eq. 3.8 and

Eq. 2.1. Please refer to [17] for additional details.

Utilizing BM I and BM II to simulate solidification of the Ti-185 alloy requires

implementation of a pseudo-binary approach to translate the multi-component alloy

into a binary equivalent. For BM I, the pseudo-binary equivalent is expressed by

simply replacing the terms c, ml and k in Eq.2.2 and 3.2 with their average equivalent,

i.e. c̄, m̄l, and k̄ as shown below,
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c̄ =
N∑
i=1

ci, (3.33)

m̄l =

∑N
i=1ml,ici

c̄
, and (3.34)

k̄ =

∑N
i=1ml,iciki
m̄lc̄

. (3.35)

The required liquidus and solidus temperatures were extracted from Thermo-Calc for

the quaternary Ti-185 alloy. Further, the pseudo-binary single concentration field

variable, call was expressed as

cAl =
1

8
cV =

1

5
cFe =

1

14
call. (3.36)

For BM II, the average equivalents c̄, m̄l, and k̄ cannot be used to create the

pseudo-binary system because Provatas’ grand potential model uses directly the free

energy curves of the liquid and solid phases in the form of Eq. 3.8. Further complicat-

ing matters, the two free energy curves of a binary alloy system become hyper-surfaces

in a quaternary alloy system.

The approach taken to create the pseudo-binary equivalent is to assume that the

free energy hyper-surfaces of the quaternary alloy can be represented by two free

energy curves having the same tie lie, i.e. a tie-line that maintains the bulk Ti-185

composition. This approach is implemented in a four-step process prior to carrying

out the PF simulation. First, the CALPHAD method is applied to determine the

equilibrium concentrations of each component (cLAl,eq, c
L
V,eq, c

L
Fe,eq, c

S
Al,eq, c

S
V,eq and cSV,eq)
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in the liquid and solid phases at a temperature interest. Second, in the parameter

space surrounding the equilibrium concentrations, the corresponding {F S, FL} values

are extracted from Thermo-Calc for a massive set of composition value: {cAl, cV , cFe}.

The values of cAl, cV , and cFe are not arbitrary but instead chosen given the constraint

that the tie-line passes through the bulk Ti-185 composition. This can be expressed

as a linear relationship between the concentration of the three components,

cV − cLV,eq
cAl − cLAl,eq

=
cSV,eq − cLV,eq
cSAl,eq − cLAl,eq

(3.37)

cFe − cLFe,eq

cAl − cLAl,eq

=
cSFe,eq − cLFe,eq

cSAl,eq − cLAl,eq

(3.38)

Third, the pseudo-binary equivalent composition, call is determined as the sum of

the three solute element compositions for each set of {cAl, cV , cFe}. Fourth, the least

square methods is applied to the dataset {call, F S, FL} to fit the free energy of liquid

and solid phases to the form of Eq.3.8 that is needed to carry out the BM II PF

simulation. Note the four-step approach approach calculates the phase equilibrium at

a single temperature. Please refer to [17] for the details of the calculation methodology

used to incorporate temperature dependence.

The relevant PF simulation parameters and thermo-physical properties are listed

in Table 3.1. Note that the domain size and interface widths for all three models were

set to the same values in order to enable direct comparisons. It need to be noted that

the W/d0 ratio in the present is about 15, and in the model by echebarria et al. [1],

they found that the tip radius, tip undercooling and tip solute concentration value

are all converged for W/d0 ratio up to 50.
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Table 3.1: Simulation parameters and thermo-physical properties of Ti-185 alloy
[7][13]

Thermo-physical data Value

k̄ 0.4132
TL (K) 1848
TS (K) 1705
Γ (K·m) 2.0E-7

σSL (J/m2) 0.046
ϵ4 0.05

DL (m2s−1) 9.5E-9
DS (m2s−1) 5.0E-13

Model Inputs Value
W0(×10−9 m) 15

Mesh spacing (dx) 0.8
Time spacing (×10−9 s) 2.85
grid points (Section 4.1) 2048×2048
grid points (Section 4.2) 2048×8192

domain size(µm)(Section 4.1) 24.6×24.6
domain size(µm)(Section 4.2) 24.6×98.3

3.4 Results and Discussions

The benchmark problems of the three different models are evaluated under two sce-

narios: isothermal solidification and directional solidification. Under the isothermal

solidification case, we choose for comparison as qualitative metric the microstructural

snapshots, and as quantitative metric the dendrite tip traveling distance, solute dis-

tribution and computational efficiency. Under the directional solidification condition,

the microstructural snapshots, dendrite tip velocity, dendrite tip temperature and the

volume fraction of the solid phase were chosen as the metrics. The choice of metric

was based on the theory presented in Refs. [22], i.e. qualities that were relatively easy

to compare and yet highly sensitive to model choice.
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3.4.1 Isothermal solidification of a multi-component alloy

The isothermal solidification of the Ti-185 alloy at 1805K is simulated utilizing the

three PF models.

Fig. 3.1 shows a snapshot of the grain morphology simulated by the three PF

simulations at the same solidification time. Considering the morphological symmetry

of the equiaxed grains, Fig. 3.1 is fabricated by combining half of the grain from

MC simulation and quarter of the grains from BM I and BM II. As can be seen, the

microstructure simulated from the three PF models shows good similarity, while the

main difference is the grain size. The grain simulated from the BM I model is larger,

while the grain size of BM II and MC simulations is smaller. There may be multiple

explanations about the grain size difference, and a further analysis is made in Fig. 3.2

to explore it.

Fig. 3.2 shows a comparison of tip traveling distance as a function of time be-

tween the three PF models: solid line (for MC), dashed line (for BM I) and dotted

line(for BM II). The tip traveling distances are calculated by subtracting the initial

tip position at time t = 0 from the tip position at time t. As can be seen, for all

three models, after a short transient, there is clear linear relationship between the tip

traveling distance and the solidification time for all three simulations. This means

that the dendrite tips very quickly reach the steady-state growth stage, as expected.

Green functions calculations and other PF simulations [4, 6, 27] have also shown that

the dendrite growth tip velocity is a constant at steady state, and the dimensionless

tip velocity is only a function of bulk undercooling and the anisotropy strength ϵ4.

Fig. 3.2 also shows that, as the slopes for each curve are different, each model has

a different tip velocity. Specifically, the steady-state tip velocity for the BM I model is
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Figure 3.1: A comparison of grain morphology of isothermal solidification of Ti-185
alloy at T = 1805 K from three different phase field models at the same time
t = 0.15 ms. Where, MC means Multi-component model, BM I represents a

pseudo-binary model based on the model by Karma et al, BM II is the binary model
based on the model by Provatas et al
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about 20% greater than than the MC model for the same simulation conditions, with

the BM II model falling in between. Initially we had expected all three models to

show a very similar tip velocity. However, this benchmarking analysis makes it clear

that the free energy least square fitting process, which influences the calculation of the

equilibrium concentrations and thus affects the calculation of the bulk undercooling,

thus has an important effect on dendrite growth. In the case of BM I, using the

effective partition coefficient shows an accelerated dendrite growth as compared the

grand potential approach. Furthermore, as was seen in Fig. 3.1 the dendrite growth

simulated by the MC model contains more side branches as compared to the BM II

model. The trend to form more side branches in the MC model may result from the

additional degrees of freedom available for phase equilibrium or tie line selection in

multi-component systems. This would also slow down dendrite growth.

Figure 3.2: Variation of tip traveling distance with time from three phase field
models for the isothermal solidification of Ti-185 alloy

One main advantage of the MC PF model is the ability to individually simulate the
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diffusion of each components, while the two binary PF models take the components

as a combined ensemble to diffuse. Fig. 3.3 shows a detailed comparison of solute

distribution along two specific lines across the solid/liquid interface from the three

PF models. Fig. 3.3 (a) shows the positions of the two selected lines (Labeled as

L1 and L2). The solute distributions of Al, V and Fe along the two lines are shown

in Fig. 3.3 (b), (c), and (d). There is only one concentration field in the BM I and

BM II simulations, thus the concentration of each solute components is calculated

using linear translations of the results from BM PF simulations. Eq. 3.36 is used to

calculate the solute content in BM I, while the individual solute content in BM II is

calculated by Eqs. 3.37 and 3.38.

As can be seen from Fig. 3.3 (b), a negative segregation of Al is predicted by BM

II and MC models, which agrees with the Thermo-Calc single equilibrium calcula-

tions and our previous 1-D PF simulation [17]. However, a positive segregation of

Al is predicted by BM I, as a fixed partition coefficient k is defined in this model

for all solute components. Owing to the same k in BM I for all solute components,

BM I tends to overestimate the solute segregation of V when compared with other

two models as illustrated in Fig. 3.3 (c), while the solute segregation of Fe is under-

estimated as shown in Fig. 3.3 (d). An excellent agreement of solute segregation is

observed between BM II and MC simulations, as these two model are derived from

the same grand potential ensemble. Additionally, the tie line pass through the bulk

composition of the Ti-185 alloy is maintained in the BM II models, while the free

energy minimization of MC PF model also falls on the same tie line, thus an excellent

agreement is obtained. However, some minor differences are also observed in inter-

face regions, which result from the linear simplification in the BM II model. There
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is a similar solute segregation trend along the lines L1 and L2, while the difference

is a higher content of Fe and V, a lower content of Al is distributed in the front of

solid/liquid interface along L2. The differences in solute content along L1 and L2

may be caused by two reasons. First, the solid/liquid interface perpendicular to L2

is nearly a plane, which means there is only one direction for solute to diffuse. As

for the L1, which is along the parabolic dendrite tips, there are more directions for

solutes diffusion. Second, the different curvatures of solid/liquid interfaces along L1

and L2 also influence the equilibrium calculations.
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Figure 3.3: Distribution of solute components (b) Al, (c) V and (d) Fe across the
solid/liquid interface along lines L1 and L2 indicated in (a), during isothermal
solidification of Ti185 alloy at 1805 K, where position = 0 is the solid/liquid

interface

Fig. 3.4 shows the ratio of computational CPU time between the MC model and

the two BM models, as well as the ratio between BM I and BM II, as a function

of iterations to compare the computational efficiency between the three models for

the isothermal solidification simulation. These simulations were performed under the

condition defined in Table 2.1. As can be seen, initially the two BM models run

much faster (up to 8x) than the MC model. After this initial transient of about
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9000 iterations the ratio gradually decreases to final values of 3.5x and 5.9x faster

computation time for the BM I and BM II model, respectively. As for the two BM

models, it it seen that BM II runs about 2x faster than the BM I model, using

the same numerical methodology. The MC model required 275 minutes to complete

50,000 iterations, while the runtime for the BM I and BM II models was 79 and 47

minutes respectively. It is logical that it takes longer to run the MC models since

two more concentration fields need to be evolved, as well as the extra time-consuming

multi-component phase equilibrium calculations. It is less clear why it takes longer

to run the BM I model as compared to the BM II model. One possible explanation

is the difference in tip velocity between BM I and BM II. It well known that phase

field models run slower with faster dendrite growth [16]. However, this does not fully

explain the 2x increase in speed.

Figure 3.4: The ratio of computational CPU time between the multi-component
model and the pseudo-binary models as a function of iterations
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3.4.2 Directional solidification of a multi-component alloy

In this section, directional solidification of the Ti-185 alloy is simulated using the

three PF models. In this simulation, a frozen temperature approximation is adopted

to update the temperature field. This approximation is reasonable because heat

conduction is much faster than mass transfer [1, 5]. A one-dimensional temperature

gradient of magnitude G is defined along the z-axis. The local temperature T is then

calculated based on the solidification speed vp, simulation time t, initial temperature

T0 and coordinate z [1]:

T (z) = T0 +G(z − vpt) (3.39)

3.4.2.1 Comparison between the three models under the same thermal

conditions

Fig. 3.5 shows a snapshot of the concentration profile of Fe from the three 2-D PF

models at the same solidification time, under the same processing conditions. In this

simulation, the temperature gradient G is 2× 106 K/m, while the solidification speed

vp is 0.05 m/s. A small nuclei is placed at the center of the bottom where T0 = 1820 K

at the beginning, thus the solidification proceeds from the bottom to the top.

In Fig. 3.5, the solute contents of Fe in the two binary models are calculated

by the same approach as discussed in Section.3.4.1. The segregation of Fe in the

liquid phase is predicted by the three models, while the extent of this segregation

is different in the three models. The segregation of Fe from the BM I model tends

to be weaker, which corresponds to a lighter red in liquid phase and lighter blue in

solid phase. The trend of underestimating the segregation of Fe in BM I agrees with
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the isothermal solidification, as illustrated in Fig. 3.3 (d). As for dendrite geometry,

a similar dendritic growth is simulated by the three models, where multiple parallel

primary dendrites with abundant side branches form during the simulations. Further,

the dendrite tip is almost at the same height at the same solidification time, and a

further analysis of the tip velocity is given in Fig. 3.6.

Figure 3.5: A comparison of concentration profiles of Fe during directional
solidification of Ti-185 alloy from (a) BM I, (b) BM II and (c) MC, at the same

time t =1.56 ms

Fig. 3.6 shows a variation in dendrite tip velocity as a function of solidification

time. As can be seen, there is an excellent agreement between the three models.

During the simulations, the tip velocity starts from a small value and continuously

increases to a value which is larger than the pulling velocity vp, then it drops to
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the vp and oscillates around it. The variation in tip velocity vtip is related to the tip

temperatures or tip undercoolings. The nuclei is initially placed on a low undercooled

region, and the dendrite grows slowly compared to the pulling velocity vp. Thus, the

tip temperature will decrease and the tip will grow faster and faster. Finally, the

dendrite tip finds a temperature where it can grow at the preset pulling velocity vp,

and steady-state dendrite growth is reached.

Figure 3.6: Variations of dendritic tip velocity as a function of time from three PF
models

Fig. 3.7 shows a comprehensive comparison between the PF simulations and other

analytical analysis. In Fig. 3.7, the variation in solid volume fraction simulated by

PF models with height is shown. The three black lines in Fig. 3.7 represent the

results from the BM I(dashed line), BM II (dotted line) and MC (solid line). These

plots were made following a two-step procedure. First, a line average method which

applies only on the width of the simulation domains is adopted on the volume of

the solid phase, and the resulted plots can be interpreted as the 1-D distribution of
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solid fraction along the height direction. Then, the three black lines in Fig. 3.7 are

obtained by applying a centered moving average to the former plots. As can be seen,

there is a non-monotonic decrease in solid fraction from the bottom of the domain

to the dendrite tip. The phase field results are not smooth lines, because abundant

side branches form during the simulation as shown in Fig. 3.5. While the three PF

models show a good agreement in the whole domain, there are still minor differences.

The MC model predicts a higher dendrite tip positions when compared to the two

binary models, which may result from different capillary lengths adopted. Another

explanation could be the additional degrees of freedom available in multi-component

system, which results from multiple possible tie lines at one single temperature. The

BM I model tends to predict a smaller solid fraction near the bottom part of the

domain, while the BM II and MC model show an excellent agreement. Considering

the same grand potential derivation approach in BM II and MC, and nearly the same

thermodynamic phase equilibrium is utilized in the PF simulations, it is reasonable

to reach such an agreement.

Also shown in Fig. 3.7 is the analytical calculated solid fraction given by equi-

librium solidification and Scheil calculations. The equilibrium solidification curve

is drawn based on a series of single equilibrium calculations using the commercial

software Thermo-Calc. The Scheil simulation is also completed on Thermo-Calc

using the classic Scheil model. Because of the infinity solute diffusion assumption

(DL = DS = ∞) in the equilibrium solidification scenario, it is reasonable that the

equilibrium solidification predicts the highest solid fraction in the whole domain. The

Scheil simulation predicts a similar curve shapes as the PF simulations, but the Scheil

simulations predict a higher position of the mushy zone-liquid boundary. There are
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several reasons for the different mushy-liquid boundary. First, the Scheil simulation

is designed for 1-D solidification, and thus curvature effects are not considered [1]. To

include the curvature effect in the Scheil simulation, a green line is added to Fig. 3.7,

where the tip radius in MC model is used for the curvature modification. Second, in

the Scheil simulation, an assumption of infinity fast solute diffusion in liquid phase

(DL = ∞) is assumed, which cannot account for the diffusion-controlled solidifi-

cation kinetics [28]. Third, the solute composition in the PF models may exceed

the bulk composition, as the solute is continuously transported by diffusion through

mushy zone towards the dendrite tip, which also delays the solidification [28]. Finally,

some extent of undercooling is needed to maintain a preset solidification velocity in

a steady-state directional solidification simulation.

Figure 3.7: A comparison of solid fraction simulated by the three PF models and
Scheil simulation as a function of height, or temperature (Considering the fixed

temperature gradient in height direction)
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3.4.2.2 Influence of thermal conditions on microstructure

The PF models are widely used to predict the influence of process parameters on mi-

crostructure in directional solidification or additive manufacturing processes [7, 20].

The influence of solidification rate on microstructure is explored in this section.

Fig. 3.8 shows a snapshot of the 2-D PF simulations of Ti-185 directional solidifi-

cation under different solidification rates. In these simulations, four different pulling

velocities vp, are applied (25, 50, 75 and 100 mm/s), all under the same temperature

gradient G = 2 × 106 K/m, for BM I, BM II, and MC. The results from BM I are

shown in Fig. 3.8 for all four values of vp. By making these plots at different solidifi-

cation times (3.40, 1.70, 1.13 and 0.85 ms) the images all show the microstructure at

the same temperature profile. As can be seen, as the pulling velocity increases from

the Fig. 3.8 (a) to (d), the dendrite tip height decreases. Additionally, there also

tends to be more primary and secondary dendrites with increasing pulling velocity.

Figure 3.8: Columnar grain structure simulated from the BM I for pulling velocity
is (a) 25 mm/s, (b) 50 mm/s,(c) 75 mm/s and (d) 100 mm/s (Same temperature

profile)
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The decreasing of dendrite tip height in Fig. 3.8 can also be interpreted as de-

creasing in tip temperature or increasing in tip undercooling, considering the same

temperature profile. As was shown in Fig. 3.6, the dendrite tip velocity will be the

same as the preset solidification rate at steady state, which means the tip tempera-

ture will become a constant. The tip temperature as a function of pulling velocity is

shown in Fig. 3.9. As can be seen, the MC model predicts a higher tip temperature

especially at lower pulling velocities. A good agreement in tip temperature is seen

between the two binary PF models, BM I and BM II. The tip temperatures decreased

from about 1820K to about 1787K as the pulling velocity increased from 10 mm/s to

100 mm/s. The Green functions and former PF models found that the dendrite tip

velocity is only a function of undercooling at steady-state [4, 6, 27]. The differing tip

temperature in the MC model simulations may result from two reasons. First, the de-

viation of phase equilibrium prediction between the three models, which results from

the application of linear equations to introduce the temperature dependence on phase

equilibrium calculation. In section 2.4.2.2, it has been shown that there are some de-

viations of equilibrium solute concentration predictions between the MC model and

Thermo-Calc, and there are also deviations between BM models and Thermo-Calc as

a pseudo-binary simplification is used. Second, the availability of multiple tie lines in

MC model, which means that the solid/liquid interface near the dendrite tips region

may have more than one phase equilibrium status options, which also decreases the

steady-state tip undercooling for the MC model. However, note that there is no more

evidence to show which reason is the dominant one; a further quantifying analysis

would be needed to give more supporting evidence.

In this research, we found that the tip temperature or tip undercooling will also
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become a constant at a fixed preset pulling velocity, and the dendrite tip temperature

will decrease as the pulling velocity increases. In other words, a higher undercooling

is needed to maintain a high pulling velocity in the dendrite tip. The results also

provide a further explanation of the dendrite tip height difference in Fig. 3.7 between

Scheil and PF simulations, as the pulling velocity is not considered in Scheil models.

It is reasonable to deduce that the height difference of liquid-mushy zone boundary

in Fig. 3.7 will become smaller and smaller as the pulling velocity decreases.

Figure 3.9: Variation of dendrite tip temperature at steady state with pulling
velocity

The Secondary Dendrite Arming Spacing (SDAS) is a important parameter that

characterize the microstructure of alloys, which largely influence the solute segregation

and mechanical properties of alloys. The prediction of SDAS has also been used as

a common approach to validate numerical solidification models [7, 20, 29]. There

have also been analytical models that aim to predict the SDAS based on the thermal

condition and other material properties[29, 30, 31, 32]), and they all predict that the
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SDAS decreases as the solidification rate increase. We also run several simulations via

the three PF modles to explore the influence of solidification rate on microstructure.

Figure 3.10: Variation of Secondary Dendrite Arming Spacing with cooling rate
from the three PF models

Fig. 3.10 examines the influence of cooling rate on SDAS. The cooling rate Cr can

be calculated by Cr = G× vp. As can be seen, both SDAS is predicted to decrease as

the cooling rate increases from the three PF models, which agrees with the analytical

predictions. It could also be found in Fig. 3.10 that the SDAS predicted by the

MC model is smaller when compared with the binary models, which means more

secondary arms are forming in the MC model. This could also result from the extra

freedom in phase equilibrium or tie line selection provided by the multi-component

systems that cannot be accounted for in binary models.
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3.5 Conclusion

Benchmarking analysis has attracted the interest of the phase field community. To

date, a benchmark analysis of different models with respect to the solidification of

multi-component alloys has not yet been carried out. Pseudo-binary models and

multi-component models are the two common approaches to simulate the solidification

of multi-component alloys. In this study, two binary phase field models and one

multi-component phase field model were implemented to simulate the same process,

the isothermal and directional solidification of a quaternary Ti-alloy. The findings

are as follows:

1. In the isothermal solidification, the three models show a good agreement on

dendrite morphology simulations. However, the BM I models cannot predict

the differing solute segregation extent of each components, while the BM II and

MC models show an excellent agreement on solute redistribution predictions.

2. As for the directional solidification, a steady-state dendrite growth can be simu-

lated by all three models, with the calculated dendrite tip growth velocity shows

an excellent agreement.

3. The simulated solid fraction from all three PF models show a lagging growth

phenomenon when compared with Scheil simulation, which is a result of the

applied high solid-liquid interface pulling velocity.

4. The secondary dendrite arming spacing shows decreasing values with increasing

cooling rate. This agrees with the analytical predictions. More side branches

and secondary dendrite arms tended to form in MC models.
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5. More side branches and secondary arms tend to form in the MC models when

compared with the two pseudo-binary models, which may highlight the impor-

tance of MC model in providing more potential tie-lines. A quantifying analysis

will be proceeded on this in our future work.
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Abstract:

A recently-developed [1] multi-component phase field model has been utilized to

investigate microstructure evolution during in-situ alloying of a blended elemental

Ti-1Al-8V-5Fe alloy powder via the Laser Powder Bed Fusion process. The process

of in-situ alloying, where elemental powder is used instead of pre-alloyed powder,

was studied by performing two simulations having: (1) a uniform initial composition,

and (2) a spatially varying initial composition to represent different powder parti-

cles. Specifically, the grain morphology, solute distribution, competitive growth and

nucleation under the two different scenarios were simulated and compared. To assist

the microstructure simulations, a macro-scale finite element model was developed to

simulate the heat transfer during LPBF process. The thermal history data calculated

by the finite element model was provided to the phase field model in order to simulate

transient dendritic growth behaviour. The results show that a set of evenly-spaced

columnar dendrites form in the uniform initial composition case, whereas when the

initial composition is spatially varying, non-uniform dendrites having elongated shape

can develop. It is also shown that competitive growth between dendrites is influenced

by nucleation. For the spatially varying initial composition case, the results indicate
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that full alloying is difficult to achieve during the LPBF printing process; this incom-

plete alloying greatly influences the dendrite morphology and solute distribution.
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4.1 Introduction

Additive Manufacturing (AM), which directly fabricates parts via layer-by-layer print-

ing methods, has become a popular alternative to conventional subtractive manufac-

turing processes over the last 30 years [2, 3]. The major advantage of AM is that,

after the AM process, only minimal post-processing machining is needed. This opens

up significant possibilities in non-traditional markets for materials with poor machin-

ability, e.g. β-Ti alloys [4].

β-Ti alloys are a class of Ti alloys where the predominant phase is β. This mi-

crostructure results in higher specific strength while still offering acceptable toughness

and good fatigue resistance as compared to other Ti alloys [5]. However, β alloy pos-

sesses a number of significant limitations. First, due to the addition of Mo and Cr

as β stabilizers, they are expensive. Second, because of their poor machinability, β

alloys can be difficult to fabricate via conventional machining processes. To resolve

these issues, Azizi et al. [3] proposed to utilize a low cost Fe-containing β alloy, Ti-

1Al-8V-5Fe (wt %) alloy, and a Laser Powder Bed Fusion (LPBF) in-situ alloying

process, to make β-Ti components. Although the Ti-185 alloy was patented more

than fifty years ago, the strong segregation tendency of Fe, and the resulting forma-

tion of brittle phases during casting [3] made this alloy not commercially feasible via

conventionally processing. However, with the advancement of AM technologies, the

utility of this alloy is being reassessed.

Laser Powder Bed Fusion (LPBF) is one of the most common metal AM processes

as it offers high dimensional accuracy on small and medium size components. During

LPBF, the molten pool undergoes rapid cooling whereby the cooling rates reaches
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values on the order of 105 − 106 K/s, resulting in the formation of novel microstruc-

tures [6]. Traditionally, pre-alloyed powders have been used in LPBF, however, these

can be costly especially for alloy development purposes.

Blended elemental powder are an alternative to pre-alloyed powders. This tech-

nique utilizes pure elemental powders as a substitute for prealloyed powders (e.g. Ti,

Al and V powders instead of Ti-6Al-4V powders when building Ti-64 parts), and thus

the alloying process occurs during the melting and subsequent reheating phase. Azizi

et al. [3] built a Ti-1Al-8V-5Fe sample via LPBF of blended elemental powder of Ti,

Al-V, and Fe, achieving in-situ alloying. Their Ti-185 sample showed the development

of a fine microstructure, a remarkable combination of strength and plasticity, as well

as homogeneity in alloy concentration. Ahmed et al. [7] performed a further investi-

gation on the in-situ alloying process of Ti-185 using synchrotron X-ray diffraction.

They found that the laser melting resulted in only partial alloying (i.e. alloyed and

unmixed regions coexist), with the full alloying being achieved only during subsequent

reheating cycles. However, it remains unclear how the alloying process proceeds and

how the microstructure evolves during LPBF of blended elemental powders.

Over the last 30 years, the Phase Field (PF) method has become a popular ap-

proach to study the solidification process during conventional casting and emerging

AM processes. In PF, a phase field ϕ is used to represent the liquid (ϕ = −1) and

solid (ϕ = 1) phases, while a continuous function between −1 < ϕ < 1 represents

the mushy zone. The phase field will evolve along the direction of local free en-

ergy minimization, and thus the computational expense of interface tracking is not

needed. Owing to the advantages of the PF method, it would seem perfectly suited

to studying in-situ alloying during LPBF of blended elemental powders. Sahoo et
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al. [8] simulated microstructure evolution during electron beam AM processing of

pre-alloyed Ti-64 powder in order to establish a relation between process parameters

and grain size. However, nucleation was not considered in their model, and the multi-

component system was simplified to a pseudo-binary alloy. Lenart et al. [9] simulated

the Columnar to Equiaxed Transition (CET) of a pre-alloyed Ni-based superalloy

during Directional Solidification, in order to study the influence of temperature gra-

dient and solidification rate on the CET. Once again, a pseudo-binary assumption

was applied.

While PF modelling using the pseudo binary approach improves the computa-

tional efficiency, and has been shown to simulate closely experimentally-produced

microstructures, a homogeneous solute distribution is a necessary initial condition.

Thus, it cannot be used to simulate in-situ alloying during LPBF of blended elemental

powders. Multi-component PF models are highly accurate but computationally inef-

ficient because they need to calculate the phase equilibrium of the multi-component

system. Sun et al. [10] solved this problem for the case of dendritic growth of the Ti-64

alloy by considering multiple binary systems, specifically Ti-Al and Ti-V, each with

their own partition coefficient k. However, the interaction between solutes was not

considered and thus a true interfacial equilibrium was not achieved. Kundin et al. [11]

adopted another multi-component PF model to simulate the rapid solidification pro-

cesses. In their work the phase equilibrium was calculated at one concentration point,

however the co-existence of multiple tie lines was ignored. Eiken et al. [12] improved

the phase equilibrium prediction accuracy utilizing the quasi-equlibrium approach but

at the cost of low computational efficiency since the quasi-equilibrium calculation was

carried out at every node point and for each time step of the model [13]. Recently,
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Li et al.[1] proposed a new convex-hull based method to calculate the phase equilib-

rium of multi-component systems, and combined this with the grand potential PF

model developed by Provatas [14] as well as a a dynamic adaptive mesh refinement

method by Greenwood [15]. This combination of methods was shown to achieve a

great combination of prediction accuracy and computational efficiency.

The other challenge when modelling microstructure development during LPBF

via the PF method is the need to obtain the thermal history. While it is possible to

simulate heat and mass transfer simultaneously within PF models, this is computa-

tionally expensive. Moreover, it is unnecessary since heat transfers much faster than

mass [16, 17]. Simulating the thermal problem via finite element analysis (FEA) and

then imposing the temperature history on the PF domain is a well-utilized substitu-

tion that provides computational efficiencies while still maintaining high accuracy in

temperature evolution predictions [8, 14, 18]. Sahoo et al. [8] explored the relation

between electron beam scanning speed and primary dendrite arming spacing during a

Ti-64 alloy electron beam AM using this approach. However, the thermal conditions

in the AM process were simplified to a directional solidification case where a single

solidification rate was defined in their model. Thus, the complex transient thermal

gradients and solidification rates that are known to occur during AM processing were

ignored. Xiao et al. [18] overcome this issue by dividing the domain into different

simulations to represent different regions within the molten pool. While more de-

tailed knowledge of thermal gradients and solidification rates were obtained for the

PF simulations, a Directional Solidification condition was still defined in each region

and thus a panoramic picture of the whole molten pool was not obtained.
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In the present study, a multi-component PF model is used to simulate microstruc-

ture development and in-situ alloying during LPBF of the Ti-185 alloy in blended

elemental form. In-situ alloying is simulated by designing spatially varying initial

composition fields to represent the elemental powders. Solidification of the same al-

loy but within a uniform initial concentration field, to represent pre-alloyed powder, is

also simulated as a reference state. Finally, as input to the PF models, a finite element

model is developed to simulate the transient heat transfer occurring during LPBF.

These simulations are used to investigate grain morphology, solute distribution, and

nucleation, and well as dendrite growth competition.

4.2 Numerical Methods

4.2.1 Phase Field Simulations

The multi-component PF model implemented in the present study was proposed by

Provatas et al. [1, 14, 15, 19]. The formulation of this model begins with a quadratic

description of the free energy of the solid and liquid phases,

F θ (c1, c2, ...cn − 1) =
1

2

n−1∑
i=1

n−1∑
j=1

Aθ
ij

(
ci − c̄θi

) (
cj − c̄θj

)
+

n−1∑
j=1

Bθ
j

(
cj − c̄θj

)
+Dθ, (4.1)

where F θ represents the free energy of phase θ, ci and cj are the concentration of

component i and j, Aθ
ij, c̄θi , Bθ

j and Dθ are fitting parameters. To get the fit-

ting parameters, a data set {c1, c2, ..., cj−1, F} that contains a massive number of

concentration-free energy data points is extracted from a thermodynamic database
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(e.g. Thermo-Calc), and then fit via a least square method. The fitting parameters

will also be used in the phase field equations.

The evolution of the order parameter ϕ and chemical potential µ are expressed

based on the free energy relaxation principle,

τ(n⃗)
∂ϕ

∂t
= Wϕ(n⃗)

2∇2ϕ+ ϕ− ϕ3 − (1− ϕ2)2

(
(I − [K])T

2
U⃗ + n̂c

)T

[λ]U⃗ , (4.2)

and

[χ]
∂µ⃗

∂t
= ∇

[
[M ]∇µ⃗+Wa (ϕ) |∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t

∇ϕ

|∇ϕ|

]
+

1

2
|∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t
, (4.3)

where µ⃗ is a vector representing the chemical potentials of each solute component

µi, I is the identity matrix, n⃗ ≡ ∇⃗ϕ

|∇⃗ϕ|
is the normal direction to the interface, as(n⃗)

represents the 2D four-fold anisotropy, Wϕ(n⃗) = W0as(n⃗) sets the interface width [16],

and

[
χθ
]−1

ij
= Aθ

ij, (4.4)

U⃗ =

[
χL
]

|∆c⃗eq|
(µ⃗− µ⃗eq) , (4.5)

∆c⃗eq = c⃗Leq − c⃗Seq, (4.6)
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n̂c =
∆c⃗eq
|∆c⃗eq|

, (4.7)

[K] =
[
χL
]−1 [

χS
]
, (4.8)

[λ] = λo
|∆c⃗eq|2

|∆c⃗eq,i|2
[χL]−1χL

ii, (4.9)

d0,i =
2σSL

|∆c⃗eq,i|2
χii (4.10)

λo =
a1W0

d0,i
(4.11)

[χ] =
[
χL
]
{I − (I − [K])h (ϕ)}, (4.12)

[M ] = q (ϕ)
[
DS
] [
χS
]
+ (1− q (ϕ))

[
DL
] [
χL
]
. (4.13)

Note that in this set of equations, h (ϕ) and q (ϕ) are the interpolation equations

commonly used in PF models, d0,i is the capillary length of the ith component, λo is

the coupling coefficient [20], a1 = 0.8839 is a constant, σSL is the solid-liquid interface

energy,
[
Dθ
]
is the diffusion coefficient matrix that is related to the physical properties

of the alloy system, matrices [K] and
[
χθ
]
are related to the free energy surface given

in Eq. 4.1, and µeq,i, c
L
eq,i and c⃗Seq,i represent the equilibrium chemical potential and

the equilibrium concentration of the ith component in the liquid and solid phases.
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The last three terms, µ⃗eq, c⃗
L
eq and cSeq all vary as a function of local temperature T ;

please refer [1] for the calculation methodology. Finally, the term as(n⃗) is calculated

as

as(n⃗) = 1 + ϵ4cos4(θ + θ0), (4.14)

where ϵ4 is a material parameter characterizing the anisotropy strength, θ is the angle

between the interface normal and pulling direction, and θ0 is the misorientation angle

between the preferred crystalline orientation and the global coordinate system [21].

In addition to the model described in [1], the model used in this study uses a

nucleation module to take into account the formation of equiaxed grains. Assuming

no solid grain movement, the nucleation probability Pn within an area ∆S = ∆x∆y

at a given time range ∆t is calculated by [9, 22, 23]

Pn = −2µN(∆T )
∂T

∂t
(1− fs)∆S∆t (4.15)

where µN = 5 × 105 m−2K−2 [23] is the nucleation possibility parameter, ∆T is the

local undercooling, ∂T/∂t is the cooling rate and (1-fs) is the local liquid fraction.

Eq. 4.15 is an empirical equation first developed in late 1990s by Nastac et

al. [23, 24] for simulating nucleation phenomena within a stochastic model. More re-

cently, this approach was applied to PF models to simulate the columnar to equiaxed

transition [9, 22]. During the simulation, the nucleation module is applied is follows.

First, Eq. 4.15 is applied at each nodal point, after every 100 time steps assuming

that fs = (1 + ϕ)/2, and that the value of ∆x is the local grid spacing, and that

the value of ∆t is the actual time between two consecutive nucleation check stages.

During this ”nucleation check stage”, a random number between 0 and 1 is generated
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at each nodal point, and compared with the value of Pn calculated at that point.

Nucleation occurs if Pn is larger than that of the random number.

4.2.2 Finite Element Thermal Analysis

The temperature evolution during LPBF of the Ti-185 alloy is simulated via the

commercial ABAQUS software package. The model geometry includes one layer of

deposited blended elemental powder on top of a substrate of uniform Ti-185. This ap-

proach was taken for computational efficient to approximate the steady-state printing

of Ti-185. The dimensions of the substrate and deposited layer are: 3 mm × 1 mm

× 1.06 mm and 3 mm × 1 mm × 0.06 mm, respectively. Heat transfer is assumed to

be conduction-only, i.e.

ρcp
∂T (X, Y, Z, t)

∂t
= −∇ · q⃗(X, Y, Z, t) +Q(X, Y, Z, t) (4.16)

where ρ is the density, cp represents the specific heat capacity under constant pressure

and T is the local temperature. Additionally, q⃗ = −k(T )∇T is the heat flux that

results from the temperature gradient, which reprensents the heat conduction, k(T )

is the temperature dependent heat conductivity of the material, and Q represents

other heat sources, which includes heat input from lasers and release of latent heat

in this model.

In the present FEA model, the heat input from the laser beam is simulated by a

Gaussian distributed moving heat source, written as [25]

Q(x, y) =
2λP

πr20
exp{−2[(x− x0)

2 + (y − y0)
2]

r20
} (4.17)
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where λ is the absorptivity of the material, P is the laser power, r0 is the laser

radius and (x0, y0) is the position of the laser center that varies with time according

to the laser scanning speed, v. Convection and radiation are not considered. The

preheat temperature, T0 is used as the initial condition. Finally, the FEA domain is

meshed with cuboid elements, 20×20×100 µm and 20×20×15 µm respectively in the

substrate and the deposited layer.

4.2.3 Numerical Implementation of the PF, FEA, and Nu-

cleation Modules

Fig. 4.1 shows a flowchart of the integration of the PF, FEA, and Nucleation modules.

First, the FEA simulation is run to acquire the thermal history during LPBF process-

ing. Second, the model parameters for the PF simulation are determined. Specifically,

(1) the multi-component phase equilibrium is predicted using the method presented

in [1] and (2) the capillary length of the material d0 is calculated by calculating the

d0,i for each component via Eq. 4.10 (Note - the reference component is chosen to be

the one with the smallest capillary length). Third, the PF model is advanced from

one time-step to the next. At each time-step the temperature values from the FEA

simulation are linearly interpolated to the nodal points on the PF mesh.

The relevant PF simulation parameters are listed in Table 4.1, while the relevant

processing parameters for the thermal simulation are listed in Table 4.2. Given the

high thermal gradient found in LPBF, the PF simulation contains a large number of

nodes in order to reveal the fine microstructure details; the domain size, 280 µm ×

70 µm was determined from the thermal simulation as discussed in Section 3. Note

that the domain size and interface widths for the prealloyed powders and elemental
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Figure 4.1: Flowchart showing the numerical implementation of the PF, FEA, and
Nucleation Modules to simulate the LPBF process.
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powders were assumed to be the same. The thermodynamic free energy data of

the Ti-alloy was extracted from the Thermo-CalcTM TCTI 2 database. It should be

noted that there are several assumptions with this model that must be acknowledged.

Specifically, these assumptions include: (1) the local composition was only affected by

diffusion without the consideration of convection in the melt pool; (2) the movement

of the elemental powders and the new nucleated equiaxed grains were not considered;

(3) only two stable phases exist throughout the simulation temperature range.

Table 4.1: Simulation parameters used in the phase field simulations [8][10]

PF parameters Value

σSL (J/m2) 0.046
ϵ4 0.05

DL (m2/s) 9.5E-9
DS (m2/s) 5.0E-13

W (×10−9m) 14.2
λo 11.76

grid points 6144×24576
domain size(µm) 70×280
Mesh spacing (dx) 0.8

Table 4.2: Process parameters of LPBF-Ti185 alloy used in the finite element
analysis [3]

Laser power P 370 W
Scanning speed v 1035 mm/s
Laser spot size r0 0.06 mm

Preheat temperature T0 80 ◦C
Absorptivity λ 0.5
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4.3 Results and discussions

4.3.1 Finite Element Analysis

The simulated temperature profile and molten pool geometry in XoY (top surface)

and XoZ (side surface) planes are depicted in Fig. 4.2. These results show that the

molten pool depth reaches about 70 µm, which exceeds the powder layer thickness

and means that the substrate is also partially melted, thus a great connection between

the newly deposited layer and prior layer (the substrate in this case) is expected.

Figure 4.2: Contour plot and XoY and XoZ views of the temperature profile and
molten pool geometry from the heat transfer finite element analysis

4.3.2 Initial condition for the Phase field models

Using the FEA results shown in Fig. 4.2 as a guide, a domain of 70 µm × 280 µm

was utilized for the PF simulation. This was chosen to match the depth of the melt

pool, while being four time larger in the direction of laser travel in order to simulate

relevant phenomena. Fig. 4.3 provides (a) a schematic of the FEA temperature field

applied to the PF domain, as well as (b) the corresponding uniform concentration
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map for the Ti-185 alloy to simulate the pre-alloyed condition, and (c) the spatially

varying concentration map with particles of Ti (dark green), Al-V (light green), and

Fe (yellow) to simulate the blended-alloy condition within a background of Ti-185

uniform composition. The number and radius of the Ti, Al-V and Fe powders were

calculated based on their volume fraction.

Figure 4.3: The initial condition for the phase field simulations, including (a) a
snapshot of the temperature profile and domain geometries, (b) the uniform
concentration map with initial microstructure, and (c) the spatially varying

concentration map with a background of Ti-185.

As can be see in Fig. 4.3(a), the liquidus line at T = 1848 K is nearly parallel to the

direction of laser beam travel with some incline angles with decreasing temperature.

Analysis of the thermal data showed a temperature gradient along the Z direction Gz
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of about 1.4×107 K/m, and a temperature gradient along the X direction Gx of about

4.2×106 K/m. Referring now to Fig. 4.3(b), the initial microstructure is shown, with

random crystal orientations placed at the bottom of the domain in the region of lowest

temperature given by Fig. 4.3(a). Specifically, three different crystal orientations were

imposed, ϕ1 = 0, ϕ2 = π/12 and ϕ3 = π/6, with respect to [001] direction. Fig. 4.3(c)

shows the initial locations of the Ti, Al-V and Fe powders; the number and radius of

the Ti, Al-V and Fe powders seen in the image were calculated based on their volume

fraction. Note that the background phase was assumed to be Ti-185 and not pure Ti.

This was done as a result of numerical limitations and real mass transfer condition. As

the laser begins to scan over the blended elemental powders, the melting and alloying

of different elemental powders has been initiated, thus a Ti-185 background at the

beginning of solidification is a reasonable assumption. Additionally, the mesh spacing

and time scale of the PF model is determined according to the thermodynamic data

of Ti-185 alloy; carrying out the simulation with a background of pure Ti would result

in significant numerical instabilities.

4.3.3 Phase field simulation during LPBF using pre-alloyed

powders

The evolution of microstructure during LPBF in the pre-alloyed Ti-185 case is shown

in Fig. 4.4. A differing solute redistribution phenomena is predicted by the PF model

for the different solute components. Al (Fig. 4.4a) is enriched in the solid phase, while

Fe (Fig. 4.4b)and V (Fig. 4.4c) are segregated in the liquid phase with a more evident

segregation is predicted for Fe, which is consistent with thermodynamic predictions

[1]. Furthermore, a fine columnar dendrite structure is seen, with competitive growth
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between dendrites of different orientation.

Figure 4.4: A snapshot at t = 0.65 ms of the concentration profile of Al, V and Fe
during using pre-alloyed powder in laser powder bed fusion process

The simulation showed a strong [001] direction solidification texture, which is

consistent with previous observations reported in the literature [2]. As shown in

Fig. 4.4, the grains with their preferred grain growth direction aligned with the build

(vertical) direction have a growth advantage, and are able to block growth of the

adjacent grains. This growth advantage is well known, and is a result of the fact that

for ”inclined grains”, a higher dendrite tip velocity and tip undercooling is needed

when compared with the ”vertical grains” to catch up to the pulling velocity [26].

This ultimately results in blockage by primary or even secondary dendrite arms of
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grains oriented in the build direction.

The PF simulation also shows several nucleation phenomena that may also influ-

ence the competitive growth process. Specifically, nucleation only occurred on the top

of ”inclined grains”, and not the ”vertical grains”. This difference results from the

difference in local undercooling between the two. As a high undercooling is needed to

initiate the nucleation during the LPBF process, undercooling on the top of ”inclined

grains” tips is greater as compared with the ”vertical grains”. The new nucleated

grains also block the growth of the ”inclined grains”, resulting in a further growth

advantage of the ”vertical grains”.

4.3.4 Phase field simulation during LPBF using elemental

powders

The evolution of microstructure during LPBF in the blended elemental Ti-185 case

is shown in Fig. 4.5.

When using blended elemental powders, a significantly different microstructure

evolution process is observed as compared to the case with pre-alloyed powders.

First, the solute distribution is significantly altered due to the presence of elemental

powders. Due to diffusion, these regions are centered at the initial locations of the

elemental powders but are much larger in size. The highest solute concentrations are

8%, 65% and 50% for Al, V and Fe, respectively and reduce the further away from

the powder centers. Dendrite growth begins far away from these solute rich regions

and initially, the growth behavior is similar to that seen in the pre-alloyed powder

case. However, once the dendrite tip reaches the regions of high solute concentra-

tion, further growth is inhibited. Dendrite growth is completely impeded by the local
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Figure 4.5: A snapshot at t = 0.45 ms of the concentration profile of Al, V and Fe
during LPBF using pre-alloyed powders.
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enrichment of Fe, and significantly slowed by local enrichment of Al and V.

The influence of solute enrichment on columnar dendrite growth can be explained

from both thermodynamic and kinetic aspects. First, the enrichment of Fe and V

would cause a decrease to the local liquidus and solidus according to the phase dia-

gram. For a given temperature, this effectively decreases the undercooling and thereby

reduces the driving force for dendrite growth. Second, Fe and V segregate into the

liquid during solidification. However, local enrichment of Fe and V decreases the con-

centration gradient of these solutes, decreasing the diffusion rate of these elements.

This increases the time taken for solute diffusion at the solid/liquid interface.

4.4 Conclusions

This study has examined how microstructure develops during LPBF of Ti-185 β

titanium alloy. Using a multi-component PF model integrated with finite element

thermal analysis and a model for grain nucleation, a comparison between pre-alloyed

powder and a blended elemental powder has been made. The findings are as follows:

1. The PF simulation during LPBF of Ti-185 using pre-alloyed powders shows

a columnar dendrite growth: Fe and V segregate to the liquid phase while

Al segregates to the solid. The grain with crystal orientation aligned to the

build direction shows a considerable growth advantage. Nucleation is observed

to occur above the ”inclined grains”, which blocks their growth of inclined

dendrites.

2. The PF simulation during LPBF of Ti-185 using elemental powders shows that
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regions enriched in Fe significantly impede dendrite growth, while regions en-

riched in Al and V also slow the dendrite growth. This results in complete

alloying not being achieved during a single layer deposition process, but, as

shown experimentally by [7], requiring subsequent reheating cycles.

4.5 Acknowledgement

ZL and AP acknowledge the funding provided by the Natural Sciences and Engi-

neering Council of Canada in support of this research. MG acknowledges funding

provided the Natural Resources Canada’s Office of Energy Research and Develop-

ment (OERD).

References

[1] Z. Li, M. Greenwood, and A. Phillion, “Fast prediction of phase equilibrium at

varying temperatures for use in multi-component phase field models,” Compu-

tational Materials Science, vol. 206, p. 111251, 2022.

[2] J. Li, X. Zhou, M. Brochu, N. Provatas, and Y. F. Zhao, “Solidification mi-

crostructure simulation of ti-6al-4v in metal additive manufacturing: A review,”

Additive Manufacturing, vol. 31, p. 100989, 2020.

[3] H. Azizi, H. Zurob, B. Bose, S. R. Ghiaasiaan, X. Wang, S. Coulson, V. Duz,

and A. Phillion, “Additive manufacturing of a novel ti-al-v-fe alloy using selective

laser melting,” Additive Manufacturing, vol. 21, pp. 529–535, 2018.

[4] A. Machado and J. Wallbank, “Machining of titanium and its alloys—a review,”

118



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

Proceedings of the Institution of Mechanical Engineers, Part B: Journal of En-

gineering Manufacture, vol. 204, no. 1, pp. 53–60, 1990.

[5] C. Ng, M. Bermingham, and M. Dargusch, “Controlling grain size, morphology

and texture in additively manufactured β-titanium alloy with super transus hot

isostatic pressing,” Additive Manufacturing, vol. 59, p. 103176, 2022.

[6] Y. Liu, L. Xu, and C. Qiu, “Development of an additively manufactured

metastable beta titanium alloy with a fully equiaxed grain structure and ul-

trahigh yield strength,” Additive Manufacturing, vol. 60, p. 103208, 2022.

[7] F. F. Ahmed, S. J. Clark, C. L. A. Leung, L. Stanger, J. Willmott, S. Marussi,

V. Honkimaki, N. Haynes, H. S. Zurob, P. D. Lee, et al., “Achieving homogeneity

in a high-fe β-ti alloy laser-printed from blended elemental powders,” Materials

& Design, vol. 210, p. 110072, 2021.

[8] S. Sahoo and K. Chou, “Phase-field simulation of microstructure evolution of

ti–6al–4v in electron beam additive manufacturing process,” Additive manufac-

turing, vol. 9, pp. 14–24, 2016.

[9] R. Lenart and M. Eshraghi, “Modeling columnar to equiaxed transition in di-

rectional solidification of inconel 718 alloy,” Computational Materials Science,

vol. 172, p. 109374, 2020.

[10] W. Sun, R. Yan, Y. Zhang, H. Dong, and T. Jing, “Gpu-accelerated three-

dimensional large-scale simulation of dendrite growth for ti6al4v alloy based on

multi-component phase-field model,” Computational Materials Science, vol. 160,

pp. 149–158, 2019.

119



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

[11] J. Kundin, L. Mushongera, and H. Emmerich, “Phase-field modeling of mi-

crostructure formation during rapid solidification in inconel 718 superalloy,” Acta

Materialia, vol. 95, pp. 343–356, 2015.

[12] J. Eiken, M. Apel, S.-M. Liang, and R. Schmid-Fetzer, “Impact of p and sr

on solidification sequence and morphology of hypoeutectic al–si alloys: Com-

bined thermodynamic computation and phase-field simulation,” Acta Materialia,

vol. 98, pp. 152–163, 2015.
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Abstract:

Wire arc additive manufacturing (WAAM) exhibits significant potential for fabri-

cating β-Ti alloys; however, the control of grain morphology poses a major challenge.

In this study, we address this gap by employing a recently developed multi-component

phase field model to study process-microstructure relations. We utilize this model to

construct a solidification process map for a Ti-1Al-8V-5Fe (wt%) alloy and specifi-

cally to identify the conditions whereby columnar and equiaxed grain morphologies

develop i.e. the Columnar-to-Equiaxed Transition. The solidification process map is

established through a series of PF simulations conducted under constant temperature

gradient and solidification rate conditions. Then, we use the map to understand the

WAAM processing conditions under which columnar and equiaxed grains will form,

and, crucially how different microstructure form as a function of build height. The

model results from one set of processing conditions are validated against the results

from a 10-layer Ti-185 thin wall built using WAAM. The model predicts that the

CET occurred at the top of the Ti-185 thin wall, which agrees well with the exper-

imental results, where the dominated microstructure transitions from an elongated

columnar grains at the bottom to the equiaxed grains at the top as the solidification
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proceed during the last layer deposition. The solidification process map, together

with its validation via WAAM processing, demonstrate the use of multi-component

phase field models to help improve microstructure during additive manufacturing of

complex alloys.

Keyword: Wire arc additive manufacturing, Solidification process map, Columnar

to equiaxed transition, Phase field model, Beta-Ti alloy
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5.1 Introduction

Wire Arc Additive Manufacturing (WAAM) is an emerging technology that shows

great potential for use in the aerospace industry. In the WAAM process, an electric

arc serves as the heat source, while the metal wire acts as the feedstock [1, 2, 3]. This

technique boasts a higher deposition rate and lower cost than other metal additive

manufacturing technologies, making it well-suited for the production of large-scale

metallic components [2, 3]. With its potential to significantly reduce production time

and costs, WAAM presents an attractive alternative to conventional manufacturing

methods [2].

The WAAM process has been successfully employed in the fabrication of a variety

of structural alloys, with titanium alloys emerging as a particularly suitable candi-

date for this technique [2, 3]. Titanium alloys are highly sought after in industries

such as aerospace and biomedical, owing to their excellent combination of properties,

including high specific strength, low modulus, high service temperature, and excep-

tional corrosion resistance [2]. Despite these benefits, the use of titanium alloys has

remained limited due to the high cost associated with conventional fabrication meth-

ods [2]. In particular, their low thermal conductivity, high chemical reactivity, and

high deformation resistance make traditional machining or casting of these alloys pro-

hibitively expensive [2]. By contrast, WAAM offers a cost-effective alternative, with

lower equipment costs and reduced post-processing machining requirements, making

it an attractive option for the cost-effective fabrication of titanium alloys.

Over the past two decades, the use of Additive Manufacturing (AM) for the fab-

rication of titanium components has increased significantly [2]. However, controlling

grain morphology and achieving grain refinement remains significant challenges [1].
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While WAAM allows for high deposition rates, it also results in a larger molten pool

size, lower solidification rates, and high temperature gradients along the building di-

rection. As a consequence, coarser β grains with a strong [001] direction texture form

during the WAAM process, leading to anisotropic mechanical properties where the

average yield and ultimate tensile strengths are higher along the longitudinal direc-

tion than in the transverse direction [1]. Given that most applications require uniform

mechanical properties, achieving finer equiaxed grains is desirable.

The Columnar to Equiaxed Transition (CET) represents an important quantity

in alloy systems, describing the processing conditions (temperature gradient G and

solidification rate V ) under which a largely equiaxed and refined grain morphology

will form, instead of the problematic columnar one. In recent years, researchers have

made significant efforts to quantify the CET in WAAM processing of Ti alloys. Mar-

tina [4] et al. achieved completely equiaxed Ti-64 grain structure by using a WAAM

process that included a high pressure interpass rolling between printed layers. Wang

et al. [5] found that the addition of a small amount of Ti–25V–15Cr–2Al–0.2C(wt%)

powder during the WAAM fabrication process enabled the CET of Ti-64 components.

When building a thin wall, they also found that the CET occurred at the wall’s top

where the temperature of the molten pool was higher. Tan et al. [6] studied the

graded microstructure of a Ti-6Al-4V(wt%) alloy manufactured using another pro-

cess, electron beam melting, and determined an optimal set of G and V to achieve

CET. These examples of experiment-based studies provide numerous insights about

CET during additive manufacturing of Ti alloys, but were also costly and confined

to only a few basic alloy compositions and thermal conditions.
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Modeling approaches provide a cheaper and more flexible alternative to experi-

ments for studying CET [7]. CET models found within the literature can be clas-

sified as either deterministic or stochastic. The deterministic models directly give a

prediction based on the calculations of analytical equations using averaged material

quantities, while the stochastic models rely on numerical methods to provide a direct

representation of the microstructure. A well-accepted deterministic CET model is

the one developed by Hunt [8], where he defined a criterion that CET would occur if

the fraction of equiaxed grains exceeded 0.66. Based on Hunt’s criterion, a two-axis

solidification process map diagram can be drawn with G on the vertical axis and

V on the horizontal axis to show the regions where columnar grains dominate and

conversely where equiaxed grains dominate the microstructure. This kind of deter-

ministic model is helpful to identify the important parameters governing CET, but

can only be applied on very restrictive conditions, i.e. simple domain geometry and

boundary conditions, and constant material properties.

Stochastic models are able to overcome the shortcomings of deterministic models,

by directly giving a picture of the expected microstructure. In the late 1980’s, Brown

et al. [9] performed a Monte Carlo simulation to study CET, and found that it oc-

curred while the volume fraction of equiaxed grains ahead of the columnar interface

was above 0.5. However, this method lacked a physical basis. At the same time,

Rappaz et al. [10] developed the Cellular Automation (CA) technique to include the

mechanisms of heterogeneous nucleation and dendrite tip growth kinetics. Recently,

the CA technique has been applied to simulate microstructure development during the

additive manufacturing processes. For example, Teferra et al. [11] simulated the laser

powder bed fusion process of a 316L stainless steel via a optimized large 3-dimensional
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cellular automata finite element model. However, the CA technique uses a coarse,

discrete solid-fraction field to represent the solid-liquid interface. This method may

lead to deviations in interface shape and growth behaviour [12] when simulating the

fine microstructures. Thus, its predictions of CET during additive manufacturing -

with high cooling rates and high solidification velocity - may be less accurate than

desired.

Over the last 30 years, the Phase Field model has become a popular approach

to study the solidification process during conventional casting and emerging AM

processes as a result of its detailed description of the solid/liquid interface. In PF

models, a field variable ϕ is used to represent the liquid phase (ϕ = −1), the solid

phase (ϕ = 1) and the in-between state (−1 < ϕ < 1), which will evolve itself along

the direction of local free energy minimization. The PF models are widely used

in free boundary problems [3] since they provide high detail of the interface shape

without actually tracking the interface. Azizi et al. [13] performed a PF simulation

to explore the influence of build direction on the microstructure evolution of dilute

Al-Si alloy fabricated by laser powder bed fusion, and found that the nucleation rate

and equiaxed to columnar grain ratio was higher in the horizontally built samples as

compared to vertically build ones. This agreed with their experimental observations.

Lenart et al. [7] simulated microstructure evolution of a Ni-based superalloy during

directional solidification. They developed a solidification process map by performing

a series of simulations over a range of G and V . However, the multi-component alloy

was simplified to be a binary one using the pseudo binary approach [14].

In the present study, a multi-component phase field model [14, 15] has been utilized
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to create a solidification process map for a high strength, low cost β-Ti alloy, Ti-1Al-

8V-5Fe (wt%), and then coupled with FEA simulations of temperature evolution

during the WAAM process in order to determine the constant G and V parameters

within the WAAM processing space under which columnar and equiaxed grains will

form.

5.2 Methods

The overall workflow of the research is as follows. First, the solidification process map

for the Ti-185 alloy is created by performing a series of nineteen multi-component PF

simulations under constant G and V . A multi-component PF model is needed since

some elements (V, Fe) are positively segregating during solidification while others

(Al) are negatively segregating. Second, a thermal FEA model simulating the WAAM

of a ten-layer thin wall is created to determine the temperature evolution during the

build process. Six different simulations were conducted considering different arc power

and arc moving speed. G and V values for each layer during solidification are then

extracted from the thermal FEA model, and compared to the solidification process

map, in order to identify the position within the build that CET occurs. Third, the

model results from one simulation are validated against experimental results from a

thin-wall Ti-185 sample build via WAAM.

5.2.1 Phase Field Simulations

The multi-component PF model implemented in the present study was proposed by

Provatas et al. [13, 15, 16, 17, 18]. The formulation of this model begins with a
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quadratic description of the free energy of the solid and liquid phases,

F θ (c1, c2, ...cn − 1) =
1

2

n−1∑
i=1

n−1∑
j=1

Aθ
ij

(
ci − c̄θi

) (
cj − c̄θj

)
+

n−1∑
j=1

Bθ
j

(
cj − c̄θj

)
+Dθ, (5.1)

where F θ represents the free energy of phase θ, ci and cj are the concentration of

component i and j, Aθ
ij, c̄

θ
i , B

θ
j and Dθ are fitting parameters. To get the fitting

parameters, a data set {c1, c2, ..., cj−1, F} that contains a massive number of concen-

tration/free energy data points was extracted from a thermodynamic database (e.g.

Thermo-Calc), and then fit via a least square method. The fitting parameters are

also used in the phase field equations.

Simulation of solidification via PF involves concurrently solving the diffusion of

the solute elements within the model domain, as well as the evolution of the liquid

and solid phases. These are expressed below, based on the free energy relaxation

principle,

τ(n⃗)
∂ϕ

∂t
= Wϕ(n⃗)

2∇2ϕ+ ϕ− ϕ3 − (1− ϕ2)2

(
(I − [K])T

2
U⃗ + n̂c

)T

[λ]U⃗ , (5.2)

and

[χ]
∂µ⃗

∂t
= ∇

[
[M ]∇µ⃗+Wa (ϕ) |∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t

∇ϕ

|∇ϕ|

]
+

1

2
|∆c⃗eq|{n̂c + (I − [K])T U⃗}∂ϕ

∂t
, (5.3)

where ϕ is the order parameter, µ⃗ is a vector representing the chemical potentials of

each solute component µi, I is the identity matrix, and [χθ] is the inverse matrix of
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[Aθ] which composed of the free energy fitting parameters Aθ
ij. Please note that vector

and matrix notation are used in the present paper to represent within the numerical

algorithm a vertical column and multiple columns of numbers respectively, while the

square brackets are used to represent the matrix form of the parameters, n⃗ ≡ ∇⃗ϕ

|∇⃗ϕ|

is the normal direction to the interface, as(n⃗) represents the 2D four-fold anisotropy,

Wϕ(n⃗) = W0as(n⃗) sets the interface width [19], and

[
χθ
]−1

ij
= Aθ

ij, (5.4)

U⃗ =

[
χL
]

|∆c⃗eq|
(µ⃗− µ⃗eq) , (5.5)

∆c⃗eq = c⃗Leq − c⃗Seq, (5.6)

n̂c =
∆c⃗eq
|∆c⃗eq|

, (5.7)

[K] =
[
χL
]−1 [

χS
]
, (5.8)

[λ] = λo
|∆c⃗eq|2

|∆c⃗eq,i|2
[χL]−1χL

ii, (5.9)

d0,i =
2σSL

|∆c⃗eq,i|2
χii (5.10)

132



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

λo =
a1W0

d0,i
(5.11)

[χ] =
[
χL
]
{I − (I − [K])h (ϕ)}, (5.12)

[M ] = q (ϕ)
[
DS
] [
χS
]
+ (1− q (ϕ))

[
DL
] [
χL
]
. (5.13)

Note that in this set of equations, h (ϕ) and q (ϕ) are the interpolation equations

commonly used in PF models, d0,i is the capillary length of the ith component, λo is

the coupling coefficient [20], a1 = 0.8839 is a constant, σSL is the solid-liquid interface

energy,
[
Dθ
]
is the diffusion coefficient matrix that is related to the physical properties

of the alloy system, matrices [K] and
[
χθ
]
are related to the free energy surface given

in Eq. 5.1, and µeq,i, c
L
eq,i and cSeq,i represent the equilibrium chemical potential and

the equilibrium concentration of the ith component in the liquid and solid phases.

The last three terms, µ⃗eq, c⃗
L
eq and cSeq all vary as a function of local temperature T ;

please refer [15] for the calculation methodology. Finally, the term as(n⃗) is calculated

as

as(n⃗) = 1 + ϵ4cos4(θ + θ0), (5.14)

where ϵ4 is a material parameter characterizing the anisotropy strength, θ is the angle

between the interface normal and pulling direction, and θ0 is the misorientation angle

between the preferred crystalline orientation and the global coordinate system [21].

In addition to the model described in [15], the model used in this study uses a

nucleation module to take into account the formation of equiaxed grains. Assuming

no solid grain movement, the nucleation probability Pn within an area ∆S = ∆x2 at
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a given time range ∆t is calculated by [7, 22, 23]

Pn = −2µN(∆T )
∂T

∂t
(1− fs)∆S∆t (5.15)

where µN = 5×105 m−2K−2 [23] is the nucleation possibility parameter, ∆T is the lo-

cal undercooling i.e. the local temperature in comparison to the liquidus temperature,

∂T/∂t is the cooling rate, (1-fs) is the local liquid fraction.

The PF model is numerically solved in 2D on a rectangular domain using the

Finite Volume method using a bespoke c++ code. The adaptive mesh refinement

algorithm developed by Greenwood et al. [16] was implemented to improve compu-

tational efficiency. The nucleation model, Eq. 5.15 is applied at each nodal point, at

each 100 time steps, with the value of fs being obtained from ϕ, and the value of ∆x is

assumed to be the local grid spacing. During this ”nucleation check stage”, a random

number between 0 and 1 is generated at each nodal point, and compared with the

value of Pn calculated at that point. Nucleation will occur if Pn is larger than that

random number. Further details on the numerical implementation are given below.

5.2.2 Thermal FEA Simulations

The temperature evolution during the WAAM process is simulated using the com-

mercial ABAQUS FEA code. The transient heat transfer analysis in the FEA model

is governed by:

ρcp
∂T (x, y, z, t)

∂t
= −∇ · q⃗(x, y, z, t) +Q(x, y, z, t) (5.16)
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where ρ is the density, cp represents the specific heat capacity under constant pressure,

T is the local temperature, q⃗ = −k(T )∇T is the heat flux that results from the

temperature gradient i.e. the heat conduction, k(T ) is the temperature dependent

heat conductivity of the material, and Q = QI−QR−QC−dH/dt where QI represents

heat input from the wire arc, QR is the surface heat radiation, QC is the surface heat

convection and dH/dt the latent heat.

The heat input from the wire arc, QI is simulated by a Gaussian distributed

moving heat source, that is expressed as [24]

QI(x, y) =
2λP

πr20
exp{−2[(x− x0)

2 + (y − y0)
2]

r20
} (5.17)

where λ is the absorptivity of the material, P is the arc power, r0 is the arc radius

and (x0, y0) is the position of the arc center that varies with time as a function of the

laser scanning speed, v. The surface heat radiation QR and convection QC are given

by

QR = σϵ(T 4 − T 4
0 ), (5.18)

and

QC = h(T − T0), (5.19)

where σ is the Stefan-Boltzmann constant, ϵ is the emissivity, T0 is the ambient

temperature, and h represents the heat convection coefficient.

135



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

5.2.3 Numerical Implementation

5.2.3.1 Phase Field Simulations

The solidification process map for the Ti-185 alloy was made by performing a series of

nineteen uni-directional solidification scenarios via PF with different constant G and

V values. For the initial condition, a 1-D temperature gradient of magnitude G is

defined along the z-axis, with the temperature at the domain base set to Tbottom = 1835

K, and temperatures above the based determined via T = Tbottom+Gz. Note that for

Ti-185, TL = 1848 K and TS = 1703 K thus the initial temperature is within the semi-

solid region. Three nuclei, each with a different misorientation angle (θ0 = 0◦, 15◦

and 30◦), were also placed at the domain base and with the same undercooling.

For the boundary conditions, a periodic boundary condition was applied to the left

and right sides while a zero Neumann boundary condition was applied to the top

and bottom sides. During the simulation, the local temperature T evolves according

to T = Tbottom + G(z − V t), where V is the solidification rate and t is the physical

solidification time, i.e. the iteration number multiplied by the PF timestep multiplied

by the relaxation time τ . The domain size for the solidification process map was

set as 4096 × 4096 grid points, with a mesh spacing of ∆x = 0.8W0. The physical

properties needed for the PF simulations are given in Table 5.1. Additional details for

the nineteen simulations are listed in Table 5.2. Please note that different simulations

have different mesh spacing, as a result of the length and time scales related to each

of the G, V pair. It also should be noted that the chosen of the interface width W

need to consider both accuracy and computational efficiency, based on the limit of

microstructure tip radius and curvature.
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Table 5.1: Simulation parameters used in the PF simulations [25][26]

PF parameters Value

σSL (J/m2) 0.0475
ϵ4 0.05

DL (m2/s) 9.5E-9
DS (m2/s) 5.0E-13

Table 5.2: G, V , and the corresponding interface witdh W0 for each of the nineteen
simulations used to generate the solidification process map

case G (K/m) Vp (m/s) W0 (nm)

1,2 1000000 0.1,0.05 15,20
3,4 500000 0.1,0.05 20
5,6 100000 0.1,0.50 30
7,8 50000 0.1,0.05 50
9,10 10000 0.1,0.05 100,200
11,12 5000 0.1,0.05 100,200

13,14,15 2000 0.1,0.05,0.01 300
16,17,18,19 1000 0.1,0.05,0.01,0.001 400

The PF simulations were performed using 32 CPUs on the Digital Research Al-

liance of Canada, with each simulation requiring approximately seven days for com-

pletion. The thermodynamic free energy data for the Ti-alloy was extracted from the

Thermo-CalcTM TCTI 2 database, providing the necessary thermodynamic informa-

tion for the simulation. To determine the temperature-dependent phase equilibrium

of the Ti-185 alloy, a convex hull-based tool, which was previously introduced in our

study [15], was utilized for calculation and analysis.

5.2.3.2 Thermal FEA Simulations

The thermal FEA simulation models the WAAM printing of a 10 layer Ti-185 thin

wall, 72 mm in length, 6 mm in thickness and 12.8 mm in height built on top of a

137



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

Ti-185 substrate 96 mm in length, 30 mm in thickness and 88 mm in height. Fig 5.1

shows a schematic of the model domain, along with the boundary conditions and the

mesh. The FEA domain is meshed with cuboid elements. In the thin wall, the mesh

size is 1×1×0.64 mm; each printed layer consists of two layers of FEA elements. As

for the substrate, two different mesh sizes are defined. A finer mesh 1× 1 × 0.8 mm

is defined for the top 8 mm in contact with the printed layers, while a coarser mesh

1×1×8 mm is used for the bottom 80 mm. A fixed temperature T = T0 = 20 ◦C

is defined for the bottom of the substrate, while a zero flux boundary condition is

defined for its four sides. A Gaussian distributed moving heat source in the form of

Eq. 5.17 is used to simulate the heat input from the electric arc to the top of the

printed layer during the WAAM process. Surface radiation (ϵ = 0.1) and convection

boundary conditions (h = 10 W/(m2 ·K) and T∞ = T0) are applied to the top and four

side surfaces of the deposited layers. The temperature-dependent material properties

(heat capacity, thermal conductivity, density, and latent heat) needed for the thermal

FEA simulation are taken from Refs. [27, 28]. To simulate the multi-layers printing

process during the WAAM process, a element death and birth method is applied,

i.e. the elements of the deposited layers are deactivated before the deposition process

begins, and the elements of the deposited wall are activated as the electric arc scans

past them.

Table 5.3 shows the process parameters used for the six thermal FEA simulations.

Cases 1, 2, and 3 consist of different arc powers P and travel speeds Varc but keeping

the heat density constant. Cases 2, 4, and 5 consist of the same Varc but different

P . These were chosen to explore the effect of heat density and travel speed on

CET. Finally, case 6 represents the process conditions used in the model validation
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Figure 5.1: Mesh and boundary conditions for the thermal FEA simulation of the
WAAM process. Please note that the convection and radiation boundary conditions

are defined for all the four side surfaces of the printed layers, and the zero flux
boundary conditions are defined for all the four side surfaces of the substrate
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experiment. The process conditions varied from one layer to the next, and are not

shown due to confidentiality reasons.

Table 5.3: Process parameters of WAAM-Ti185 alloy used in the finite element
analysis

Case P (W) Varc ( mm/s) P/VArc(J/mm)

1. 4800 6 800
2. 2400 3 800
3. 1200 1.5 800
4. 1200 3 400
5. 3000 3 1000
6. Actual Experimental case

5.3 Experimental Methods

In order to validate the PF and thermal FEA simulations, a 10-layers Ti-185 thin

wall, 72 mm in length, 6 mm in thickness and 12.8 mm in height, was built on the

top of a Ti-6Al-4V substrate, 96 mm in length, 30 mm in thickness and 88 mm in

height, via WAAM. The thin wall was then removed from the substrate, and prepared

for metallographic characterization using standard procedures.

5.4 Results and discussions

5.4.1 Phase Field Simulations and Creation of the Solidifica-

tion Process Map

Figures 5.2 and 5.3 show two typical solute maps and the resulting grain morphologies

obtained from the PF uni-directional solidification simulations, for Cases 1 and 16.
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Fig. 5.2 shows a columnar dendrite structure, which formed under a thermal condition

G= 106 K/m and V = 0.1 m/s. As can be seen, a columnar grain structure has formed

- with primary, secondary, and tertiary arms - originating from the three initial seeds

placed at the bottom of the domain. Nucleation has not occurred anywhere in the

domain. Fig. 5.3 shows an equiaxed structure developed under a thermal condition

G = 103 K/m and V = 0.1 m/s. As can be seen, a totally different microstructure

with numerous equiaxed grains has developed. These equiaxed grains have nucleated

in front of the columnar dendrite tips, blocking its growth. Comparing the images

(a) and (b) in both figures, the occurrence of positive segregation of Fe to the liquid

phase, and negative segregation of Al to the solid phase are evident. Such individual

segregation maps are only possible using a multi-component PF model.

Figure 5.2: Solute distribution of (a) Al and (b) Fe, and the resulting grain
morphology as predicted by the PF model for Case 1.

Fig. 5.4 shows a summary of all nineteen PF simulations for the Ti-185 alloy,

plotted in V vs G space. In this chart, each blue triangle represents one PF simulation

where the final/dominant structure was columnar, i.e. where nucleation did not

happen or occurred only a few times but did not block the columnar dendrite growth.

Further, each orange cross a PF simulation where the final structure was equiaxed.
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Figure 5.3: Solute distribution of (a) Al and (b) Fe, and the resulting grain
morphology as predicted by the PF model for Case 16.

As can be seen, equiaxed microstructures tend to form at the top left section of the

image, i.e. where G is smaller while V is larger, whereas columnar microstructure

dominate other regions. Thus, a clear demarkation between the two microstrutures,

i.e. the Columnar-to Equiaxed Transition, is visible.

Besides the numerical PF models, Hunt et al. also developed a well-accepted

analytical approach to predict the CET during directional solidification processes.

Hunt’s approach can be expressed using as [7, 8]:

Gn

V
= a[

1

n+ 1
(

−4πN0

9ln(1− gequ)
)1/3]n (5.20)

whereN0 is the nuclei density, a, n are material dependent parameters calculated from

an empirical relationship ∆T = (aV )1/n, ∆T is the undercooling of the columnar

dendrite tip, gequ is the volume fraction of equiaxed grains. Hunt considered that

gequ < 0.0066 represented a fully columnar state and gequ > 0.66 a fully equiaxed

state.

Figure 5.4 also plots the CET transition using Hunt’s analytical approach. Ideally
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it would have been beneficial to predict the CET transition for the Ti-185 alloy,

however, there is a lack of essential parameters such as N0 for applying Hunt’s model

for the Ti systems. Consequently, the plot shows Hunt’s analytical predictions (orange

and blue lines) as a reference for the Inconel 718 alloy system. For this Inconel 718

alloy, a = 4.5 K2s/m, n = 2, and N0 = 2.65× 1014 m−3 [7, 8], while for Ti-185 alloy

the material properties we can get is n = 1.82 from our previous work, as calculated

from the results in Fig. 3.9. As can be seen, the PF simulation and the analytical

model predict the same trends of CET, i.e. equiaxed microstructures tend to form at

the top left section of the image where G is smaller while V is larger. Further, nearly

the same slope of the boundary between columnar and equiaxed region is observed,

but the analytical model is shifted to one order of magnitude larger in G for a given

V . The similar slope of the boundary between columnar and equiaxed region results

from the similar material parameter n for Inconel 718 alloy and Ti-185 alloy in the log-

scale plot, while the differences may result from other different materials dependent

parameters. Nucleation is a highly random event that is strongly influenced by local

undercooling, the availability of nucleation sites, and nucleation time. For a steady-

state directional solidification scenario, equiaxed grain nucleation occurs between the

liquidus isotherm and the columnar dendrite tips – the length of which is inversely

proportional to G. So, a low G means a large area in front of the columnar dendrite

tips where the nucleation can occur. V has a positive correlation with the dendrite

tip undercooling under steady state growth, which means that a larger V requires

the columnar dendrite tips to remain in a higher under-cooled region [8, 29, 30, 31].

Further, at larger V , the available liquid between the dendrite tips and the liquidus

isotherm will be larger, and the local thermal undercooling will also be larger, both
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accelerating equiaxed grain nucleation.

Figure 5.4: Solidification process map for the 19 PF simulation results, showing the
Columnar to Equiaxed Transition. Hunt’s analytical model for the CET is also

plotted for a Ni-based superalloy [7, 8]

5.4.2 Thermal FEA Simulations

Fig. 5.5 shows the predicted temperature distribution and the melt pool geometry

when depositing Layer 10 of the Ti-185 thin wall for Case 6, as an example result

from the thermal FEA simulation. The contour lines are given such that grey indi-

cates temperatures greater than TL = 1575 ◦C, while red indicates the mushy zone,

TL(1575
◦C) > T > TS(1430

◦C). As can be seen, when printing this layer the WAAM

process has influence the temperature of the entire part: the previously deposited
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layers as well as the substrate. The melt pool consists on not only Layer 10 but in

fact five layers from Layer 6 to Layer 10. Layer 5 is in the mushy zone. The temper-

ature of the substrate has risen to over 100 ◦C from the initial ambient temperature

T0 = 20◦C.

Fig. 5.6(a) shows the thermal history of all ten layers during printing and cooling

of Layer 10, with Fig. 5.6(b) showing an inset view near the mushy zone. The data

was taken from the front of the build, as shown by the red dots in Fig. 5.1 As can

be seen, temperatures within all the layers experienced a first rapidly increase and

then a slow decrease as the wire arc move further away. Layers 6 - 10 indeed exceed

TL, Layer 5 reaches a temperature within the mushy zone, while Layers 1-4 do not

experience remelting. The effect of the latent heat can be seen by the change in

slope of the temperature evolution during the cooling process, i.e. the cooling rate

decreases as for temperatures between the liquidus and solidus. Please note that the

initial temperature of Layer 10 is 20 ◦C since this element is activated at t = 0.

The initial temperatures of the other layers begin at ≈270◦C as a results of the heat

accumulation from the prior layer deposition.

5.4.3 Assessing the Influence of WAAM process parameters

on the Columnar to Equiaxed Transition

From Section 5.4.1, the research has produced a solidification process map showing

CET for a range of G and V values representative of additive manufacturing. From

Section 5.4.2, the research has produced a thermal model that can provide the rele-

vant G and V values for the WAAM process. In this section, the two are combined to
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Figure 5.5: A snapshot of the temperature distribution when printing the 10th layer
of the thin wall during WAAM process

Figure 5.6: Simulated thermal history of all ten layers during deposition and cooling
of Layer 10 of the Ti-185 thin wall. Figures (a,b) shows an over-all view and mushy
zone inset view, respectively. The data for these curves was taken from the front of

the built, as shown by the red dots in Fig. 5.1.
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predict CET during WAAM processing. The challenge is that during additive man-

ufacturing, G and V evolve with time layer-by-layer as the local thermal conditions

change.

To extract G and V from the thermal FEA simulations, a method is adopted

to calculate the local and transient G and V within the semi-solid region during

the deposition of Layer 10. Only Layer 10, i.e. the last layer built, is used since

the repeated layer by layer deposition process destroys the previous microstructure.

In this method, which builds on and extends a method proposed by [13], G in the

mushy zone is simplified to G(z), a reasonable assumption according to Fig. 5.5, and

is calculated as:

Gz(z, t) =
T (z +∆z, t)− T (z −∆z, t)

2∆z
(5.21)

where Gz(z, t) is the temperature gradient along the z direction, t is time, and ∆z =

0.64 mm is the meshing spacing along the z direction. The values for Gz are only

calculated at nodal locations of the thermal FEA simulation. Further, they are only

calculated when the temperatures are within the mushy zone, i.e. (TS < T (z +

∆z, t), T (z −∆z, t) < TL. Similarly, V is calculated as:

V = CR/Gz (5.22)

where CR is the cooling rate that is given by:

CR(z, t) =
T (z, t+∆t)− T (z, t−∆t)

2∆t
(5.23)

where ∆t is the time step in the thermal FEA simulation, T (z, t+∆t) and T (z, t−∆t)

are the temperatures at the coordinate z at the prior and next time step. Once again,
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these values are only taken if the temperatures fall within the mushy zone. The

application of Eqs. 5.21 - 5.23 results in the generation of ≈700 G and V pairs for

each of the 6 thermal FEA simulations.

Fig. 5.7 shows the calculated G and V pairs for for one simulation, Case 6,

along with the data from the solidification process map. As can be seen, most of

the WAAM thermal conditions are located near a straight line start beginning near

G, V = (105, 10−4) at the base of the melt pool (Layers 6 and 7), and ending at

(103, 10−2) at the top of the melt pool (Layer 10). As expected, the temperature

gradient gradually decrease during the WAAM process and the solidification rate

gradually increase as the solidification proceed from the bottom to the top of the

molten pool. However, it is not perfectly linear, with some deviations owing to the

complex cooling condition inherent to the WAAM process. In terms of the CET tran-

sition, the combination of the solidification process map and the (G, V ) pairs show

that the microstructure is predicted to be columnar in Layers 6 to 9, and transformed

to equiaxed in Layer 10.

Table 5.4 shows a summary for the other five WAAM process conditions. In

Table 5.4, the molten pool depth, and the layer where CET occurs under each WAAM

process parameters are indicated. In comparing Cases 1, 2 and 3, having equal heat

density, a similar molten pool depth of ≈ 8.8 mm and a similar CET occurrance

position, in Layer 10, were predicted. In comparing Cases 2, 4 and 5, having the the

same arc traveling speed but with different arc power, the molten pool depth shows a

clear increasing trend with increasing heat input density. For Case 4, with the lowest

heat input density, the melt pool depth was only 4.3 mm, and no CET. For Case

5, with the highest heat input density, the melt pool depth was 10.3 mm, and CET
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Figure 5.7: Solidification process map to show PF simulation results, and the
position of the WAAM thermal conditions in the solidification process map
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occurred at a position corresponding to Layer 9 and not Layer 10.

A detailed analysis of all the (G, V ) pairs showed that the maximum G was similar

for all cases when printing Layer 10, at ≈ 100 000 K/m, near the base of the melt

pool. However as a result of the differing molten pool depths, the G values at the

top of the melt pool were totally different. For example, Gmin ≈ -1200 K/m in Case

5 while Gmin ≈ 5000 K/m in Case 4. Thus, different CET conditions are predicted

to occur for these different WAAM processing conditions.

Table 5.4: Thermal conditions and CET transition in different WAAM process

Case Molten pool depth (mm) CET

1. 8.8 Layer 10
2. 9.0 Layer 10
3. 8.6 Layer 10
4. 4.3 None
5. 10.3 Layer 9

5.4.4 Model Validation

Both the PF model of solidification of Ti-185 and the corresponding CET Solidifi-

cation Process Map, as well as the thermal FEA simulation require validation. The

melt pool depth is one metric that has been widely used to validate the accuracy of

FEA models for additive manufacturing, e.g. [24]. The thermal FEA simulation of

the WAAM process for Case 6, matching the experiment, shows that Layers 6 to 9

undergo remelting and re-solidification during the printing of Layer 10. In Fig. 5.8, a

comparison is made of the maximum size of the predicted melt pool depth, against

a low-resolution side-view micrograph of the experimentally-built WAAM thin wall

sample containing all ten layers. Beginning with the micrograph on the right hand
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side, two different regions can be seen–a top part that is light grey, and a bottom

part that is dark grey/brown–with a clear boundary between the two. This boundary

represents the boundary between the melt pool and the heat affected zone during the

printing of Layer 10. SEM/EBSD identified the the top part to be purely the β phase,

while the bottom part to be combination of the β and α phases. The depth of the melt

pool was measured to be 7.36 mm. Turning to the model predictions on the left hand

side, the liquidus isotherm was found to be at 6.07 mm, while the solidus isotherm to

be at 7.09 mm. Thus, an excellent agreement between the experimentally-identified

melt pool depth and the predicted location of the solidus isotherm can be seen, de-

viating by only about 0.27 mm or 3.7%. The minor deviation may result for a few

reasons: the material properties used in the model, the use of a cuboid geometry for

the simulation, and the model boundary conditions.

The microstructure itself obtained from the experiment is one metric that can be

used to validate the CET solidification process map. Fig. 5.9 shows a micrograph of

the side surface of the WAAM fabricated sample, showing in (a) the grain boundaries

and grain morphologies, and in (b) and (c) higher-resolution images from a location

near the top and base of the melt pool. As can be seen in (a), the micrograph exhibits

a heterogeneous microstructure with a diverse distribution of grains. The absence of

a dendritic structure is notable, with irregularly shaped grains scattered throughout

the melt pool. Some grains appear elongated and large in size, while others exhibit

a smaller circular morphology. At higher resolution, the micrograph for the top

of the melt pool and shown in Fig. 5.9(b) reveals a predominance of small grains

characterized by circular, hexagonal, rectangular, or some irregular shapes. These

grains are numerous, indicating a high local grain density. In contrast, the micrograph
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for the bottom of the melt pool and shown in Fig. 5.9(c) displays a distinct pattern

of elongated grains, beginning on the lower right and moving to the upper left. Small

grains are less prevalent compared to Fig. 5.9(b) suggesting a lower grain density and

a different growth behavior in this specific area. These observed variations are a result

of variations in the thermal conditions during the WAAM processing. Specifically,

the decrease in G along with the increase in V from the bottom of the melt pool

to its top lead to greater undercooling thus accelerating grain nucleation and the

formation of a fine grain structure. Turning to the model predictions, in Fig. 5.7, the

solidification process map shows that CET for the conditions seen in Case 6 would

occur somewhere towards the base of the Layer 10. Although the micrographs are

not conclusive, they do provide some evidence that a columnar to equiaxed transition

is likely to have occurred in the upper one-third of the melt pool i.e. in Layer 9 or

Layer 10. The main difference between the experimental observations and the model

is that, in the experiments, there is a gradual transition from the large elongated

grain dominated structure seen in Fig. 5.9(c) to the smaller rectangular and circular

grain dominated structure in Fig. 5.9(b). The difference may be the result of the fact

that, in the WAAM process, the thermal conditions continually change whereas in

the PF model to create the solidification process map a constant G and a constant

V are utilized.

5.5 Conclusions

Wire Arc Additive Manufacturing shows great potential for the application of AM to

fabricating large metallic components, but the control of grain morphology remains a

challenge. To fill this gap, a multi-component PF model has been used in this study
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Figure 5.8: LHS: A cross-section view of the temperature distribution predicted by
the thermal FEA model when printing Layer 10. RHS: A low-resolution side-view

micrograph of the experimentally-built, via WAAM, thin wall sample

to create a solidification process map for the Ti-185 Fe-containing β-Ti alloy. This

new solidification process map was then applied to examine columnar-to-equiaxed

transition when fabricating Layer 10 of a 10-layer Ti-185 thin wall via WAAM. Five

different processing conditions, simulated via FEA, were investigated. The PF and

thermal FEA models were validated against experimental data, the melt pool depth

as well as the CET.

The main findings are as follows:

1. The phase-field-developed Solidification Process Map shows that equiaxed grain

tends to nucleate in regions of low G but at high V , as expected. Although

Hunt’s analytical model provides a good qualitative prediction, it is off by about

one order of magnitude. The developed map also compares well, qualitatively,

to experiments.

2. The thermal FEA simulations of the building of a Ti-185 thin wall via WAAM
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Figure 5.9: (a) A low-resolution micrograph shring the overall grain structure of the
WAAM fabricated Ti-185 sample, (b,c) higher-resolution micrographs showing the
top and bottom zones within the melt pool. Please note that the arc travel direction

is into the page
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show that G gradually decreases, while V gradually increases, from the bottom

of the melt pool to the top. These simulations also show that the melt pool

depth increases with increased heat input density (Cases 2,4,5), but does not

change significantly for a constant heat input density but with different arc

power and arc traveling speed (Cases 1,2,3).

3. The application of the solidification process map to the WAAM process predicts

that the CET tends to occur at the top section of the molten pool irrespective

of the applied process parameters. Additionally, the heat input density largely

influence the occurrence of CET, i.e. a low heat input density may result the

disappearance of CET while a high energy density cause the occurrence of CET

at a lower position.

4. An excellent quantitative agreement is found between the melt pool depth pre-

dicted by the thermal FEA simulation and the experimental data, with a devia-

tion less than 4%. Although it was not possible to conclusively validate the CET

via the experimental data, qualitative agreement was shown in that the model

predicted that CET would occur towards the base of Layer 10, while the exper-

imental data shows the a transition in the upper one-third region from larger

elongated grains to a smaller circular and hexagonal dominated structures.
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Chapter 6

Conclusions and Summary

6.1 Summary and Conclusive remarks

Additive Manufacturing (AM) has witnessed remarkable growth and development

over the past three decades, owing to its unique capability of fabricating intricate

components directly and minimizing the materials waste that is inherent in conven-

tional machining processes. This has led to the widespread application of AM in

high-value-add industries including aerospace and biomedical where the production

of customized products is highly desirable. However, ensuring precise control over

product quality has emerged as a primary challenge, impeding the broader adoption

of AM. Experimental investigations have revealed the formation of coarser colum-

nar grains during the AM process, resulting in heterogeneous mechanical properties

and the development of strong solidification textures. Furthermore, the utilization of

diverse energy sources and powder feeding approaches further complicates the estab-

lishment of a robust process-microstructure-property relationship. To address these
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challenges, phase field modeling has emerged as a valuable tool, enabling the explo-

ration of microstructure evolution while reducing experimental time and costs. In

this thesis, a multi-component phase field model has been developed to investigate

the intricate microstructural evolution during laser powder bed fusion and wire arc

additive manufacturing processes, with a specific focus on Ti-1Al-8V-5Fe (wt%), a

cost-effective Beta-Ti alloy. Additionally, the accuracy of the multi-component phase

field model has been systematically verified against Thermo-Calc calculations and

other pseudo-binary models, with further validation achieved through comparison

with experimental results.

This thesis begins with the introduction of a new phase equilibrium calculation

method used in the multi-component phase field models. The calculation of phase

equilibrium is a key section of a multi-component PF model as it influences both

the accuracy and computational efficiency. In this thesis, a parabolic representa-

tion for the free energy is adopted, and the convex hull method is used to solve the

phase equilibrium at single temperatures, while the temperature dependence of the

phase equilibrium is calculated via a set of concise linear equations. The new phase

equilibrium prediction method provides higher computational efficiency because the

time-consuming phase equilibrium calculation is finished prior to the PF simulation,

and concurrently higher computational accuracy, because the full local phase equilib-

rium is calculated. Then, a 1-D PF model is developed to simulate the solidification of

the Ti-185 alloy using the new equilibrium calculation method under isothermal and

continuous cooling conditions. The accuracy of the new approach is demonstrated by

comparing calculation results with the commercial software Thermo-Calc. The results

show that this new approach can achieve a high accuracy of equilibrium prediction
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at single and multiple temperatures, and the 1-D PF model of the solidification is

verified.

Then, the 2-D multi-component PF model is verified by performing a bench-

mark analysis to compare against two pseudo-binary phase-field models for multi-

component alloy solidification. This is the first benchmark analysis among differ-

ent models regarding to the solidification of multi-component alloys. In this bench-

mark analysis, the first pseudo-binary PF model is a common approach based on the

model of Karma et al. [1], while the second pseudo-binary PF model and the multi-

component model are implemented based on the grand potential model of Provatas

et al. [2]. The three models were applied on the solidification of Ti-185 alloy under

isothermal and directional solidification scenarios. The results show that a similar

microstructure is predicted by the three models, and a further quantitative analysis

shows that the dendrite tip velocity shows an excellent agreement. The highlight of

the multi-component PF model is that it can predict both the positive segregation

of V and Fe, and the negative segregation of Al during the solidification of Ti-185

alloy. Additionally, more side branches and secondary arms tend to form in the MC

models when compared with the two pseudo-binary models, which may highlight the

importance of MC model in providing more potential tie-lines.

The multi-component PF model is then applied to the laser powder bed fusion in

situ alloying process. The use of elemental powder in LPBF provides more flexibility

in materials design, but the in situ alloying process makes it even more difficult to

construct the process-microstructure-property relationship. The multi-component PF

model is applied to compare the use of pre-alloyed powder and elemental powder dur-

ing LPBF processing. The PF simulation during LPBF of Ti-185 using pre-alloyed
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powders shows that evenly distributed columnar dendrites form during the LPBF

process. The results also show that nucleation influences the competitive growth, i.e.

the grain with crystal orientation aligned to the build direction shows a considerable

growth advantage, while nucleation is observed to occur above the ”inclined grains”,

which block the growth of inclined dendrites. For the LPBF using elemental pow-

der, the results show that the regions enriched in Fe significantly impede dendrite

growth, while regions enriched in Al and V also slow dendrite growth though not

as significantly. This results in complete alloying not being achieved during a single

layer deposition process, but, as shown by prior experiment, requiring subsequent

reheating cycles.

Finally, the multi-component PF model is applied to create a Solidification Pro-

cess Map (SPM) for the Ti-185 alloy processed via Wire Arc Additive Manufacturing

(WAAM). The Columnar to Equiaxed Transition (CET) is a major topic within the

fields of AM, as the formation of coarser columnar grain during AM is unfavoured for

most applications. A series of simulations using the multi-component PF model were

performed under constant temperature gradient and solidification rate in order to de-

termine the thermal conditions under which the columnar and/or equiaxed structures

are favoured to form. The SPM was then applied on the WAAM process. The thermal

history during the WAAM is simulated via a Finite Element thermal Analysis (FEA).

The FEA results are validated by comparing the predicted molten pool depth with

experiment. Then, the SPM predictions are compared with experimental observation

for the validation. The SPM predicts a CET transition would occur at the top of the

molten pool, which shows an excellent agreement with experiment results, where the

elongated columnar grain at the bottom of the domain transit to small circular and
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rectangular grain at the top.

6.2 Limitations and future work

The limitations of this study, along with some potential future works to the present

findings can be listed as follows:

1. The phase equilibrium calculator: The limitation is the several simplifying as-

sumptions for the use of the linear equations to calculate phase equilibrium at

varying temperatures. For example, one assumptions is that the influence of

temperature on the free energy curves is negligible when compared with con-

centration. This is true when the temperature difference between reference

temperature and local temperature is small, but the prediction deviation may

increase as the temperature deviate from the reference temperature. One pos-

sible approach to resolve that is using multiple reference temperatures. For the

temperature point between the reference temperatures, linear shape function

can be used to interpolate the equilibrium status. Another possible approach is

to using a totally different approach, the machine learning method, to calculate

the phase equilibrium.

2. The phase field model: The first limitation is that the fluid flow is not con-

sidered in the current model. The fluid flow may influence the concentration

distribution and the undercooling for nucleation and dendrite growth. How-

ever, the challenge for the including of fluid flow includes high computational

cost and availability of physical properties. Second, some other phenomenons

related to the fluid flow are not considered in this model, such as solid grain
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movement in the liquid phase, elemental powders movement in the liquid phase,

and the fragmentation of the secondary dendrite arms. The third limitation is

the availablity of thermodynamic data. As the Ti-185 alloy is not a popular

alloy, some physical properties such as diffusion coefficient can not be got from

literature. Fourth, this model can only be used on the two phase solidification

now. Additionally, the integration of phase field model with the finite element

analysis is a one way coupling, while the influence of microstructure evolution

on thermal history is not considered.

3. Non-equilibrium effects: The non-equilibrium effects related to rapid solidifica-

tion are not considered in this model. Instead, we made an assumption that

local equilibrium is maintained during the solidification process. This is rea-

sonable for both the WAAM and the LPBF processes simulated in this thesis

since for both the solidification velocity is less than 0.1 m/s. According to Aziz’

model [3], a calculation of the influence of this solidification velocity on partition

coefficient is less than 1% when V < 0.1 m/s. However, as solidification veloc-

ities increase to beyond 0.1 m/s, some non-equilibrium effects such as solute

trapping and kinetic attachment effects will become evident [4].

6.3 Contribution

This study provides a new phase equilibrium prediction method for the multi-component

PF models, and the first benchmark analysis on the application of different models

for multi-component alloy solidification. For the application aspect, this model pro-

vides a fundamental insight into the process-microstructure-property relations during
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LPBF and WAAM of the Ti-185 alloy, which can help industries choose proper pro-

cessing parameters. The overall contributions of this study to the literature can be

concluded as follows:

1. Multi-component phase equilibrium calculation method: the multi-component

phase equilibrium calculation is a main time-consuming section of a Multi-

component PF model, and this new phase equilibrium calculation method re-

alizes a great combination of computational accuracy and efficiency. It is the

application of that method that makes it possible to perform large-scale simu-

lations for the LPBF and WAAM using the multi-component PF model. This

method can also be separately applied on other applications, such as construct-

ing the phase diagram.

2. The benchmark analysis: This study presents the first benchmark analysis of

various models for solidification in multi-component alloys. Although numerous

phase field (PF) models have been developed and applied to the solidification

of multi-component alloys, a direct comparison among these models to assess

their capabilities and limitations is currently lacking. The primary objective

of this benchmark analysis is to establish a reference framework that subse-

quent researchers can utilize to evaluate and validate their own models. By

conducting a comprehensive comparison of the performance and predictive ca-

pabilities of different PF models, this study aims to advance the understanding

and refinement of solidification modeling in multi-component alloys.

3. The solidification process map: In this study, a comprehensive solidification pro-

cess map for Ti-185 alloys has been developed. This map encompasses the dis-

tinct thermal conditions encountered in both Laser Powder Bed Fusion (LPBF)

168



Ph.D. Thesis - Z. Li McMaster - Materials Science and Engineering

and Wire Arc Additive Manufacturing (WAAM) processes. The primary ob-

jective of this solidification process map is to facilitate the industrial under-

standing of the evolution of microstructural morphology under varying thermal

conditions. Moreover, the map serves as a valuable tool for guiding the design

of optimal AM process parameters to achieve desired microstructural character-

istics. By leveraging this solidification process map, industry professionals can

make informed decisions regarding the manipulation of thermal conditions and

process parameters to attain the desired microstructural attributes in Ti-185

alloy components.
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