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Lay Abstract

This dissertation aims to develop an energy management system for an integrated

smart energy system, called integrated community energy and harvesting (ICE-Harvest).

The ICE-Harvest system is envisioned as the future of energy systems for dense com-

munities in cold climates. This system comprises a single-pipe variable-temperature

micro-thermal network, a micro-electrical network, and distributed energy resources.

The goal is to coordinate all the variables and assets so that the system’s capabilities

in harvesting waste energy to offset the community’s thermal demands, performing

demand management without affecting occupants’ comfort, and realizing energy arbi-

trage are realized. For this aim, a hierarchical decision-making framework is developed

in which three sequential layers are integrated. The three layers determine the long-

term, short-term, and ultra-short-term optimal operation of the ICE-Harvest system.

The layers are differentiated by their objective, planning horizon, time resolution, and

optimization models.
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Abstract

This dissertation presents a comprehensive investigation into the performance opti-

mization of a smart energy system called the Integrated Community Energy and Har-

vesting (ICE-Harvest) system, designed to optimize energy utilization in dense com-

munities in cold climates. This system comprises a single-pipe variable-temperature

micro-thermal network, a micro-electrical network, and distributed energy resources

such as combined heat and power units, boilers, heat pumps, short-term storage sys-

tems, and long-term storage system. The objective of this research is to develop an

optimal operation strategy for the system, considering the coordination of its com-

ponents to realize its full potential including achieving demand management while

ensuring occupants’ comfort, harvesting and sharing waste energy, and facilitating

energy arbitrage and taking advantage of energy price fluctuations, among other

benefits. For this aim, the study begins by formulating precise quasi-dynamic math-

ematical representations of the system, considering the physical and operational lim-

itations to capture the system’s intricacies. The resultant optimization problem is a

mixed integer nonlinear programming model that commercial solvers could not solve.

To make the nonlinear models more tractable and solvable, various mathematical

techniques are employed to linearize them. It is worth noting that many of these for-

mulations are original contributions to the field. Given the specific configuration of
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the system with components requiring short-term and long-term operation scheduling

and the large-scale nature of the optimization problem, a decomposition algorithm

is proposed that breaks down the problem into three sequential layers: long-term,

short-term, and ultra-short-term. Each layer addresses specific planning horizons,

time resolutions, and optimization models, enabling effective optimization of the sys-

tem’s operation. The proposed optimization algorithm offers an effective framework

for planning and optimizing ICE-Harvest operation at various time horizons and reso-

lutions. It demonstrates the system’s flexibility in performing waste energy harvesting

and sharing, demand management, and dynamic switching between energy carriers

based on real-time prices.
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Chapter 1

Introduction

1.1 Motivation and Background

Concerns over climate change have driven a global effort to explore new effective

energy provisions to decarbonize the energy sectors and curb greenhouse gas emissions

(GHG). Building operations are estimated to account for 27% of all GHG emissions in

2021, according to the IEA [1]. A total of 8% of that was emitted directly by buildings,

while 19% was from generating electricity and heat utilized in those structures. Aside

from this, residential and non-residential buildings represented 21.2% and 8.8% of the

final energy consumption in the same year, respectively. Therefore, holistic generation

and demand-side management measures can significantly facilitate the reduction of

emissions and the reduction of carbon emissions in the building sector.

Renewable energy technologies and integrating multiple energy carriers (electric-

ity, heating, and cooling) have been considered promising to decarbonize the resi-

dential and commercial sectors and reduce GHG emissions. In this regard, wind,

photovoltaic, and solar thermal, along with electrifying heating via electric boilers or
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heat pumps (HPs), have been studied by many studies, and their advantages have

been showcased [2].

A cold climate can, however, present challenges when it comes to utilizing renew-

able energy technologies, primarily because solar generation is out of phase with the

heating demand. Furthermore, in these regions, the peak of electric heating demand

during the winter can exceed five times that of the summer [3], posing significant

challenges for the power grid in terms of balancing and flexibility. For example, in

Ontario, Canada, wind power is curtailed for thousands of hours during the fall and

spring seasons due to relatively low heating and cooling demands, while conventional

natural gas power plants (NGPPs) are used as peaking power plants to respond to

load fluctuations and renewable energy generator intermittency [4]. Furthermore,

replacing an 80% efficient natural gas boiler (NGB) with an electric boiler simply be-

cause the electric boiler emits zero site emissions may increase the region’s emissions

if the electric boiler uses NGPP’s electricity. Therefore, electrification of heating may

not only fail to offset emissions in this case but may increase them. These examples

emphasize the importance of holistic measures in optimizing building sector energy

management, considering regional rather than local emissions in analyses.

Harvesting waste heat has always been one of the cornerstones of decarbonizing

heating and cooling. An NGPP converts 42% of natural gas heating value into elec-

tricity, and the rest is wasted [3]. This waste energy in Ontario, Canada, is more

than 10 TWh, accounting for 5% of the total natural gas used for heating loads in

the province [3]. Decentralized combined heat and power (CHP) units can capture

this high-grade heat and facilitate optimal energy management by integrating the

electricity and thermal sectors, which will reduce GHG emissions.

2
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A further area of harvesting waste heat that has yet to be fully explored is cap-

turing and utilizing thermal energy from cooling processes normally wasted in com-

munities via cooling towers (CTs). It is estimated that 21 TWh of thermal energy

was wasted in the cooling processes of data centers, grocery stores, and other com-

munity buildings in Ontario, Canada, in 2017 [5]. Harvesting this waste energy can

offset the building’s or surrounding buildings’ heating demand, resulting in significant

reductions in GHG emissions and energy consumption.

The most recent technology in this direction is 5th-generation district energy

systems (5G-DESs). 5G-DES puts forward two new concepts: first, the buildings can

provide thermal energy to their communities by harvesting and sharing their residual

energy, and second, cooling and heating demands have mutual benefits [6].

In 5G-DESs, the heating supply temperature is typically lower than the buildings’

heating requirements, and the cooling supply temperature is usually higher than the

cooling requirements. Water-source HPs and chillers are needed to obtain appropriate

temperatures for heating and cooling. Using water-based HPs and chillers results in

partial electrification of heating and cooling as well.

5G-DESs can have one or two pipelines instead of four, as in conventional DESs.

The single-pipeline network is usually called a unidirectional single-pipe network

(USPN) and consists of a single pipeline connecting community buildings in series.

The cooling demand in a building is met by water flowing from the network to the

chiller, and the warmed water is returned to the pipeline. To meet the heating de-

mand, water flows to the HP, and the cooled water is returned to the pipeline. A

two-pipeline system is comprised of a warm and a cold pipeline. Cooling and heating

processes are accomplished similarly to USPNs, with the exception that HPs and

3
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chillers of the buildings are connected to separate pipelines [7]. The two-pipeline

system is sometimes called a bidirectional thermal network (BDTN).

5G-DESs have lower heat losses and higher efficiency. Thus, they are anticipated

to be the future energy systems, while their adoption entails an in-depth analysis

focusing on economic feasibility and environmental concerns. One of the challenges

with 5G-DESs is that they use significantly more electricity than conventional DESs.

However, 5G-DESs, especially USPNs, can be designed so that in each building,

the HP and the chiller are paralleled with a heat exchanger (HEX). As a result,

if the network temperature is higher than the supply heating temperature, direct

heating (DRH) can be enabled through the HEX, or if the network temperature is

lower, direct cooling (DRC) can be enabled by bypassing the chiller. This allows for

arbitrage between different energy sources so that the high electricity consumption of

USPNs can be managed during peak and off-peak hours.

Recent state-of-the-art studies have conceptualized the future energy systems as

decentralized low-temperature micro-thermal networks coupled to micro-electrical

networks and on-site distributed energy resources (DERs). These systems are called

smart energy systems and are controlled by intelligent central controllers coordinat-

ing supplies and demands so that costs and/or carbon emissions are minimized [8].

Their micro-thermal networks are constituted by the 5G-DESs, so the heat losses are

reduced, and the residual/wasted heat of the cooling processes is harvested to offset

the thermal demand of the building or surrounding buildings. [9].

The main objective of this study is to investigate these capabilities for a smart

energy system equipped with a USPN, named Integrated Community Energy and

4
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Harvesting (ICE-Harvest) System system. For this aim, an energy management sys-

tem (EMS) for ICE-Harvest is developed to administrate the system and determine

the real-time optimal operating set-points for downstream controllers so that the

system’s performance aligns with desired results.

1.2 Integrated Community Energy and Harvesting

System

ICE-Harvest project is a collaborative research project between academia and in-

dustry, aiming to minimize GHG emissions in the energy sector while maximizing

energy efficiency[10]. The conceptual outline of the ICE-Harvest system is illustrated

in Fig.1.1. The system is envisioned as the next generation of district heating and

cooling networks (DHCNs) for service-dense community areas, such as institutional

campuses or downtown cores, especially in colder climates with massive heating de-

mand [11]. The ICE-Harvest system comprises an energy generation center (EGC),

a micro-thermal network, and a micro-electrical network. In the EGC, electrical and

thermal DERs are placed. The (USPN)comprises a group of buildings as well as a

centralized CT. The micro-electrical network constitutes the electrical section of the

system, including the distribution network and loads.

DERs are a battery energy storage (BES), a CHP, a stratified hot water tank

(SHWT), an NGB, and a geothermal borehole field (GBF). In the EGC, the ther-

mal DERs are connected in series to an HEX via a high-temperature header (see

Fig.1.2). The GBF is also connected to a mid-temperature header, linked to the high-

temperature header via an HP. In EGC, CHP and NGB provide means of responding

5
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Figure 1.1: ICE-Harvest Conceptual Outline

to real-time electricity and natural gas prices and arbitraging between them. CHP

can offset peak-time fossil fuel power plants while recovering thermal energy usually

wasted. The GBF, as the long-term energy storage, and SHWT and BES, as short-

term thermal energy storage systems, are utilized simultaneously. SHWT and BES

aim to alleviate the daily mismatch between the energy generations and demands,

whereas GBF deals with seasonal variability by storing excess thermal energy during

the summer and spring and releasing it during the winter and fall.

In the USPN, a group of buildings, as well as a centralized CT, are connected in

series to the HEX via the pipeline. Each building has one heating energy transfer

station (ETS) and one cooling ETS, each constituting a HEX and an HP (or chiller).

HPs that electrify the thermal demand in the USPN help harvest the residual/wasted

heat of the cooling processes to offset the thermal demand of the building or surround-

ing buildings. HEXs at the buildings facilitate direct heating (DRH) or direct cooling

(DRC) by bypassing the HPs. That is, if the network temperature is higher than the

6
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Figure 1.2: Schematic Representation of the Micro-thermal Network of the
ICE-Harvest System

supply heating temperature, DRH is carried out through the HEX, or if the network

temperature is lower, DRC is realized by bypassing the chiller. There is also a path

that connects the USPN to the GBF so that the excessively harvested energy can be

stored in the GBF.

In the micro-electrical network, two general categories of electrical loads can be

defined: controllable and uncontrollable. The first one includes plugin loads and air

conditioning of the buildings, and the latter one consists of HPs, water pumps (WPs),

and the CT. The controllable loads and the CHP tie the micro-thermal and micro-

electrical networks and facilitate the energy arbitrage and demand management in

the system.

It is anticipated that the ICE-Harvest system operation can benefit the upstream

power network by minimizing the curtailment of renewable energies. This can be

realized since, in ICE-Harvest, the thermal and electrical sectors are interconnected

7
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through CHP, HPs, and chillers, allowing for managing electrical and thermal loads

simultaneously. For instance, during surplus-based load generation in the grid, ICE-

Harvest can potentially come into play and levelize its electricity consumption. It

can consume less/zero natural gas and more electricity to meet its onsite thermal

demands. On the other hand, during peak hours when 40% efficient NGPPs are

utilized, ICE-Harvest, by manipulating the USPN’s temperature and reducing its

electricity demand along with utilizing onsite BES and CHP with more than 65%

efficiency, can minimize its electricity import from the grid to zero. These features

not only decrease/eliminate the curtailment of renewable energies but also mitigate

GHG emissions and contribute to reducing the penetration of natural gas-fired power

plants in the power grid.

1.3 Energy Management System (EMS)

EMS is a decision-making tool that supervises the system by determining the optimal

operating setpoints for local controllers. To determine these setpoints, EMS solves

an optimization problem in which the system is modeled as a set of constraints. This

model is a quasi-steady-state representation of the system at each discrete time step.

The results of this optimization problem are the optimal setpoints (dispatch) of every

single component by which the system’s operation aligns with what would be desired.

This optimization problem is generally subject to equality constraints (such as g)

and inequality constraints (such as h), which must be satisfied. Additionally, there is

a set of dynamic equation (such as Zt+1 = m) that relates the variables at time t to

8
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the variables at time t+ 1, as illustrated below:

min :
∑
t

F (Xt, Zt, Ut, Pt) (1.3.1)

g(Xt, Zt, Ut, Pt) = 0 (1.3.2)

h(Xt, Zt, Ut, Pt) ≤ 0 (1.3.3)

Zt+1 = m(Xt, Zt, Ut, Pt) (1.3.4)

where Xt, Zt, Ut, and Pt represent different sets of parameters or variables involved

in the problem. The objective is to find values for these variables that minimize the

objective function while satisfying the given constraints and dynamic equation.

1.4 Research Contributions

This dissertation contributes to the field by conducting a thorough exploration of the

optimization and performance analysis of the ICE-Harvest system. It delves into the

intricate details of the system by considering all the nonlinear physical and practical

limitations, offering a more profound understanding of the system. In pursuit of this

goal, an optimized operational strategy that represents the EMS of the ICE-Harvest

system is developed to effectively coordinate the system’s components, enabling the

realization of its full potential in various aspects. It is worth noting that many of

these formulations are original contributions to the field.

The following research questions are addressed in this study:

• What benefits are achieved by a non-convex variable-temperature variable-flow

rate model compared to simpler models?
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• How short-term and long-term energy storage systems be utilized simultane-

ously to alleviate the daily and seasonal energy mismatch?

• How can energy harvesting and sharing be optimized?

• How can energy arbitrage between natural gas and electricity from the grid be

realized within the framework of an integrated energy system?

• What is the impact of dispatch strategies on energy harvesting and sharing and

the economics of the system?

• How is thermal and electrical power switching practiced in the HPs in accor-

dance with the real-time energy carriers’ prices?

• How does the thermal storage capacity of the network contribute to the heating

and cooling demand balancing and economics of the system?

1.4.1 Methodological Approach: Hierarchical Decision-Making

Framework

A novel quasi-dynamic model for optimal dispatch of ICE-Harvest is put forward,

taking all the thermal and electrical characteristics into account. The proposed op-

timal dispatch model is a variable-temperature variable-flow rate model accounting

for heat transfer, hydraulics constraints, and thermal mass of the pipeline. More-

over, the constraints associated with the micro-electrical network, such as power flow

equations, part-load limitations and efficiencies, and ramping of DERs, are included

in the optimization model.

10
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These formulations capture the system’s intricacies and are the foundation for the

EMS. The resultant optimization problem is a mixed integer nonlinear programming

model that commercial solvers could not solve. To make the nonlinear models more

tractable and solvable, various mathematical techniques are employed to linearize

them.

Given the specific configuration of the system with components requiring short-

term and long-term operation scheduling and the large-scale nature of the optimiza-

tion problem, the optimization model is decomposed into three sequential layers, as

illustrated in Fig. 1.3. . In the second layer, using the operation state of seasonal

Figure 1.3: Three Stage Decision Making Framework Proposed for the ICE-Harvest
System’s Operation Optimization
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storage as an input, the optimal operating state of CHP, SHWT, and NGB and the

direction of the power transaction with the grid are determined. The scheduling

horizon is daily, and the time stamp is 30 minutes. After all, in the real-time or

ultra-short-term stage, the optimal dispatch of all the components is determined.

In the first layer, a year-ahead variable temperature-based optimization problem

is developed for the ICE-Harvest system. The time resolution of the problem is

one-hour, while this granularity is not suitable for changing the charging/discharging

operation state of the GBF. As a result, the GBF’s power can fluctuate hourly while its

operational state remains fixed throughout the day. This layer is primarily responsible

for determining the daily charging/discharging state of the GBF. Furthermore, the

values obtained for other variables, such as network temperature and output powers

of DERs, are utilized as starting points for the second layer.

Moving onto the second layer, this optimization model is employed for day-ahead

operation planning of the system, and the time stamp is 30 minutes. This model is

a linear relaxation of the original problem and takes the operating state of the GBF

for the simulation day from the first layer. The main objective is to determine the

binary variables representing the operational states of the remaining DERs for the

upcoming day. The optimization model in this layer accounts for variable temperature

and variable-flowrate considerations.

Taking the binary variables and the starting point from the first and second layers,

this layer determines the optimal dispatch for the ICE-Harvest. This optimization

model is nonlinear and includes all model details and non-linearities.
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Chapter 2

Literature Review

In North America, residential and commercial buildings comprise a significant amount

of the total energy consumption. In the United States, these sectors account for

roughly 40% of total energy consumption [12]; in Canada, they account for approxi-

mately 26% of the total end-use demand[13]. Recent studies have enlightened the po-

tentiality of integrating district energy systems (DESs) with electrical grids to achieve

mutual benefits and an optimal solution for overall energy consumption [14, 15].

In this regard, some studies have showcased the opportunities in energy-saving and

electrical load profile alteration in DESs by integration of heat pumps (HPs) [16, 17]

and electric boilers [18]. The utilization of surplus renewable energy generated in

the electrical grid for heating purposes [19, 2] and high-efficiency energy provisioning

units such as combined heat and power (CHP) units have also been explored [20–22].

Although these solutions provide a more effective method of managing energy

demands, conventional DESs have certain inherent drawbacks which cannot be alle-

viated simply by them. For instance, distribution temperature in conventional DESs

is high for heating and low for cooling, which leads to increased energy losses to the

13
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surroundings [23]. Further, they cannot harvest waste heat from cooling processes

[24]. In addition, their long pipelines limit the system’s flexibility and controllabil-

ity. To overcome these limitations, redesigning the conventional structure of energy

systems is indispensable [25].

2.1 Literature Review

Recent state-of-the-art studies have conceptualized the future energy systems as de-

centralized low-temperature micro-thermal networks coupled to micro-electrical net-

works and on-site distributed energy resources (DERs). These smart energy systems

are controlled by intelligent central controllers coordinating on-site supplies and de-

mands so that costs and/or carbon emissions are minimized [8].

Micro-thermal networks are analogous to the concept of microgrids but in ther-

mal systems. A microgrid is a localized energy system that integrates various DERs

and enables the generation, distribution, and consumption of electricity in a smaller,

localized area. It operates autonomously or in conjunction with the main grid, al-

lowing for enhanced energy management and resilience. The smart energy system

complements the electrical aspect of a microgrid by providing heating and cooling

services by the micro-thermal network. In a microgrid scenario, while the electrical

grid handles the supply and demand of electricity, the micro-thermal network man-

ages the thermal energy requirements of the buildings or facilities within the smart

energy system. Integrating electrical and thermal systems creates a comprehensive

and efficient energy infrastructure.

Micro-thermal networks are constituted by the fifth generation of DESs (5G-DESs)
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that runs near ambient temperature. As a result, heat losses are reduced, and low-

temperature renewable energy sources are better incorporated [26]. Another key

advantage of micro-thermal networks is they are electrified which provides the op-

portunity for energy optimization and synergistic operation. By coordinating the

generation and utilization of electricity and thermal energy at a local level, the en-

ergy system can achieve a higher level of energy efficiency and reduce reliance on

external energy sources. Moreover, each building has one heating and one cooling HP

(or chiller), which helps harvest the residual/wasted heat of the cooling processes to

offset the thermal demand of the building or surrounding buildings. [9].

5G-DESs can have two or one pipelines, unlike the conventional DESs with four

pipelines. The two-pipeline network, usually called bidirectional low-temperature

network (BLTN), includes a warm pipeline, operating in the range of 12-20◦C, and a

cold pipeline running within 8-12◦C [7]. In the case of cooling demand in a building,

water is guided from the cold pipeline to the heating HP, and the outlet warmed

water is sent to the warm pipeline. Water flows opposite from the warm pipeline

to the cold pipeline through the heating HP when heating is required. External

low-temperature sources such as solar thermal panels, storage systems, or central

HPs may be needed to balance the energy in the micro-thermal network. The one-

pipeline variable-temperature micro-thermal networks are called unidirectional single

pipe networks (USPNs). Energy harvesting and sharing in USPNs are similar to

BLTNs, except that heating and cooling HPs of the buildings are connected to the

same pipeline with variable temperature (10-60◦C), and both warmed and cooled

waters are discharged into the same pipeline [7].

Recent studies suggest that buildings will become decentralized thermal prosumers
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by providing thermal energy from their DERs to DESs [27–29]. In this regard, 5G-

DESs construct a foundation for a new type of thermal prosumers that buildings can

contribute to balancing cooling and heating loads in the network by harvesting and

sharing the residual energy without needing any DERs [6]. Another fundamental

improvement is their higher exergy efficiency thanks to lower distribution losses and

waste energy harvesting [30]. There is, however, still a lack of understanding of how

to manage multiple variables to realize the full potential of 5G-DESs [31].

[32] has demonstrated the potential of USPNs to reduce GHG emissions. How-

ever, it has also shown that they can consume significantly more electricity than

conventional business-as-usual (BAU) DESs because of the electrification of thermal

demands [33]. [34] has studied the significance of the network temperature on the

electricity demand of SESs equipped with BLTN and highlighted the necessity of stud-

ies devoted to network temperature optimization. [35] has illustrated the substantial

impacts of the network temperature on energy harvesting and electricity consumption

of the USPN. Furthermore, it has been depicted in [5] that excessive energy harvest-

ing is likely in USPNs without proper temperature optimization and simultaneous

heating and cooling demands. That means electricity is consumed in the cooling HP

to provide the cooling demand and harvest the energy, and further electricity must

be consumed to dump that harvested energy.

Optimizing 5G-DESs is a complex task because there are many competing factors

involved. There have been only a few studies conducted so far in the literature on the

optimization of 5G-DESs, the majority of which are based on energy balance analyses

or predefined network temperatures [36, 37]. In this regard, [38] has proposed a linear

model for the design and operation optimization of BLTNs equipped with DERs using
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energy balance equations. The network temperature has not been modeled in [38],

and predefined average coefficients of performance (COPs) have been assumed for

HPs. Although [38] provided good insights into improving the smart energy system’s

performance, it highlighted the necessity of developing models considering mass flow

and dynamic temperatures for future studies. In [39], an optimal operation and design

methodology has been proposed for DERs connected to a BLTN. A linear optimiza-

tion model has been described based on a predefined operating network temperature

assumption for this aim. For future works, it was suggested that the optimal network

temperature should be determined through optimization.

[40] has proposed an operation optimization for SESs with BLTN that considers

network temperature as a variable and some nonlinearities in the physical system. The

optimization problem was then relaxed by using a linear approximation for the COPs

of the HPs and fixed profiles for mass flow rates in the branches of the BLTN. However,

the linear relaxation used for the COPs is suitable only for low-temperature variations

at the evaporator and will cause significant errors for large temperature fluctuations.

Furthermore, using fixed profiles for the mass flow rates and not optimizing the mass

flow rates and temperatures simultaneously based on the real-time demand can result

in underestimating the capability and benefits of the system. Because if the mass

flow rate of an HP in a branch is assumed to remain fixed, the temperature variances

between the inlet and outlet of the HP will follow its injected/rejected thermal power.

As a result, the operation optimization and the network temperature are severely

constrained. Furthermore, the results of the [40] are limited to the condition that

there is a balance between the rejected and injected energy in the network. However,

it is envisioned that the total injected heat to the network can be higher/lower than
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the demand, which implies that the network can be a thermal storage system. This

can be realized thanks to the short pipeline length and low thermal mass of the

micro-thermal network that allows for the mass flow rate and temperatures to be

manipulated to benefit the system.

5G-DESs, especially USPNs, can be designed so that each building has an HP

and a chiller paralleled with heat exchangers (HEXs). As a result, if the network

temperature is higher than the supply heating temperature, direct heating (DRH)

can be enabled through the HEX, or if the network temperature is lower, direct

cooling (DRC) can be enabled by bypassing the chiller. However, although DRC is

possible for the cold pipeline in BDTNs, they do not support DRH as the temperature

for the hot pipeline is consistently maintained below 40°C.

In none of the studies mentioned above, DRH or DRC have been incorporated into

the optimization models. [41] has proposed a mathematical model for temperature

optimization of a BDTN considering DRC. The results demonstrated that if HEXs

for DRC are available, the optimal network temperature allows the cold pipeline to

cool the building directly. Consequently, BDTN has less excess harvested energy to

dissipate during the summer when DRC is considered. In the mathematical model,

the temperature is an optimization variable, but the temperature variances, gains, or

losses throughout the pipeline are negligible. So, all the heating HPs have the same

COP, as do all the cooling HPs.

For BLTNs, this assumption may be reasonable, but not for USPNs, since it can

lead to an underestimation of total electricity demand. For instance, in cold climates

with heating demand dominating cooling demand, USPN temperatures decrease af-

ter each building. This leads to lower COPs of subsequent heating HPs and higher

18

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

electricity demands. When cooling demand dominates heating demand in buildings,

USPN temperature rises after each building. This results in lower COPs of the fol-

lowing cooling HPs and higher electricity demands. In addition, as we move further

down the network or consider temperature losses to or gains from the surroundings,

this approach’s underestimation of electricity demand can increase. Furthermore, the

effects of buildings’ sizes, arrangements, and locations within the USPNs on the net-

work temperature are overlooked. Furthermore, while the thermal storage capacity of

the network has been included in the optimization model, the thermal and hydraulic

constraints are not, resulting in an overestimation of its benefits [42].

In addition to the challenges and advantages associated with 5G-DESs, it is cru-

cial to accurately model the performance of HPs within these systems, specifically

considering the COP saturation. Surprisingly, previous studies have neglected the

modeling of COP saturation in their models, which is a critical aspect for accurately

assessing the energy efficiency and overall performance of the systems. Implement-

ing COP saturation in HP models is highly nonlinear, posing challenges for system

optimization and control. However, in this research, a novel mathematical model

is developed that effectively linearizes the COP saturation, enabling more accurate

predictions of HP performance and facilitating optimal system design and operation.

2.2 Summary

A summary of the studies on the operation of smart energy systems with 5G-DESs is

presented in Table2.1. As observed, the studies that have implemented temperature

optimization have only focused on BLTNs. The BLTNs and USPNs are fairly distinct,

and the developed models and the gained insights from BLTNs operation cannot be
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Table 2.1: Summary of studies on the operation of 5G-DESs in the literature

Ref.
USPN
BLTN

Temperature
Optimization

Flow Rate
Optimization DRC/DRH

COP
Saturation

Pipeline Storage
Capacity

Building’s
Location

Temperature/Heat
Losses

Demand
Management

Energy
Arbitrage

[9] BLTN − − − − − X X − −

[29] − − − − − − X X − −

[30] − − − − − X X X − −

[31] − X − − − − − X − −

[32] USPN − − − − X X X − −

[35] USPN − − − − − X − − −

[34] BLTN X − − − − X X X −

−

[43] USPN − − − − X X X − −

[38] BLTN − − − − − − Heat − −

[39] BLTN − − − − − − Heat − −

[40] BLTN X − − − − X X − −

[36] BLTN − − DRC − X − Heat X −

[41] BLTN X − − − X − Heat X −

This Study USPN X X X X X X X X X

easily extended to the USPNs [34]. USPNs have higher temperature fluctuation and

optimization capabilities, making them a great fit for cold or warm climate condi-

tions [32]. Thus, further studies are necessary to identify and explore the potential

opportunities of SESs with USPNs. setspace

Micro-thermal network modeling based on variable temperature and variable flow

rate, while considering the physical system limits, can demonstrate the significant, yet

realistic capabilities of 5G-DESs. Optimizing the network’s temperatures and mass

flow rates can improve energy harvesting and sharing and reduce total electricity

consumption. This also means performing demand-side management by optimizing

network variables rather than adjusting indoor temperatures and compromising oc-

cupant comfort.

Natural gas-fueled heat sources, such as CHPs and natural gas boilers (NGB), can
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be integrated with the USPN through a high-temperature loop connected via a HEX

[43]. By integrating these sources, the system can respond to real-time electricity

and natural gas prices and arbitrage between the two. In this regard, the system can

maximize its electricity consumption during off-peak hours to take advantage of zero

or negative pricing and switch to natural gas during peak hours to minimize electricity

imports. To our knowledge, this study is the first to investigate these aspects of smart

energy systems with micro-thermal networks, specifically with USPNs.

However, it has also been anticipated that, in summer, there might be no need for

all the thermal power recovered by CHP. Additionally, a significant amount of thermal

energy will be injected into USPN from the chillers, exceeding the heating demand.

These two forms of surplus energy can increase the network temperature, reduce the

COPs of chillers, and exacerbate the situation. So, an energy storage solution can

be utilized to alleviate seasonal imbalances in the systems. This can save the excess

energy captured from cooling processes during the summer and surplus thermal power

recovered from CHP for the cold months.

In this regard, it is suggested that long-term energy storage, such as a geothermal

borehole field (GBF), and short-term thermal energy storage, such as a stratified hot

water tank (SHWT), can be utilized simultaneously. SHWT aims to alleviate the

daily mismatch between thermal energy generation and heat demand, whereas GBF

deals with seasonal variability by storing excess thermal energy during the summer

and releasing it during the winter. For this aim, it is necessary to develop a long-term

optimization model for ICE-Harvest to fully capture short-term and seasonal dynam-

ics since the simple representative day approach cannot reflect the interaction between

the short-term and long-term periods. This, however, complicates the optimization
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problem development and intensifies computational load.

There have been no studies that have developed USPN operation optimization

in light of DRC and DRH, leaving a research gap in exploring the full potential of

USPNs. In contrast to BDTNs, USPNs are expected to be capable of both DRC and

DRH since there is no strict limit on the pipeline’s temperature. As a result, USPNs

are ideal for regions with cold winters and warm summers, such as Ontario, Canada

[32, 35], and that is the reason ICE-Harvest is designed based upon USPNs. The

DRC and DRH add more degrees of freedom in operation optimization, which affect

not only energy harvesting and sharing but also total electricity consumption in the

system. When heating demand dominates cooling demand, raising the temperature

and DRH can reduce total electricity demand. In contrast, when cooling demand

dominates the heating demand, decreasing the temperature and DRC can reduce

harvesting energy and minimize excess harvest energy and electricity demand. This

can be viewed as providing demand response solutions without adversely affecting

occupant comfort, as the temperature variations occur in the network pipeline, not the

building supply temperature. On the other hand, it is envisioned that the flexibility of

UPSNs in temperature manipulation can be used to maximize the electricity demand

during off-peak hours to take advantage of zero or negative pricing when surplus RE

is generated. This represents them as a grid modernization solutions provider that

can use free surplus RE that would otherwise be curtailed [44, 3, 43].
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Chapter 3

Day-ahead Scheduling of a

Building Microgrid

In this chapter, a day-ahead operation scheduling of a building microgrid (BMG) rep-

resented by electrical and thermal loads coupled with the energy generation center

(EGC) is studied. The BMG can be viewed as a simplified version of the ICE-Harvest

system. All the components, including heat exchangers (HEXs), water pumps, bat-

tery energy storage (BES), combined heat and power (CHP) unit, stratified hot water

tank, backup boiler, and heat pump (HP), are modeled in detail. The electrical and

thermal sections of the BMG are integrated through the coupled use of the CHP

unit, HP, and water pumps. This integration provides the capability of manipulating

thermal variables such as temperatures and mass flow rates in such a manner that the

total electricity demand follows the desired profile and both electrical and thermal

loads of customers are fully met. The objective is to showcase the competence of

the developed operation strategy in levelizing loads through integrating thermal and

electrical sections of a BMG by taking advantage of CHP, HP, and the hot water
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Figure 3.1: Schematic Representation of the Thermal Section of the BMG.

tank.

3.1 Mathematical Model

The BMG’s structure encompasses two main sections; thermal and electrical. The

configuration of the thermal section is constituted by a CHP unit, a backup natural

gas boiler (NGB), a stratified hot water tank (SHWT), HP, HEX, water pumps, and

a pipeline network (see Fig. 3.1). The electrical section of the BMG is composed of

the CHP unit, BES, the point of common coupling (PCC), and the different electrical

loads (see Fig. 3.2). The Electrical loads in the BMG can be split into two categories;

controllable and uncontrollable. The first one encompasses electricity demanded by

the HP and water pumps, and the latter one includes loads related to occupants,

such as lighting, plug loads, etc. Regarding thermal load, through HP, a controllable

portion of the load is satisfied by electricity and the rest by heat coming from CHP,
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Figure 3.2: Schematic Representation of the Electrical Section of the BMG.

STES, or NGB. Therefore, it could be mentioned that the profiles of thermal and

electrical loads are managed while the consumers’ demands are fully met and their

comfort is fully satisfied. The optimization problem representing the operation of the

BMG is modeled as a mixed integer non-linear programming (MINLP) model. In this

regard, some terms are linearized to simplify the optimization problem. Hereafter, a

detailed description of this model is presented.

3.1.1 Electrical and Thermal Power Balance

The following equations correspond to the global power balance in the thermal and

electrical sections.

HCHP
t +HNGB

t +HSHWT
t ≤ HHEX

t ∀t ∈ T (3.1.1)

PCHP
t + P PCC

t + PBES
t = P load

t ∀t ∈ T (3.1.2)

P load
t = P plugin

t + PHP
t + PWP

t ∀t ∈ T (3.1.3)

25

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

3.1.2 Temperature and Mass Flow Rate Limits

The following equations summarize the temperatures and mass flow rates limitations

of the components in the thermal section of the BMG :

ṁloop
t > ṁs,t ∀t ∈ T (3.1.4)

ṁloop
min ≤ ṁloop

t ≤ ṁloop
max ∀t ∈ T (3.1.5)

ṁmin ≤ ṁs
t ≤ ṁmax ∀t ∈ T (3.1.6)

Tosmin ≤ Tos,t ≤ Tosmax ∀t ∈ T, s ∈ S (3.1.7)

Tismin ≤ Tit ≤ Tismax ∀t ∈ T, s ∈ S (3.1.8)

where S represents the set of all components in the thermal network, including CHP,

NGB, SHWT, HP, and HEXs. ṁloop
t signifies the mass flow rate of the main loop,

and ṁs,t represents the mass flow rates of the components.

To consider the dynamics in the system, the variation of ṁt,s, Tt,s, Tit,s, and Tot,s

as well as PCHP
t , PBES

t , QCHP
t , QNGB

t , QSTES
t indicated by Γ in 3.1.9 that must be

within specific limits.

|Γt − Γt−1| ≤ Rmax ∀t ∈ T (3.1.9)

3.1.3 Mixing Fluids with Different Temperature

For incompressible fluids, when different branches run into the same node, the tem-

perature of the mixed fluid is calculated using the energy conservation principle. Eq.

3.1.10 is applied to CHP, STES, NGB, and HEX.

(ṁloop
t − ṁs,t) · Tis,t + ṁs

s,t · Tos,t = ṁloop
t · Tis+1,t ∀t ∈ T, s ∈ S (3.1.10)
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3.1.4 CHP and NGB

Two heat recovery loops have been assumed in the CHP through jacket water and

exhaust gas HEXs. Additionally, a controllable valve is in the way of the exhaust gas

HEX to increase the level of freedom in the CHP control. Then, the output thermal

power of CHP is calculated by:

HCHP
t,max = PCHP

t

(
(1− ηCHPelec ) · ηCHPrec

ηCHPheat

)
∀t ∈ T (3.1.11)

HCHP
t = HJW

t +HEX
t ∀t ∈ T (3.1.12)

HJW
t = FJW ·HCHP

t,max ∀t ∈ T (3.1.13)

HEX
t,max = HCHP

t,max −HJW
t ∀t ∈ T (3.1.14)

HEX
t,min ≤ HEX

t ≤ HEX
t,max ∀t ∈ T (3.1.15)

A piece-wise linearization approximates the fuel consumption of CHP and NGB:

Ft =
nv∑
v=1

(αvPv,t + βvBv,t) ∀t ∈ T (3.1.16)

Bv,t · Pv,min ≤ Pv,t ≤ Bv,t · Pv,max ∀t ∈ T (3.1.17)

nv∑
v=1

Bv,t = Ut ∀t ∈ T (3.1.18)
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The start-up and shut-down costs and minimum run/up times for both CHP and

NGB are modeled as follows:

SU t − SDt ≤ Ut − Ut−1 ∀t ∈ T (3.1.19)

SU t + SDt ≤ 1 ∀t ∈ T (3.1.20)

t+δon−1∑
t′=t

Ut′ ≥ δon · SU t ∀t ∈ T (3.1.21)

t+δoff−1∑
t′=t

(1− Ut′) ≥ δoff · SDt ∀t ∈ T (3.1.22)

3.1.5 Electrical and Thermal Storage Systems

Battery Energy Storage (BES):

To ensure a secure operation of the storage system, the following constraints are

defined for the BES. Similar equations have been applied for the SHWT as well but

for HSHWT
t .

0 ≤ P ch
t ≤ U ch

t · P ch,max ∀t ∈ T (3.1.23)

0 ≤ P dch
t ≤ Udch

t · P dch,max ∀t ∈ T (3.1.24)

U ch
t + Udch

t ≤ 1 ∀t ∈ T (3.1.25)

PBES
t = PDCH

t − PCH
t ∀t ∈ T (3.1.26)
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The following two equations are utilized to update the state of charge (SOC) of the

BES:

SOCt = SOCt−1 + ηch · P ch
t − ηdch · P dch

t ∀t ∈ T (3.1.27)

SOCmin ≤ SOCt ≤ SOCmax ∀t ∈ T (3.1.28)

Stratified Hot Water Tank (SHWT):

The equations corresponding to the SHWT tank are:

HTES
av = V h

t · ρ · cp · (T h − T l) (3.1.29)

HTES
av = HTES

avt−1
− qSTES

t −∆H loss
t ∀t ∈ T (3.1.30)

∆H loss
t = (V mx

t − V mx
t−1) · ρ · cp · (T h − T l) ·∆τ (3.1.31)

V mx
t − V mx

t−1 =


0 if V h

t = 0

λexp ·∆τ if 0 ≤ V h
t ≤ V t

0 if V h
t = V t

(3.1.32)

0 ≤ Hav
SHWT
t ≤ Hav

SHWT
max ∀t ∈ T (3.1.33)

3.1.6 Heat Exchanger

Typically, based on the direction of the inlet and outlet fluids relative to each other,

two types of HEXs are used in the BMG: parallel flow and counter flow. Equation

(34) expresses the relation between the mass flow and temperatures of each side, and
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(35) relates the inlet temperatures of the sides to each other.

HHEX
t,h = ṁHEX

t,h · cp · (THEXt,h − THEXt,h ) (3.1.34)

HHEX
t = ε ·min((ṁHEX,1

t,h , ṁHEX,2
t,h )) · cp · (THEX,1t − THEX,2t ) ∀t ∈ T (3.1.35)

The HEX connecting the SHWT to the loop works as a counter-flow HEX in dis-

charging and parallel flow in charging mode. The following equations ensure the

heat transfer between HEX and STES. For the other HEXs, the same equations are

applied.

Counter-flow HEX

T h ≥ THEXt,h + ∆ ∀t ∈ T (3.1.36)

T h ≥ THEXt,h + ∆ ∀t ∈ T (3.1.37)

Parallel flow HEX

T h ≤ THEXt,h + ∆ ∀t ∈ T (3.1.38)
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3.1.7 Heat Pump

The following are the equations and constraints that express the behavior of the HP.

Hbld
t = PHP

t + (ṁHP
t ) · cp · (T bld

t − T bld
t ) ∀t ∈ T (3.1.39)

PHP
t = Hbld

t × ηHP

(
T bld
s − T bld

t

T bld
s

)
∀t ∈ T (3.1.40)

(ṁHEX
t ) > (ṁHP

t ) ∀t ∈ T, s ∈ S (3.1.41)

T bld
s ≥ T bld

t + ∆ ∀t ∈ T (3.1.42)

3.1.8 Water Pumps

The electricity demand of a water pump is linearly dependent on the pressure the

pump compensates. For the main loop, ∆P loop
t can be determined using 3.1.43 while

for the other components, it is taken from their data sheets. Then, the pump elec-

tricity demand can be calculated by 3.1.44:

∆P loop
t =

µ · f loop · ((ṁloop
t )2)

((dloop)5 · (ρloop)2)
∀t ∈ T (3.1.43)

P pump
t,p =

(ṁpump
t,p ) ·∆P pump

t,p

ηpump
p · ρp

∀t ∈ T (3.1.44)

3.1.9 Objective Function

The objective of the optimization is to minimize the total costs incurred by the

operation of BMG during the day, which includes the costs associated with CHP,
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NGB, grid, and carbon tax.

T∑
t=1

CCHP
t + CNGB

t + Cgrid
t + Cctx

t (3.1.45)

Cost Equations

The cost equations for each component are as follows:

CCHP
t = FCHP

t · Prfuel + PCHP
t ·OMCHP

t (3.1.46)

CNGB
t = FNGB

t · Prfuel +QNGB
t ·OMNGB

t (3.1.47)

Cgrid
t = P grid,imp

t ·HEP imp
t − P grid,imp

t ·HEPExp
t (3.1.48)

Cctax
t = (FCHP

t + FNGB
t ) · Prtax (3.1.49)

where Prfuel represents the natural gas price ($/kWh), HEP imp
t and HEP exp

t signify

the hourly electricity price (HEP) for import and export, respectively, and Cctax
t and

Prtax denotes carbon tax rate.

3.2 Simulation Studies and Discussions

3.2.1 Case Study

The day-ahead optimal scheduling of the BMG has been conducted for a represen-

tative day in winter. The load prediction is not the focus of this study, and real

data from a case study located in Burlington, Ontario, Canada, has been used as the

predicted load. The time resolution for the simulation is 10 minutes. The time-of-use

electricity price of Ontario, Canada [8] has been used for simulation; however, the
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Figure 3.3: Optimal Operation of the BMG-Electrical Section

sell-to-grid factor of 0.9 has been considered to realize the exporting to the grid. The

MINLP formulation developed in this study is implemented in GAMS using BARON.

3.2.2 Simulation Results

The operation of the electrical section of the BMG is illustrated in Fig. 3. In this

figure, the controllable and uncontrollable loads of the BMG are accumulated, shown

as the total demand. As can be observed, the CHP unit operates during peak and

medium-peak hours. Its output gradually increases based on the defined ramp-rate

limits. The BMG is importing electricity from the grid during off-peak hours while

it contributes to meeting the peak demand of the distribution network. The BES is

charged in 3 periods; the first happens during off-peak hours right before the peak

time starts. Then it is discharged. The second one happens in medium-peak hours

again right before the next peak time starts. The last one occurs to observe the

defined constraint that the SOC of the BES at the beginning and end of the day

must be the same. Intuitively, the BES can be charged and discharged during the
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Figure 3.4: Optimal Operation of the BMG-Thermal Section.

periods in which the following equation is valid. Also, the other reason the charging

and discharging of the BES are economically feasible is the overproduction of the

on-site generation unit.

ηch · ηdch · HEPexp
t ≥ HEPimp

t (3.2.1)

The thermal energy demanded by the occupants and provided by the different units

are shown in Fig. 4. Given that the heat demand is higher than the total energy

coming from the thermal, it is observed that the electricity consumed by HP provides

a portion of the load. It is observed that NGB is used only during the early and later

hours of the day when CHP is turned off. Due to the necessity of establishing precise

control strategies for these types of systems, the variation of variables such as mass

flow rate and temperature must be determined. The variation of mass flow rates in

each unit and the main loop are shown in Fig. 5. Moreover, Fig. 6 illustrates the

variation of temperature in four critical points of the thermal section.
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Figure 3.5: Variation of Mass Flow Rates in the System

In many studies in integrated systems, just energy-based management has been

implemented. However, the simulation results show that approach not accurate

enough. It can also be seen that HEX plays a key role in the charging and dis-

charging of SHWT. Moreover, a sudden temperature increase in point A in period

67 implies less heat injection to the BMG. In other words, to meet the load, the

HP compensates for the required heat while the excess heat in the loop is stored in

STES to be used later. So, it can be concluded that HP plays a significant role in

demand-side management in BMG.

3.3 Summary

In this work, an optimization model was presented to determine the optimal schedul-

ing plan for the operation of a BMG. The proposed model integrated thermal and

electrical sections of the system by coupling the operation of the CHP unit and the

HP. This allowed the manipulation of variables such as temperatures and mass flow
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Figure 3.6: Temperature in Different Sections of the Main Loop.

rates so that the total electricity demand followed a desired profile. Results also

showed the necessity of coordinating the operations of the different energy sources

and storage systems in the BMG to fully meet both electrical and thermal loads.
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Chapter 4

Day-ahead Optimal Dispatch of

ICE-Harvest System

The main objective of this day-ahead operation optimization is to illustrate the capa-

bility of the ICE-Harvest system in harvesting waste energy to offset the community’s

thermal demands, performing demand management without affecting occupants’ com-

fort, and realizing energy arbitrage. The day-ahead optimal dispatch of the ICE-

Harvest system is proposed, and a detailed quasi-dynamic optimization model that

incorporates thermal and hydraulic constraints is developed to achieve this goal. To

solve the resulting mixed-integer nonlinear programming (MINLP) problem, a novel

decomposition algorithm is proposed. The decomposition algorithm breaks down

the MINLP problem into a linear sub-problem that determines the binary variables

and a nonlinear sub-problem that determines the optimal dispatch of the system.

In the proposed hierarchical decomposition framework for the optimal dispatch of

ICE-Harvest, the linear and nonlinear subproblems are accommodated, respectively,

in the second and third layers. Upon evaluating five distinct dispatch strategies, it
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is enlightened that not considering thermal dynamics and heat transfer constraints

will result in underestimating electricity and natural gas consumption. In contrast,

if thermal pipeline capacity is not considered and mass flow and temperature are not

manipulated, the system’s capability will be underestimated.

4.1 Mathematical Model

ICE-Harvest comprises a variable-temperature micro-thermal network (see Fig. 6.1)

and a micro-electrical network (see Fig. 4.2). A detailed mathematical representation

proposed to describe the system is provided below.

Figure 4.1: Schematic Representation of the Micro-Thermal Network of
ICE-Harvest.
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Figure 4.2: Schematic Representation of the Micro-Electrical Network of
ICE-Harvest.

4.1.1 Micro-Thermal Network

The micro-thermal network comprises an energy generation center (EGC) and unidi-

rectional single-pipe network (USPN), as shown in Fig.6.1. In EGC, thermal DERs,

including a CHP, a stratified hot water tank (SHWT), and a natural gas boiler (NGB),

are connected in series to a heat exchanger (HEX) via a high-temperature pipeline.

In the unidirectional single-pipe network (USPN), a group of aggregated buildings

and their heat pumps (HPs) and a cooling tower (CT) are connected in series to the

HEX via the pipeline. Note that, as this chapter showcases the system’s performance

for a day, geothermal borehole storage is not considered.

CHP

As shown in Fig. 4.3, a controllable water valve (V1) controls water flow to the steam-

to-water HEXs (jacket water and exhaust gas) that recover heat from the combustion

process. The electricity and heat production, fuel consumption, and heat transfer
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Figure 4.3: Schematic Representation of CHP.

constraints of the CHP are expressed as:

ηCHP,elect = ηCHP,elec0 ·
[
c+ b.P lCHPt + a.(PlCHPt )2

]
(4.1.1)

PCHP
t = FCHP

t · ηCHP,elect (4.1.2)

PCHP
t = PlCHPt .PCHP

max (4.1.3)

UCHP
t · PlCHPmin ≤ PlCHPt ≤ UCHP

t · PlCHPmax (4.1.4)

HCHP,Tot
t = (FCHP

t − PCHP
t ) · ηCHP,rec0 (4.1.5)

HCHP
t = HCHP,JW

t +HCHP,EX
t (4.1.6)

HCHP,JW
t = kJW ·HCHP,Tot

t (4.1.7)

0 ≤ HCHP,EX
t ≤ HCHP,Tot

t −HCHP,JW
t (4.1.8)

|PCHP
t − PCHP

t−1 | ≤ RRCHP · PCHP
max (4.1.9)
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Figure 4.4: Schematic Representation of SHWT.

HCHP
t = ṁCHP

t · cpw · (ToCHPt − TiCHPt ) (4.1.10)

ToCHPt − TiCHPt ≤ ∆Tmax,CHP (4.1.11)

SUCHP
t − SDCHP

t ≤ UCHP
t − UCHP

t−1 (4.1.12)

SUCHP
t + SDCHP

t ≤ 1 (4.1.13)

SHWT

The temperature in the SHWT is divided into three layers; high temperature (T h) on

top, mixing in the middle, and cold (T c) on the bottom, as shown in Fig. 4.4. The

heat transfer between the layers causes the middle layer expands, and the temperature

linearly decreases from T h to T c. Assuming the middle layer expansion rate of λexp,

the model of SHWT is summarized below.
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SOCSHWT
t = SOCSHWT

t−1 − (HSHWT
t +H loss

t ) ·∆τ (4.1.14)

SOCSHWT
t = W h

t · ρw · cpw · (T h − T c) (4.1.15)

H loss
t = (Wmix

t −Wmix
t−1 ) · ρw · cpw · (T h − T c) (4.1.16)

Wmix
t −Wmix

t−1 =


0 if W h

t = 0

λexp ·∆τ if 0 ≤ W h
t ≤ W Tot

0 if W h
t = W Tot

(4.1.17)

0 ≤ W h
t ≤ W Tot (4.1.18)

HSHWT
t = HSHWT,dch

t −HSHWT,ch
t (4.1.19)

HSHWT
t = ṁSHWT

t · cpw · (ToSHWT
t − TiSHWT

t ) (4.1.20)

|ToSHWT
t − TiSHWT

t | ≤ ∆Tmax,SHWT (4.1.21)

where, HSHWT,ch
t and HSHWT,dch

t are mutually exclusive.

USHWT,ch
t ·HSHWT,ch

min ≤ HSHWT,ch
t ≤ USHWT,ch

t ·HSHWT,ch
max (4.1.22)

USHWT,dch
t ·HSHWT,dch

min ≤ HSHWT,dch
t ≤ USHWT,dch

t ·HSHWT,dch
max (4.1.23)

USHWT,ch
t + USHWT,dch

t ≤ 1 (4.1.24)

NGB

Here are the equations used to represent the transferred heat, inlet and outlet tem-

peratures, fluid mass flow rate, fuel consumption, and operation limits of the NGB
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[45]:

FNGB
t =

HNGB
t

ηNGB0

(4.1.25)

UNGB
t ·HNGB

min ≤ HNGB
t ≤ UNGB

t ·HNGB
max (4.1.26)

|HNGB
t −HNGB

t−1 | ≤ RRNGB ·HNGB
max (4.1.27)

HNGB
t = ṁNGB

t · cpw · (ToNGBt − TiNGBt ) (4.1.28)

ToNGBt − TiNGBt ≤ ∆Tmax,NGB (4.1.29)

SUNGB
t − SDNGB

t ≤ UNGB
t − UNGB

t−1 (4.1.30)

SUNGB
t + SDNGB

t ≤ 1 (4.1.31)

HEXs

A counter flow HEX connects the EGC to the USPN (see Fig. 4.5), and a two-

direction water-to-water HEX connects the SHWT to the loop. During discharging,

it works in the counter flow state and for charging in the parallel flow mode. To

ensure a heat transfer between fluids, Eqs. (4.1.32) and (4.1.33) for a counter flow

and Eq. (4.1.34) for a parallel flow should be satisfied [46].

TiHEX,ht ≥ ToHEX,ct + ∆THEXmin (4.1.32)

ToHEX,ht ≥ TiHEX,ct + ∆THEXmin (4.1.33)

ToHEX,ht ≥ ToHEX,ct + ∆THEXmin (4.1.34)
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Figure 4.5: Schematic Representation of HEX.

The following equation expresses the heat transfer limits across a HEX:

HHEX
t = ε ·min(ṁHEX,h

t , ṁHEX,c
t ) · cpw · (TiHEX,ht − TiHEX,ct ) (4.1.35)

HHEX
t = ṁHEX

t · cpw · (TiHEXt − ToHEXt ) (4.1.36)

|ToHEXt − TiHEXt | ≤ ∆THEXmax (4.1.37)

The HEX that connects EGC and USPN is the point at which two time-steps in a

row are connected.

HHEX
t = ṁEGC

t · cpw · (TiCHPt − TiHEX,ht−1 ) (4.1.38)

HHEX
t = ṁUSPN

t · cpw · (TiUSPNt − TiHEX,ct−1 ) (4.1.39)

where Eq.4.1.38 and eq.4.1.39 correspond to the EGC and USPN sides, respectively.

The total energy balance in the EGC can be stated as follows:

HHEX
t = HCHP

t +HNGB
t +HSHWT

t (4.1.40)
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Figure 4.6: Schematic Representation of Two Consecutive Branches (one segment).

Pipeline

Modeling the pipeline of the USPN requires two sets of constraints: thermal and

hydraulic. The first one represents temperature drops and thermal mass throughout

the pipeline. The second one relates to the continuity of mass flow rate at branches,

fluid pressures, and mass flow rate variations. Fig.4.6 shows segment s, which is con-

stituted by two consecutive branches, b and b+ 1 in a pipeline. In this figure, ṁploopt

can signify both of the ṁEGC
t and ṁUSPN

t . ṁb
t , Ti

i
t, and Toit indicate mass flow rate

and inlet and outlet temperatures of any branch in the micro-thermal network, re-

spectively. Due to the short length of the EGC pipeline, thermal losses are neglected,

but hydraulic constraints are used for both pipelines in EGC and USPN.

The temperature losses in segment s in the USPN can be estimated by [47]:

T bt − Tib+1
t =

(1 + β) · Ls

cpw · ṁUSPN
t

· (T bt − T ambt ) · 2 · π · λb

ln(dex/din) + 2 · π · λb ·Re
(4.1.41)

In addition, the thermal losses of each segment and the total losses of the pipeline

45

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

with N s segments can be calculated as:

H loss,s
t = ṁUSPN

t · cpw · (T bt − Tib+1
t ) (4.1.42)

H loss
t =

Ns∑
s=1

H loss,s
t (4.1.43)

The pipeline in the USPN is the medium through which energy is exchanged

between the HEX, HPs, and CT. However, the total injected energy is not necessarily

equal to the total rejected energy at each time step. This feature visualizes the

pipeline as a thermal storage system and is stated as:

SOCUSPN
t = SOCUSPN

t−1 +HUSPN
t ·∆τ (4.1.44)

where, SOCUSPN
t signifies the storage level of the pipeline and can also be expressed

as:

SOCUSPN
t = MUSPN · cpw · (TavUSPNt+1 − TavUSPNt ) (4.1.45)

SOCUSPN
min ≤ SOCUSPN

t ≤ SOCUSPN
max (4.1.46)

SOCUSPN
min = MUSPN · cpw · TUSPNmin (4.1.47)

SOCUSPN
max = MUSPN · cpw · TUSPNmax (4.1.48)

Here, TavUSPNt is the average temperature in the pipeline, and HUSPN
t refers to the

total heat of the pipeline, including both injections and rejection. The following
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equation is the thermal energy balance in the USPN:

HHEX
t = HUSPN

t +

NB∑
B=1

(H inj
t,B − C

Hrv
t,B ) +H loss

t +HCT
t (4.1.49)

where H inj
t,B and CHrv

t,B represent the injected heat from the USPN to the heating HPs

and harvested energy from cooling processes, respectively. Then, by extracting each

term using and canceling out the same variables at both sides of the equation, we will

have:

HUSPN
t = ṁUSPN

t · cpw · (TiHEXt − TiHEXt−1 ) (4.1.50)

This equation indicates that the energy mismatch results in temperature changes in

the USPN. For instance, if HUSPN
t is positive (the total heat injected into the USPN

is higher than the thermal consumers), the temperature at the outlet of the pipeline

at the current time-step (TiHEXt ) is higher than that at the previous time (TiHEXt−1 ).

This equation also demonstrates that a larger mass flow in the USPN results in a

smaller temperature variation, and vice versa.

The hydraulic constraints must be satisfied for both of the pipelines in EGC and

USPN. The mass flow rate continuity and fluid temperature at a mixing branch (see

Fig.4.6) can be expressed by:

(ṁloop
t − ṁb

t) · Tibt + ṁb
t · Tobt = ṁloop

t · T bt (4.1.51)

kBP · ṁb
t ≤ ṁloop

t (4.1.52)
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Finally, all the mass flow rates are constrained to prevent pipe vibration.

ṁmin ≤ ṁt ≤ ṁmax (4.1.53)

|ṁt − ṁt−1| ≤ RRWP .ṁmax (4.1.54)

The pressure losses resulting from friction along the pipeline can be estimated by:

∆PSloopt = µ · (ṁloop
t )

2
(4.1.55)

Note that, Eq. (4.1.55) is used to estimate the pressure losses of the pipeline in EGC

and USPN, while for other components such as CHP, SHWT, NGB, HPs, HEX, and

CT, pressure losses are adapted from their data-sheets. Electricity consumption of

WPs is dependent on the pressure losses and the desired pipeline mass flow rate, as

given below:

PWP
t = (ṁt ·∆PSt)/(ηWP

0 · ρw · 3600) (4.1.56)

Buildings and HPs

The power balance equations describing the heating and cooling HPs are as follows:

H load
t,B = PHP,h

t,B +H inj
t,B , CHrv

t,B = PHP,c
t,B + C load

t,B (4.1.57)

where H load
t,B and CHrv

t,B represent the heating demand of the building and the energy

rejected to the UPSN by the cooling HP, respectively.

The heating demand is provided by the injected energy from the UPSN to the

heating HP complemented by the electrical demand of the HP. On the other hand,

48

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

the total energy rejected by the HPs, referred to as the harvested energy, is the

summation of the cooling demand of the building and the electricity consumed by

the cooling HP. In this regard, the coefficient of performance (COP) for the heating

and cooling HPs is defined as follows:

COP h
t,B =

H load
t,B

PHP,c
t,B

, COP c
t,B =

C load
t,B

PHP,c
t,B

(4.1.58)

COP h
t,B = min

{
ηHP,h0 · Ts

h + 273.15

Tsh − TavHP,ht,B

, COPmax

}
(4.1.59)

COP h
t,B = min

{
ηHP,h0 · Tsc

TavHP,ct,B − Tsh
, COPmax

}
(4.1.60)

COP h
t,B ≥ COPmin , COP

c
t,B ≥ COPmin (4.1.61)

TavHP,ht,B =
TiHP,ht,B + ToHP,ht,B

2
, TavHP,ct,B =

TiHP,ct,B + ToHP,ct,B

2
(4.1.62)

As seen, the electricity an HP consumes depends on the temperature of the inlet and

outlet fluids. Then, the heat balance in the HP can be stated by:

H inj
t,B = ṁHP,h

t,B · cpw · (TiHP,ht,B − ToHP,ht,B ) (4.1.63)

CHrv
t,B = ṁHP,c

t,B · cpw · (ToHP,ct,B − TiHP,ct,B ) (4.1.64)

Some buildings may utilize their built-in refrigeration units. In that case, the cool-

ing HP supplies cold water for their refrigeration units and recuperates waste heat.

Therefore, the cooling demand of the HP can be calculated as follows:

C load
t,B = C load,ref

t,B ·
(

1 +
1

COP ref
t,B

)
(4.1.65)
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Figure 4.7: Schematic Representation of CT.

where C load,ref
t,B denote the actual cooling demand provided by the built-in refrigeration

system, and C load
t,B is the total cooling demand seen by the HP.

CT

A counter-flow wet CT with mechanical air draft is used as the heat sink in the

ICE-Harvest (see Fig. 4.7). The heat rejected by the CT can be estimated by the

circulating water mass flow rate, ṁCW
t , and the range temperature, ∆TCTRng, as given

below:

HCT
t = ṁCW

t · cpw ·∆TCTRng (4.1.66)

∆TCTRng = (ToCT,ct − TiCT,ct ) (4.1.67)

HCT
t = ṁCT

t · cpw · (Ti
CT,h
t − ToCT,ht ) (4.1.68)

Here, ∆TCTRng is considered a fixed design parameter [48].

The performance of a CT is constrained by the wet-bulb temperature of the envi-

ronment and its capacity, which is usually represented by the maximum circulating
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water [49, 48].

ToCT,ht ≥ (TWB
t + ∆TCTmin) · UCT

t (4.1.69)

ṁCW
t ≤ ṁCW

max (4.1.70)

where the binary variable UCT
t denotes the operating states of the CT.

Make-up water is required to compensate for losses during the heat transfer, es-

pecially evaporation, drift, and blow-down. The water mass balance in the CT can

be estimated by [50–52]:

ṁMU
t = ṁE

t + ṁBD
t + ṁDR

t (4.1.71)

ṁE
t = 0.03 · ṁCW

t (4.1.72)

ṁBD
t =

ṁE
t − (N cycles − 1) · ṁDR

t

N cycles − 1
(4.1.73)

ṁDR
t = 0.002 · ṁCW

t (4.1.74)

where ṁMU
t is the make-up water mass flow rate; ṁE

t is the evaporation mass flow

rate; ṁBD
t is the blow-down mass flow rate; and ṁDR

t is the drift loss mass flow rate.

To determine the power consumption of the fan, it is also necessary to calculate the

mass flow rate of air in the tower using:

ṁair
t = cf · ṁCW

t (4.1.75)

PCT,fan
t =

ṁair
t · Cfan
ρair

(4.1.76)
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4.1.2 Micro-Electrical Network

The micro-electrical network comprises electrical loads, battery energy storage (BES),

CHP, and a micro-distribution network.

Loads

Two general categories of electrical loads can be defined for ICE-Harvest: controllable

and uncontrollable. The first one includes plugin loads and air conditioning of the

buildings, and the latter one consists of HPs, WPs, and CT. The controllable loads

and CHP tie the micro-thermal and micro-electrical networks and facilitate the energy

arbitrage and demand management in the system. The real and reactive demands of

a building can be expressed by:

P load
t,B = P plugin

t,B + PHP,h
t,B + PHP,c

t,B + PWP,h
t,B + PWP,c

t,B (4.1.77)

Qload
t,B = Qplugin

t,B + tan(φHP ) · (PHP,h
t,B + PHP,c

t,B )+

(PWP,h
t,B + PWP,c

t,B ) · tan(φWP )

(4.1.78)

BES

The state of charge (SOC) of BES is updated by:

SOCBES
t = SOCBES

t−1 − (ηBES,ch0 · PBES,ch
t − ηBES,dch0 · PBES,dch

t ) ·∆τ (4.1.79)

SOCBES
min ≤ SOCBES

t ≤ SOCBES
max (4.1.80)

PBES
t = PBES,dch

t − PBES,ch
t (4.1.81)

52

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

UBES,ch
t · PBES

min ≤ PBES,ch
t ≤ UBES,ch

t · PBES
max (4.1.82)

UBES,dch
t · PBES

min ≤ PBES,dch
t ≤ UBES,dch

t · PBES
max (4.1.83)

UBES,ch
t + UBES,dch

t ≤ 1 (4.1.84)

where PBES,dch
t and PBES,ch

t are mutually exclusive, and the initial and last SOCBES

must be the same.

Power Flow Equations

A convex optimal power flow model is adapted from [53]. ICE-Harvest can be either

behind the meter or in front of the meter. In either case, the power at the point of

common coupling (PCC) can be expressed by:

P PCC
t = P exp

t + P imp
t (4.1.85)

U exp
t · P PCC

min ≤ P exp
t ≤ U exp

t · P PCC
max (4.1.86)

U imp
t · P PCC

min ≤ P imp
t ≤ U imp

t · P PCC
max (4.1.87)

U exp
t + U imp

t ≤ 1 (4.1.88)

where, in the case of behind the meter, P exp
t is zero. The reactive power of CHP,

BES, and grid are constrained by:

(PCHP
t )

2
+ (QCHP

t )
2 ≤ (SCHPmax )

2
(4.1.89)

(PBES
t )

2
+ (QBES

t )
2 ≤ (SBESmax )

2
(4.1.90)

(P PCC
t )

2
+ (QPCC

t )
2 ≤ (SPCCmax )

2
(4.1.91)
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4.2 Optimization and Problem Decomposition

The optimization problem is to determine the optimal dispatch of all devices and

energy resources over a 24-hour horizon. The objective function comprises operation

and maintenance costs and is subject to the constraints presented in the previous

section.

CSTot =
48∑
t=1

(CSfuelt + CSPCCt + CSO&M
t + CSwt + CSSUt ) (4.2.1)

CSfuelt = (FNGB
t + FCHP

t ) · Prfuel ·∆τ (4.2.2)

CSPCCt = (P imp
t ·HEP imp

t − P exp
t ·HEP exp

t ) ·∆τ (4.2.3)

CSO&M
t =

3∑
g=1

(P g
t · Prg,O&M) (4.2.4)

CSSUt =
3∑
g=1

(SU g
t · Prg,SU + SDg

t · Prg,SD) (4.2.5)

CSwt = ṁMU
t Prw ·∆τ (4.2.6)

4.2.1 Problem Decomposition

To solve the large-scale non-convex MINLP problem, it is proposed to decompose

it into two sequential layers of MILP and NLP, which are solved successively, as

illustrated in Fig. 4.8. The main idea behind the proposed decomposition is that

the binary variables that determine the on/off operating states of the DERs do not

vary with slight variations in the electrical and thermal demands of the system. The

first sub-problem, named Electrical and Thermal Unit Commitment (ETUC), is a

linear relaxation of the original problem and aims to determine the binary variables
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Figure 4.8: Proposed Framework for the Decomposition of the Optimization
Problem.

as well as a starting point for the second sub-problem. The second sub-problem uses

the binary variables as fixed parameters and the starting point from the ETUC and

determines the optimal values for the rest of the variables. This sub-problem is called

Electrical and Thermal Optimal Dispatch (ETOD) and includes all model details and

non-linearities. These two sub-problems are accommodated in the second and third

layers of the hierarchical decomposition framework introduced in Chapter 1.

Linearization of heat transfer equation

Some constraints of the optimization problem need to be linearized or reformulated

in advance. The amount of heat injected in or rejected from a component is expressed

as Qt = ṁt · cpw ·∆Tt. Due to the presence of a nonconvex bilinear term which is a

product of two continuous variables (ṁt ·∆Tt), this equation cannot be used in the
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ETUC. Hence, it is proposed to discretize ṁt as illustrated below:

ṁt =
4∑

k=1

(U z
k,t · Zk) (4.2.7)

where, U z
k,t is a binary variable that selects the kth Zk in Z = {10, 20, 40, 80} at

time t. The defined elements in Z and Eq. 4.2.7 allows us to generate values for ṁt

within the desired range of 10-150 kg/hr with 10 kg/hr resolution. Then, defining

Ak,t = U z
k,t ·∆Tt and substituting it in Qt yields:

Qt = cpw ·
4∑

k=1

(Ak,t · Zk) (4.2.8)

Ak,t is a bilinear term composed of a continuous variable ∆Tt and a binary variable

U z
k,t. However, unlike the original bilinear term, it has a linearized representation as

expressed below:

0 ≤ Ak,t ≤ ∆Tmax (4.2.9)

U z
k,t ·∆Tmin ≤ Ak,t ≤ U z

k,t ·∆Tmax (4.2.10)

∆Tt − (1− U z
i,t) ·∆Tmax ≤ Ai,t ≤ ∆Tt − (1− U z

i,t) ·∆Tmin (4.2.11)

This linearization is applied to any equations containing the product of the mass flow

rate and temperature, such as Eq. (4.1.51).
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Linearization of CHP Model

In the CHP model, Eqs. (4.1.1)-(4.1.2) are non-linear and non-convex. To obtain a

linear model for the CHP while the model’s accuracy is not sacrificed, Eqs. (4.1.1)-

(4.1.3) are compactly rewritten as follows:

FCHP
t =

PCHP
max

ηCHP,eleco

· PlCHPt[
c+ b · PlCHPt + a · (PlCHPt )

2] (4.2.12)

Then, the above equation can be linearized and FCHP
t can be expressed as:

FCHP
t =

PCHP
max

ηCHP,eleco

· (α · PlCHPt + β · UCHP
t ) (4.2.13)

Reformulation of HP’s Model

Although the model of HP is nonlinear due to variables in the denominators, it is

proposed to reformulate the Eqs. (6.1.30)-(6.1.33) by a set of linear equations with

new variables, named POCh
t,B and POCc

t,B, which are respectively the inverses of

COP h
t,B and COP c

t,B, as illustrated below:

PHP,h
t,B = H load

t,B · POCh
t,B , P

HP,c
t,B = C load

t,B · POCc
t,B (4.2.14)

POCh
t,B ≥

Tsh − TavHP,ht,B

ηh0 · Tsh + 273.15
(4.2.15)

POCc
t,B ≥

TavHP,ct,B − Tsc

ηc0 · Tsc + 273.15
(4.2.16)

POCmin ≤ POCh
t,B ≤ POCmax (4.2.17)

POCmin ≤ POCc
t,B ≤ POCmax (4.2.18)
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This new set of linear inequality constraints is used in both ETUC and ETOD layers.

Linearization of Energy Losses

In Eq. (4.1.41), which is implemented in the ETED, ṁUSPN
t appears in the denom-

inator, making the equation extremely nonlinear [54]. To avoid that, the first order

Taylor expansion of the 1
ṁUSPN

t
around ṁUSPN

t = ṀUSPN
t is used:

1

ṁUSPN
t

≈ (2− ṁUSPN
t

ṀUSPN
t

) · 1

ṀUSPN
t

(4.2.19)

where ṀUSPN
t is the mass flow rate determined in the ETUC layer and is fed into

the ETOD as a parameter and represents an estimation for the ṁUSPN
t . In the next

subsection, it is explained how ṀUSPN
t is computed. The temperature losses between

the two consecutive nodes in the USPN are approximated by:

(4.2.20)

Note that, for calculating the H loss,s
t from Eq.(4.1.42), the ṁUSPN

t in the numerator

and denominator will cancel out. By using this linearization, the only form of non-

linearity left in the ETOD layer will be bilinearity, which allows a wider range of

nonlinear optimization solvers to be used.

ETUC

To keep the linearity of the thermal section model in ETUC, the EGC is implemented

as a single-node thermal power balance model ignoring the temperatures and mass

flow rates constraints. That is, the Eqs. (4.2.13),(4.1.3)-(4.1.9), (4.1.12)-(4.1.13),
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(4.1.14)-(4.1.19), (4.1.22)-(4.1.24), (4.1.25)-(4.1.27), (4.1.30)-(6.1.28), (4.1.40) are used

to represent a simplified but sufficiently accurate model for the EGC.

A similar approach would not suit the USPN as HP temperatures and mass flow

rate directly affect the system’s thermal and electrical performance. Therefore, to

maintain linearity in ETUC while at the same time ensuring a high level of accuracy,

the linearized heat transfer model ( Eqs. (4.2.8)-(4.2.11)) is used. The remaining

constraints on temperature and mass flow rate in USPN (Eqs. (4.1.51)-4.1.54)) are

observed whilst the mass flow rate is linearized by using Eqs. (4.2.7)-(4.2.11). HPs are

described by the proposed relaxed mathematical model (Eqs. (6.2.7)-(6.2.11)), while

another non-linearity still remains in HPs, which is associated with Eqs. (4.1.63)-

(4.1.64). This nonlinearity is handled by a rule of thumb, suggesting that the tem-

perature difference between the inlet and outlet of an HP (TiHP,ht,B − ToHP,ht,B ) and

(ToHP,ct,B − TiHP,ct,B ) can be considered constant with a value of 6-10◦C degree. The

developed mathematical model for CT is entirely linear.

In ETUC, a single-node power balance model with controllable and uncontrollable

loads is developed without considering power losses and reactive powers. For this

aim, Eqs. (4.1.77), (4.1.79)-(4.1.88) are included in the optimization problem to

represent the electrical section. The resultant optimization model is an MILP, which

is significantly faster to solve than the original MINLP.
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ETOD

Taking the binary variables and the starting point from the ETUC, the ETOD deter-

mines the optimal dispatch for the ICE-Harvest. The Eqs. (4.1.1)-(4.1.11), (4.1.14)-

(4.1.23), (4.1.25)-(4.1.29), (4.1.32)-(4.1.40), (4.1.42)-(6.1.30), (6.1.35)-(4.1.83),(4.1.85)-

(4.1.87), (4.1.89)-(4.1.91), and (6.2.7)-(4.2.20) are used to build the NLP model of

the ETOD.

ETUC solutions could lead to ETOD infeasibility due to insufficient/extra reac-

tive/real power generation. To correct this, the binary variables for the charging and

discharging of the BES are not sent to the ETOD, as the charging and discharging

efficiencies force the optimal PBES,dch
t or PBES,ch

t in Eqs.(4.1.79) to be mutually ex-

clusive. In addition to solving the infeasibility issue, this increases the flexibility of

the ETOD in dispatching the BES.

4.3 Simulation Studies and Discussions

4.3.1 Test System Description

The proposed day-ahead optimal dispatch strategy is verified using data from a real

case study in Ontario, Canada. This case study encompasses three public complex

buildings, including a library, a seniors’ center, and a YMCA, and is situated behind

the meter. The capacities of DERs and other parameters are calculated based on the

approach described in [44]. The cumulative heating, cooling, and plug-in electrical

demands of the buildings, along with the real-time hourly electricity price (HEP), are

given in Fig. 4.9. It is evident that the total heating demand of the system outweighs
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Figure 4.9: Plugin Electrical Demand, Heating Demand, Cooling Demand, and
HEP.

the total cooling demand, indicating that the case study location is primarily charac-

terized by heating needs. Moreover, in the HEP curve, the distinct price associated

with peak hours, mid-peak hours, and off-peak hours can be seen. The length of the

USPN is 700 m, and the initial states of charge of BES and SHWT are optimization

variables. Taking into account the length of the USPN and the minimum velocity of

water in the pipeline, 30 minutes is chosen as the time step, so that the time delay

between buildings can be neglected. The ETUC and ETOD are solved using CPLEX

and BARON [55], with relative convergence gaps of 0.05% and 0.5%, respectively.

The whole algorithm converges in less than an hour; however, when solving the orig-

inal MINLP without decomposition, neither BARON nor Gurobi 9.0 found a feasible

solution within hours.

4.3.2 Electrical and Thermal Power Balance

Fig. 4.10(a) and (b) illustrate the performance of the electrical and thermal DERs,

respectively. As shown in Fig. 4.10(a), during peak and mid-peak hours, the CHP

and the BES meet the electrical load, while the grid has the minimum contribution.
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Figure 4.10: Overall Performance of (a) Electrical and (b) Thermal DERs in EGC.

CHP is turned on at 7:00, 30 minutes before the start of peak hours, to overcome

ramp rate limits, and then operates at maximum capacity. During off-peak times,

ICE-Harvest imports power from the grid to satisfy the electrical demand and charge

the BES.

Fig.4.10(b) presents the heating power of the CHP and NGB and the charging

and discharging power of the SHWT. It is observed that the NGB is utilized during

both peak and off-peak hours. SHWT does not contribute to providing the heating

power during the simulation day; however, it is charged to compensate for the losses

so that the initial and last SOCSHWT are the same. Also, SHWT is charged when

NGB is not operating, which means it is charged by the extra recovered heat from
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CHP.

Fig. 4.11 better enlightens the thermal power flow in ICE-Harvest. There are

three types of thermal power providers in ICE-Harvest; DERs (Fig.4.10(b)), electricity

power in heating HPs, and harvested energy from the cooling processes. In addition,

three types of thermal consumers pull energy from the USPN; heating HPs, CT, and

thermal losses.

It is illustrated that the electricity power of heating HPs decreases when energy

harvesting increases, and vice versa. This implies that when the cooling demand

increases in the system, a portion of the electricity consumption in the heating HPs

is turned into electricity consumption in the cooling HPs so that the total electricity

demand (and operation cost) is minimum. Therefore, the reduced electricity demand

in heating HPs is offset by the cooling HPs to harvest the energy that would otherwise

be wasted.

Furthermore, the total harvested energy under the proposed optimal dispatch

strategy is utilized, and no heat is dumped via the CT. Later in this study, it is shown

that other dispatch strategies can lead to harvesting energy from cooling processes

and then dumping it via the CT.

As depicted in Fig.4.11, the total heat injected into the USPN by thermal providers

can be higher/lower than the thermal consumers. Thanks to the thermal mass, the

pipeline functions as a thermal storage unit and compensates for the mismatch be-

tween the thermal providers and consumers. It is also observed that the thermal losses

in the USPN are negligible. The electricity consumption switching phenomenon is

evident in Fig. 4.12, which displays the breakdown of electrical loads. For this to

happen, when the total cooling demand increases, the average temperature of the
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Figure 4.11: Thermal power flow in ICE-Harvest.

USPN must rise so that the COPs of the heating HPs increase and the COPs of

cooling HPs decrease (see Fig. 4.12). The details of the temperature variations in the

USPN will be explained later. Fig. 4.12 showcases the demand management capabil-

ity of the ICE-Harvest under the proposed optimal dispatch strategy. As observed,

the total electricity demand profile is fairly smooth, and the difference between the

electricity demand during peak, mid-peak, and off-peak hours is relatively small. It

is also observed that the WPs’ electricity demand and micro-electrical network losses

are relatively small but still need to be accounted for in the optimization model.

4.3.3 Energy Harvesting and Sharing

Fig. 4.13 illustrates the flow of the harvested energy from the cooling processes of

various buildings in the USPN and how this energy is used.

It is observed that when the harvested energy from the cooling process of a building

exceeds its heating demand, as in the Library, the residual energy is shared with

adjacent buildings. However, when the heating demand of a building exceeds the
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Figure 4.12: Breakdown of electrical loads in ICE-Harvest.

harvested energy, the building does not share the energy.

4.3.4 Energy Arbitrage

To illustrate energy arbitrage, imported electricity and natural gas of ICE-Harvest

and the conventional BAU scenario are analyzed and compared. In the BAU, the grid

is the only source of electricity to provide the plugin loads and the electricity demand

for the cooling system, there is no HP, and NGB is the only natural gas-fired energy

source that provides the heating demands of the buildings.

Fig.4.14(a) and (b) illustrate ICE-Harvest switching between electricity and nat-

ural gas consumption in response to real-time energy carriers’ prices. As observed,

ICE-Harvest imports more electricity and burns less natural gas than BAU during

off-peak hours. During peak times, however, it reduces importing electricity from the

grid to zero, and burns more natural gas, the more affordable energy carrier. The

dynamical energy carrier switching in response to the HEP and natural gas price can

be regarded as energy arbitrage and is another form of demand-side management
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Figure 4.13: Flow of the harvested energy from the buildings in ICE-Harvest.
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Figure 4.14: (a) Comparison of Imported power and (b) On-Site Natural Gas
Consumption of ICE-Harvest vs BAU.

measure realized within the ICE-Harvest.

4.3.5 Comparison of Different Dispatch Strategies

To further investigate the impact of the accuracy level of the optimization model, four

other dispatch strategies are developed and compared in Table 4.1. This comparison

also helps further explore the capacity for demand management, energy arbitrage,

and energy harvesting within the ICE-Harvest. Assuming that the proposed optimal

dispatch strategy is called ETOD1, the second strategy is called ETOD2, where the

USPN mass flow rates remain constant throughout the day, while they are optimiza-

tion variables. ETOD2 is still non-convex, but with fewer variables and easier to

solve. However, it is essential to determine to what extent the system’s performance

will be sacrificed.
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Table 4.1: Comparison of Different Dispatch Strategies

Dispatch
Strategies

Temperature
Optimization

Flow Rate
Optimization

Flow Rate
Manipulation

Pipeline Storage
Capacity

Building’s
Location

Temperature
Losses

Optimization
Type

ETOD1 X X X X X X MINLP
ETOD2 X X − X X X MINLP
ETOD3 X X X − X X MINLP
ETOD4 X X − − X X MINLP
ETOD5 X − − X − − MILP

In ETOD1, the pipeline in USPN is visualized as a thermal battery. The third

strategy (ETOD3) is developed to evaluate this model’s capability. ETOD3 is similar

to ETOD1, except pipeline storage capacity is not considered. Therefore, the total

energy injected into the pipeline must equal the total energy pulled at each time step.

This implies that the average temperature of the USPN remains constant while its

value is not predefined. Solving ETOD3 appeared harder to converge as the pipeline

storage capacity relaxes the thermal power balance equation. In ETOD4, the mass

flow rate manipulation capability and pipeline storage capacity are neglected.

ETOD5 is based on the latest study proposed by [41] for BLTNs but altered for

use in USPNs. In ETOD5, the network temperature is an optimization variable,

but temperature losses, gains, or drops along the network are neglected. Therefore,

the temperature remains constant throughout the entire network, although it can

vary over time. Moreover, the mass flow rates have not been represented in the

model, while the pipeline storage capacity is included. In addition, a single-node

power balance approach represents the EGC and micro-electrical network. These

assumptions make the optimization problem linear.

Fig.4.15 illustrates temperatures at eight key points in the USPN, including at the

inlet of the HPs, CT, and HEX, determined by the dispatch strategies. It is noticeable

in Fig.4.15 (a)-(d) that the inlet temperature of the heating HP in a building (H1,
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H2, and H3) is always higher than or equal to the cooling HP of that building (C1,

C2, and C3). Because, in the case of cooling demand, the cooling HP will inject heat

into the USPN, which results in a higher network temperature at the inlet of the

following heating HP. On the other hand, the inlet temperature of a cooling HP is

always lower than that of the heating HP of the previous building. Because a heating

HP, as a thermal consumer, pulls heat from the network, the network’s temperature

after that will drop. It is also observed in Fig.4.15 (a)-(d) that there is a gap between

the inlet temperatures of the HPs of the first two buildings (C1, H1, C2, H2) and

the inlet temperatures of the third building, CT, and HEX (C3, H3, CT, HEX). The

heating demand of the second building is more than double that of the first building

and triple that of the third building, resulting in a temperature drop in the network

after H2, that the subsequent cooling HP cannot compensate for (see Fig. 4.13).

Fig.4.15(a) shows that during the early and late hours of the day when HEP is

low, the temperatures are lower than during peak and mid-peak times. This results

in lower heating COPs and higher cooling COPs during off-peak times, and lower

cooling COPs and higher heating COPs during peak and mid-peak times, based on

Eq.(6.1.31). The Eqs.(6.1.32)-(6.1.33) show that a lower COP corresponds to higher

electricity consumption and the other way around. Therefore, during the off-peak

hours, ICE-Harvest under ETOD1 tends to increase the electricity consumption in

the heating HPs and reduce it in the cooling HPs. Instead, it reduces electricity

consumption during peak and mid-peak hours in heating HPs but increases it in

cooling HPs. The rationale behind this is that the case study belongs to a cold climate

where the heating demands of the buildings dominate the cooling demands, resulting

in a much higher electricity demand for heating than cooling. Thus, increasing or
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Figure 4.15: Temperatures and Mass Flow Rate in USPN Under (a) ETOD1, (b)
ETOD2, (c) ETOD3, (d) ETOD4, e) ETOD5
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decreasing the electricity demand in heating HPs represents increasing or decreasing

the system’s total electricity demand. Aside from this, most of the cooling demands

occur during peak and mid-peak hours. Therefore, during peak and mid-peak hours,

the contribution of electricity in heating HPs to serve the heating demand decreases,

and this energy is directed to the cooling HPs. It allows for the harvested energy

from the cooling processes to substitute for the electricity used by the heating HPs,

thereby reducing the total electricity usage. The same behavior is also seen in other

dispatch strategies.

Fig. 4.15(b) elucidates that the constant mass flow rate of USPN under ETOD2

is relatively high to minimize the temperature losses along the network. Furthermore,

a high mass flow rate results in a lower temperature drop after heating HPs along

the USPN. This prevents the COPs of heating HPs from falling as we move further

down the network. Additionally, minor temperature variations are observed across

HPs and, consequently, along USPN. Under ETOD3, as shown in Fig. 4.15(c), the

profiles of mass flow rate and temperatures are slightly different from ETOD1’s.

Since the network’s storage capacity is not considered, the total amount of energy

injected into and drawn from the USPN must be equal at the time. Thus, the

average temperature of the network remains constant during the day. Since ETOD3

has a lower degree of freedom in manipulating the temperature of the network than

ETOD1, a smaller range of temperature variation is observed. In addition, ETOD3

maintains the average temperature of the network relatively higher for the same reason

as ETOD2.

The operation of ICE-Harvest under ETOD4 is illustrated in Fig. 4.15(d). The
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mass flow rate of the USPN is constant, and USPN has a constant average tem-

perature throughout the network. Moreover, ETOD4 has the slightest temperature

variation between all dispatch strategies and provides a relatively constant temper-

ature along the USPN. Also, the average temperature of the network is higher than

that of ETOD1, ETOD2, ETOD3, and ETOD5. The reason for that is, ETOD4

has less flexibility to change the temperatures at different nodes and, consequently,

a tighter temperature variation range. So, the average temperature is optimized to

reduce the electricity demand during peak hours when it has the greatest impact on

operation costs.

Unlike the other dispatch strategies, ETOD5 does not consider temperature vari-

ations by heat injection/rejection or losses/gains throughout the USPN. Therefore,

there is only one temperature for the USPN, as seen in Fig. 4.15(e). It is observed

that, similar to ETOD1, the temperature is lower during the early and late hours of

the day than during peak and mid-peak times. Moreover, the range of the network

temperature variation is similar to ETOD1. That is, the network temperature ranges

from 38◦C to almost 58◦C. This indicates that ETOD5 determined the optimal net-

work temperature using the relaxed model similar to the average temperatures at

different network nodes calculated by ETOD1.

Note that the temperature and mass flow rate variations do not affect comfort in

ICE-Harvest, since they relate to the network side of HPs, not the building side. In

other words, the buildings’ energy demands are fully satisfied.

Fig. 4.16 and Fig. 4.17 can complement the investigation of the performance

of ICE-Harvest under the developed dispatch strategies. Fig. 4.16 illustrates the

profile of the electricity demand and, thereby, the demand management capability
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of the system, while Fig.4.17 depicts the dumped energy via CT under the dispatch

strategies.

As depicted in Fig.4.16(a) ICE-Harvest under ETOD1 exhibits more flexibility

than ETOD2 in taking advantage of cheap electricity during off-peak hours. However,

the electricity demand profile under each strategy is pretty similar during peak and

mid-peak hours, and ETOD1 outperforms ETOD2 only for a few hours. Fig.4.16(b)

illustrates that the electricity demand profile under ETOD3 is similar to ETOD2, but

the gap between the ETOD1’s and ETOD3’ is wider than that between the ETOD1’s

and ETOD2’s. In other words, ETOD3 has slightly fewer demand management ca-

pabilities than ETOD2.

The difference between the electricity demand profile of ETOD1 and ETOD4 is

even more significant than the previous two (see Fig.4.16(c)). It is observed that

ICE-Harvest under ETOD4 has not only lower flexibility to take advantage of low

HEP but also lower flexibility to minimize the electricity demand during the peak

and mid-peak hours, both of which lead to higher operating costs.

In Fig.4.17, it is demonstrated that under ETOD1, ETOD2, and ETOD5 dispatch

strategies, ICE-Harvest can utilize all of the harvested energy wasted in conventional

BAU. However, under ETOD4, a small portion of the energy is wasted via the CT.

As observed in Figs.4.16(d), the electricity demand of ETOD5 is consistently below

ETOD1’s; the green gap is not explained by ETOD5’s superior capability to reduce

electricity demand. The model used in ETOD5 is not accurate enough to estimate

the actual electricity demand of the system since it does not consider the electric-

ity consumption by WPs and temperature variations and losses along the network.

In a dominant heating location similar to ICE-Harvest, the network’s temperature

73

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

Figure 4.16: Electricity Demand of ICE-Harvest Under Different Optimal Dispatch
Strategies.
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Figure 4.17: Dumped Power in the CT in BAU vs. ICE-Harvest Under Different
Dispatch Strategies.

decreases after each building, resulting in lower COPs of the subsequent heating

HPs, and, consequently, higher electricity demand than what ETOD5 is estimated.

This temperature drop phenomenon is not represented in the optimization model of

ETOD5.

4.3.6 Quantification of the simulation results

Table4.2 quantifies the comparison between BAU and ICE-Harvest. The operation

cost of ICE-Harvest under ETOD1 is CA$ 829 per day lower than BAU. The operation

cost of ICE-Harvest under ETOD1 is also lower than that under ETOD2, ETOD3,

and ETOD4. However, the operation cost under ETOD5 is CA$1545 per day, CA$110

below the ETOD1’s, which is due to the optimization model not taking all the details

into account.

The conventional BAU system dumps 2.65 MWh of energy into the atmosphere by

the CTs of the buildings. It is demonstrated in this study that ICE-Harvest has the

capability to harvest and utilize that energy; however, the utilization of the harvested
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Table 4.2: Results of the Operating Strategies vs. BAU

ETOD1 ETOD2 ETOD3 ETOD4 ETOD5 BAU
Operation cost(CA$) 1655 1670 1674 1757 1545 2484
Dumped Energy in CT (MWh) 0 0 0 1.29 0 2.65
Imported Electricity in Peak Times (MWh) 0 0 0 0 0 2.34
Imported Electricity in Mid-peak Times (MWh) 0.25 0.28 0.31 0.39 0 2.95
Imported Electricity in Off-peak Times (MWh) 6.69 6.33 6.27 5.86 6.07 1.82
On-site Natural Gas Consumption (m3) 3568 3627 3624 3807 3392 3581

energy depends on the employed dispatch strategy. Under ETOD1, ETOD2, ETOD3,

and ETOD5, 100% of the harvested energy is utilized, while under ETOD4, 52% of

that energy is used, and 48%, i.e., 1.29 MWh is dumped to the atmosphere via the

CT.

ICE-Harvest maximizes off-peak power usage and minimizes peak power use, re-

gardless of dispatch strategy. So, it does not import electricity from the grid during

peak hours, while BAU imports 2.34 (MWh). However, during mid-peak hours, ICE-

Harvest imports only 3.73%, 4.4%, 4.9%, and 6.6 % of the total imported electricity

from the grid under ETOD1, ETOD2, ETOD3, and ETOD4, respectively. However,

ETOD5 estimates the electricity import of the system during mid-peak hours to be

zero.

In Ontario, Canada, gas power plants are the marginal power plants during the

peak hours to follow demand fluctuations. Therefore, any variations in electricity

demand during those hours will directly impact natural gas consumption and, con-

sequently, GHG emissions. However, the total natural gas consumption in Table

4.2 reflects only the on-site consumption and does not account for the natural gas

consumed in power plants to provide the electricity demand. So, ICE-Harvest that

does not import power during peak hours and burns natural gas in the CHP with

60-70% efficiency will not cause natural gas to be burned in the peak natural gas
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power plants with efficiency as low as 40%. Consuming less electricity during the

peak from gas power plants and capturing heat from the cooling processes implies

that the ICE-Harvest can reduce global GHG emissions. Also, ICE-Harvest can re-

duce the penetration rate of marginal power plants during peak hours and reduce the

curtailment of renewable power plants during off-peak hours, both beneficial to the

Ontario power grid.

4.4 Summary

This chapter proposes a detailed optimization model for the optimal dispatch of an

ICE-Harvest equipped with a USPN. An accurate quasi-dynamic mathematical model

for optimal dispatch of ICE-Harvest is developed, considering all the thermal and

electrical characteristics to provide a deeper insight into the model. The proposed

dispatch strategy accounts for temperature and mass flow rate manipulation, heat

transfer, hydraulic constraints, and the thermal mass of the pipeline. Further, the

optimization model incorporates constraints associated with the micro-electrical net-

work, such as power flow constraints, part-load limitations, and ramping constraints

of DERs.

The resultant optimization problem is an MINLP model that commercial solvers

could not solve in the desired time. To solve the problem, a novel decomposition

algorithm is proposed that breaks down the problem into two sequential layers, ETUC

and ETOD. ETUC is a linear relaxation of the original problem and aims to determine

the binary variables and a starting point for ETOD that uses the binary variables as

fixed parameters and the starting point to determine the optimal values for the rest

of the variables.
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The proposed optimal dispatch (named ETOD1) showcases the flexibility of ICE-

Harvest in performing waste energy harvesting and sharing, demand management,

and switching between electricity and natural gas in response to the HEP. Four addi-

tional optimal dispatches (ETOD2, ETOD3, ETOD4, and ETOD5) are developed to

explore further the necessity and effectiveness of the detailed modeling of the thermal

and electrical characteristics in the optimization model.

In ETOD2, the mass flow rate in the USPN is not manipulated at each time step

throughout the day and remains constant, but it is not predefined and determined

throughout the optimization. In ETOD3, the pipeline storage capacity is not included

in the model. ETOD4 does not consider the mass flow rate manipulation capability

and pipeline storage capacity, while the optimal mass flow rate is computed through

optimization. In ETOD5, it is assumed that the network temperature remains con-

stant along the network while it is an optimization variable. So, the temperature

losses, gains, or drops are neglected. In addition, the mass flow rates of the network

are not represented in the model.

ICE-Harvest under ETOD1 is more energy-efficient and economical than under

ETOD2, ETOD3, and ETOD4. Moreover, it exhibits more flexibility in altering the

electricity demand in response to HEP. By not considering the thermal dynamics and

heat transfer constraints, the ICE-Harvest’ advantages and capabilities are overesti-

mated under ETOD5. It is shown that the electricity demand of ICE-Harvest under

ETOD5 is consistently below ETOD1’s. Moreover, the natural gas consumption un-

der ETOD5 is less than the rest of the dispatch strategies. Nevertheless, this is not

due to the ETOD5’s greater capability, but rather to the insufficient accuracy of the

model. Under ETOD1, ETOD2, ETOD3, and ETOD5, the total harvested energy
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from the cooling processes is used, while under ETOD4, 48% of that is dumped into

the atmosphere via the centralized CT.

It is anticipated that the utilization of long-term geothermal storage and dis-

tributed CTs at buildings can help to minimize the dumped energy and maximize

energy utilization, especially for cooling-dominated locations. So, it is recommended

to expand this study further by incorporating those in the model.
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Chapter 5

Multi-objective Operation-Aware

Optimal Design of ICE-Harvest

System

The objective of this chapter is to develop an optimization framework for the op-

timal design and operations of of the ICE-Harvest system. For this aim, a novel

and detailed optimization framework for the optimal design and operation of the

ICE-Harvest system is proposed and then linearized. A multi-objective approach is

utilized considering the total annual cost (TAC) and GHG emissions as the objec-

tive functions. To assess the GHG emissions of energy systems, two approaches can

be envisioned; average emission factor (AEF) and marginal emission factor (MEF).

The AEF is calculated by dividing the total CO2 emissions of electricity generation

by total electricity generation over a given period [56]. This implies that a change

in demand will be spread equally across all generators, which does not match how

electricity markets function as the marginal generator will compensate for the change
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[56]. Therefore, AEF cannot properly reflect the effects of dispatchable demands on

GHG emissions. The MEF concept, defined by the marginal generator, tracks the

marginal change in the demand, and as such, it can reflect the actual change in GHG

emissions caused by a change in the electricity demand. This allows a more accurate

analysis of the benefits of manipulating the temperatures in reducing GHG emissions.

Finally, a Pareto front curve using ε-constraint method is obtained, the compromise

solution is chosen, and its operation is discussed.

5.1 Mathematical Formulation

5.1.1 Energy Generation Centre

To maintain the linearity of the thermal section, the energy generation center (EGC) is

implemented as a single-node thermal power balance model ignoring the temperatures

and mass flow rates constraints.
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Combined Heat and Power Unit

The design and operation of the combined heat and power (CHP) unit can be modeled

by a set of linear and nonlinear equations, given below [45]:

ηCHP,elecd,t = ηCHP,elec0 ·
[
c+ b · PlCHPd,t + a · (PlCHPd,t )2

]
(5.1.1)

ηCHP,elecd,t =
PCHP
d,t

FCHP
d,t

(5.1.2)

PlCHPd,t =
PCHP
d,t

CapCHP
(5.1.3)

QCHP,max
d,t = (FCHP

d,t − PCHP
d,t ) · ηCHP,rec0 (5.1.4)

QCHP,max
d,t = QJW

d,t +QEX,max
d,t (5.1.5)

QJW
d,t = kJW ·QCHP,max

d,t (5.1.6)

QEX
d,t ≤ QEX,max

d,t (5.1.7)

QCHP
d,t = QJW

d,t +QEX
d,t (5.1.8)

|PCHP
d,t − PCHP

d,t−1 | ≤ ωCHP · CapCHP (5.1.9)

CapCHP,min · UCHP
Cap ≤ CapCHP ≤ CapCHP,max · UCHP

Cap (5.1.10)

where UCap in this chapter signifies the existence of the asset.

Thermal and Electrical Energy Storage Systems

The detailed formulations for operating thermal and electrical storage systems units

have already been introduced in chapter 4. The capacities of the stratified hot water

tank (SHWT) and battery energy storage (BES) are defined as the volume of the tank

(CapTES) and the maximum energy stored in the BES, respectively. The following

equations are used to accommodate the capacities of the SHWT and BES in the
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model.

SOCSHWT
max = CapSHWT · ρw · cpw · (T h − T c) (5.1.11)

SOCBES
t ≤ CapBES· (5.1.12)

CapSHWT,min · USHWT
Cap ≤ CapSHWT ≤ CapSHWT,max · USHWT

Cap (5.1.13)

CapBES,min · UBES
Cap ≤ CapBES ≤ CapBES,max · UBES

Cap (5.1.14)

Natural Gas Boiler

The operation of the NGB has already been explained in 4. The following equation

relates the output heat power of the NGB and its capacity.

QNGB
d,t ≤ CapNGB (5.1.15)

|QNGB
d,t −QNGB

d,t−1| ≤ ωNGB · CapNGB (5.1.16)

CapNGB,min · UNGB
Cap ≤ CapNGB ≤ CapNGB,max · UNGB

Cap (5.1.17)

Heat Exchanger

The thermal power balance at the heat exchanger (HEX) connecting the EGC and

unidirectional single-pipe network (USPN) is as follows:

QHEX
d,t = QCHP

d,t +QNGB
d,t +QTES

d,t (5.1.18)
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The following constraint describes the heat transfer across the HEX and relates two

time-steps in a row.

HHEX
d,t = ṁUSPN

d · cpw · (TiUSPNd,t − TiHEXd,t−1 ) (5.1.19)

Finally, the capacity of the HEX is defined by its area (AHEX) as stated in the

following equation:

HHEX
d,t = UHEX

Cap · AHEX ·∆TLM (5.1.20)

Cooling Tower

The operation of a cooling tower (CT) has been described in Chapter 4. The capacity

of the CT is defined by the circulating water and can be expressed by the following

set of equations.

ṁCW
d,t ≤ CapCT (5.1.21)

The on/off operation state of the CT (UCT
d,t ) is constrained by the existence of the

unit, which is decided by UBCT :

CapCT,min · UCap ≤ ṁCW
d,t ≤ CapCT,max · UCT

d,t (5.1.22)

UCT
d,t ≤ UCT

Cap (5.1.23)
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5.1.2 Micro-Thermal Network

Unidirectional Single-Pipe Network

The detailed mathematical model used to describe the temperature drop and heat

losses, pressure drop resulting from the friction, and water pumps’ (WPs) electricity

consumption are presented in Chapter 4. The only part that still needs to be added

to the USPN’s model is the maximum thermal energy that can be transferred by the

pipeline, or in other words, its capacity:

NB∑
B=1

(Qload,H
d,t,B ) ≤ CapUSPN (5.1.24)

Buildings and Heat Pumps

The mathematical model and the corresponding linearization proposed to describe

the buildings and heat pumps (HPs) are introduced in Chapter 4. The remaining

part corresponds to the capacity design of the HPs and chillers which is as follows:

Qload,H
d,t,B ≤ CapHP,HB , Qload,C

d,t,B ≤ CapHP,CB (5.1.25)

Thermal Power Balance in USPN

The thermal energy balance in the USPN is described as follows:

QHEX
d,t =

NB∑
B=1

(Qinj
d,t,B −Q

rej
d,t,B) +

NB∑
b=1

Qloss,b
d,t +QCT

d,t (22a)

QHEX
d,t = QCHP

d,t +QSHWT
d,t +QNGB

d,t (22b)
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5.1.3 Micro-Electrical Network

A single-node power balance model is developed to describe the micro-electrical net-

work without considering losses and reactive powers. The electrical power balance

can be written as

PCHP
d,t + PBES

d,t + P PCC
d,t =

NB∑
B=1

(P load,B
d,t ) +

NWP∑
i=1

(PWP
d,t,i ) + PCT,fan

d,t (5.1.26)

P load
d,t,B = P plug

d,t,B + PHP,H
d,t,,B + PHP,C

d,t,B (5.1.27)

where the system is assumed to be behind the meter and not allowed to export

power to the grid. Two types of electrical loads can be assumed; controllable and

uncontrollable loads. Uncontrollable loads are plugin loads, air conditioning, etc. and

controllable loads are HPs and WPs

5.2 Optimization Problem

The optimization problem is represented by a mixed-integer non-linear programming

(MINLP) model. To maintain a linear optimization problem, the nonlinear equations

are linearized, so that the resultant optimization problem is a mixed integer linear

programming (MILP) problem and is solved by CPLEX.

5.2.1 Linearization of the Model

CHP model

Non-linearity in the CHP model corresponds to Eqs. (5.1.1)-(5.1.3). To tackle this

issue, these equations are merged, and the resultant equation is linearized, as follows:
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FCHP
d,t = α · PCHP

d,t + β · CapCHP (5.2.1)

However, this equation does not work for the case that CHP is off, so it is modified

by including the ON/OFF status of the CHP unit, as shown below:

FCHP
d,t = α · PCHP

d,t + β · CapCHP · UCHP
d,t (5.2.2)

Although there is still another non-linearity from the product of a binary variable

(UCHP
d,t ) and a continuous variable (CapCHP ), this non-linearity has an exact linear

representation by considering ΦCHP
d,t =CapCHP · UCHP

d,t , as follows:

ΦCHP
d,t ≤ CapCHP (5.2.3)

LBCHP · UCHP
d,t ≤ ΦCHP

d,t ≤ UBCHP · UCHP
d,t (5.2.4)

ΦCHP
d,t ≤ CapCHP − (1− UCHP

d,t ) · LBCHP (5.2.5)

ΦCHP
d,t ≥ CapCHP − (1− UCHP

d,t ) · UBCHP (5.2.6)

ΦCHP
d,t ≤ CapCHP + (1− UCHP

d,t ) · UBCHP (5.2.7)

ΦCHP
d,t · PlCHPmin ≤ PCHP

d,t ≤ ΦCHP
d,t (5.2.8)

Mass Flow rate in USPN

The mass flow rate in USPN (ṁUSPN
d ) is not an optimization variable, as it will

not have a significant effect on the optimal sizes of the components, which are the

preliminary goals of this optimization problem. Therefore, ṁUSPN
d is determined in

the preprocessing stage using Eq. (5.1.18) under the worst-case scenario.
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HPs Model

Nonlinearity exists in the HPs are linearized by the approach proposed in Chapter 4.

5.2.2 Objective functions

The objective functions of the optimization problem are TAC and GHG emissions.

TAC includes capital expenditures of the selected units and operating costs such as

operation and maintenance of equipment, imported electricity, and fuel consumption.

GHG emissions are narrowed down into CO2 levels.

TAC

The following equation describes the TAC of the system.

TAC = IC +

Nd∑
d=1

Nt∑
t=1

(OMCd,t + FLCd,t +GCd,t +WCd,t) (5.2.9)

where the following linear expressions are employed to estimate the investment (IC)

and operation and maintenance (MC) costs of each component [2]:

IC =
∑
q∈Q

ICq · CEPCq (5.2.10)

ICq = kf · (FCq · U q
cap + V Cq · Capq) (5.2.11)

OMC =
∑
q∈Q

OMCq (5.2.12)

OMC = OMF q · ICq (5.2.13)
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The fuel costs (FLCd,t), grid costs (GCd,t), and water consumption costs (WCd,t) are

calculated by:

FLCd,t = Prfuel · (FCHP
d,t + FNGB

d,t ) (5.2.14)

GCd,t = Prelecd,t · P PCC
d,t (5.2.15)

WCd,t = Prw · ṁMU
d,t (5.2.16)

GHG Emissions Calculation

The sources of GHG emissions in the system are CHP, NGB, and grid. There are

two approaches to evaluating the GHG emissions. In the first one, AEF is used as

the grid’s emission factor, which is determined by dividing the total CO2 emissions

of generators by total electricity generation, over a given period. Thereby, a change

in demand will be spread equally across all generators. This approach does not take

the effects of demand response and controllable loads on GHG emissions into account

as, in reality, the change in demand will be compensated by the marginal generator,

not all generators.

In the second approach, changes in the generation of the marginal generator are

the main criteria to evaluate the emissions of a system with controllable loads. With

this approach, base loads (noncontrollable loads) are handled by base-load generators,

and marginal changes in demand are compensated by marginal generators. Therefore,

to calculate the GHG emissions resulting from the noncontrollable loads, AEF is used,

whereas MEF (emission factor of the marginal generator) is used for controllable loads.

BES can act as a positive or negative controllable load; that is, during charging, it

pulls power from the marginal generator, while during discharging, it reduces the
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power of the marginal generator. So, the total GHG emissions by ICE-Harvest can

be written as follows:

GHG =

Nd∑
d=1

Nt∑
t=1

{efNGB · FNGB
d,t + AEFd,t · P plug

d,t,B +MEFd,t · (
NB∑
B=1

(P load,B
d,t − P plug

d,t,B)

+

NWP∑
i=1

(PWP
d,t,i ) + PCT,fan

d,t + PBES,ch
d,t − PBES,dch

d,t )} (5.2.17)

where it is assumed that, when CHP unit is working, it plays the role of a marginal

generator and determines the MEF.

5.2.3 Implementation of ε-constrain method

To solve the multi-objective optimization problem, ε- constraint method is employed,

in which one of the objective functions is optimized, and the other one is turned into

an extra constraint for the problem [57]. In this study, TAC is maintained as the

objective function to be minimized while restricting GHG emissions within certain

limits. This can be expressed as follows:

min TAC

s.t. GHG ≤ ε

Rest of the Constraints

(5.2.18)

As these two objectives tend to be in conflict, the final solution of the optimization

will be a set of points that lie on the Pareto front that presents the compromise

between the two criteria. Then, a fuzzy logic-based method is utilized to determine

the best compromise design solution for the ICE-Harvest.
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Table 5.1: Simulation Parameters

FC V C OMF CEPC Parameters

CHP 125 500 0.015 1.091 α = 2.48,β = 0.39,kJW = 0.6

NGB 23307 20 0.020 1.091 ηNGB0 = 0.8,ωNGB = 0.5

SHWT 125 156.3 0.015 1.091 T h = 80,T c = 60

BES 40.72 170.7 0.015 1.091

HP 12195 327.1 0.008 1.055 TsB,C = 10,TsB,H = 80

HEX -207 267.7 0.015 1.542 UHEX = 3.942,TLM = 27

CT 3402 0.104 0.015 1 Ncycles = 6,EV F = 0.03

Pipe 0.003 1130.5 0 1.166 BPF = 0.8

5.3 Simulation Studies and Discussions

For this study, real loads and meteorological data from a real case study in Ontario,

Canada, are used. Regarding the electricity price, hourly Ontario electricity price

(HOP) is employed. For the sake of simplicity, we consider a design day with an

hourly resolution for each season (Winter, Spring, Summer, and Fall) to run the

one-year simulation. The life span of the system is assumed to be 30 years, and the

simulation data is given in Table 5.1. The optimization variables are capacities of the

components, installation of the components, and operating variables such as on/off

states of units, outputs of units, temperatures at different spots in USPN, COPs of

HPs, fuel consumption, etc.

Results illustrate that relaxing the GHG emissions constraint displaces the TAC

from the top left of the Pareto front to the bottom right (upper plot in Fig. 5.1).

In the bottom of Fig. 5.1, the optimal configurations of the system obtained from

the different points in the Pareto front are observed. Tightening the GHG emissions

constraint leads to larger CHP and BES units and, consequently, a smaller NGB. It

is important to notice that the NGB is installed once the GHG emissions overpasses
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Figure 5.1: Pareto front (top) and the corresponding capacities of the components
(bottom) relative to the GHG emission level.
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600 tons. This is related to the fact that the CHP can generate both thermal and

electrical energy at the expense of large investment costs. This would lead to more

electricity being utilized in the HPs to mitigate the lack of another thermal energy

source while avoiding large electricity imports from the grid. The HPs and CT ca-

pacities experience a slight decrease when TAC increases, but their variability is not

so pronounced. The red rectangles in the Pareto front and system configuration plots

distinguish the compromise design solution. In the compromise design solution, the

TES achieves its maximum capacity, and the NGB is not required in the ICE-Harvest

system. Note that, CHP is not the only source of heat in the system; there is also

harvesting heat via cooling HPs, which provides a great deal of heat in the system.

The optimal operation of the system for the compromise configuration in different

design days is illustrated in Fig. 5.2. In the winter, CHP represents the main thermal

energy source, and storage systems have minor contributions. However, in other sea-

sons, BES and TES have a critical role in correcting any kind of unbalances between

supplies and demands. In the spring, TES is charged during the day and discharged

during the night. CHP is partially utilized to charge the TES and meet the elec-

tricity demand when the electricity price is proportionally high. As expected, only

during the summer, when the heating requirements are lower than the cooling, the

CT participates in the system’s operation by dumping the extra heat and decreasing

the temperature of the USPN.

Several factors can affect the temperatures of different spots in the USPN, such

as the type of previous HP (cooling or heating) and the size of its load, electricity

price, etc. In Fig. 5.2, the average temperature at different spots in the USPN is

shown in red dots for each season. It is observed that the average temperature in
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winter is relatively high during the day. This is because the heating load of the system

during the winter is so much higher than the cooling load, so the heating HPs are the

dominant electrical load in the system. Therefore, by increasing the temperature of

the USPN, the electricity demand for the heating HPs decreases while the electricity

demand for cooling increases. This leads to lower electricity consumption in the

winter, in which the peak demand of the Ontario grid occurs. However, during

spring, the average temperature is even higher than that in the winter. The heating

and cooling loads are almost at the same level, and electricity price is lower due to

the curtailment of renewable sources in the power grid. Thus, the optimal solution

is to consume more electricity in the cooling HPs from the grid than burning natural

gas in CHP to provide the heating load. It is also noticed that when cooling demand

is high, the average of temperatures in the USPN decreases, so the COPs of cooling

HPs increase, and the electricity consumption and heat rejection from the HPs to

USPN decrease. This also leads to lower energy waste in the CT. Note that, the

higher the temperatures in the USPN, the higher the electricity demand for cooling

HPs, and the greater the heat rejection from the USPN.

The capability of the ICE-Harvest system to manipulate the temperatures in the

USPN to alter the electricity demand is demonstrated. Aside from this, the ICE-

Harvest system has the capacity to diminish the energy that would have been curtailed

in Ontario’s power grid during the spring, by switching from natural gas consumption

to electricity consumption. It is worth mentioning that demand response occurs

in the ICE-Harvest system without affecting the comfort level of the occupants, as

temperature manipulation takes place in the USPN and not in the buildings. In

addition, 1072.409 MWh of energy has been harvested from the cooling HPs that
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Figure 5.2: ICE-Harvest system’s operation in each design day.

would normally be wasted in the CTs of the buildings.

5.4 Summary

This chapter tends to provide an accurate optimization model for the optimal design

and operation of the ICE-Harvest system. The resultant nonlinear optimization model

is linearized, and a multi-criteria approach is utilized considering TAC and GHG

emissions. The MEF approach is applied to calculate GHG emissions and showcase
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how dispatchable loads can reduce them. Finally, a Pareto front is obtained, and the

compromise solution is determined. An increase in TAC to reduce GHG emissions is

directly associated with a higher capital investment in CHP capacity. In addition, the

compromise optimal configuration depicts the predominant participation of the CHP,

SHWT, and BES in the operation of the ICE-Harvest system. Then, the capability of

the ICE-Harvest system to manipulate the temperatures in USPN to maximize energy

utilization and demand management without affecting the comfort of the occupants

is demonstrated. In addition, it is shown that 1072.409 MWh of energy is harvested

for the case study that would normally be wasted in conventional district heating

networks.
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Chapter 6

Long-Term Operation

Optimization of ICE-Harvest

System

The objective of this chapter is to develop a long-term optimization framework for

the ICE-Harvest system to exploit the system’s full potential in minimizing cost and

GHG emissions by coordinating all the assets, realizing demand response and energy

arbitrage, and energy harvesting and sharing. In this chapter, the full configuration of

the ICE-Harvest system is implemented, taking into account the geothermal borehole

field (GBF), direct heating (DRH) and direct cooling (DRC), and COP saturation.

For optimization, the problem is formulated as a mixed-integer nonlinear pro-

gram (MINLP) that accurately describes the physical behavior of the system. The

MINLP problem is then linearized into a mixed-integer linear program (MILP) that

encapsulates the most relevant aspects and features.
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6.1 Mathematical Model

6.1.1 Micro-Thermal Network

The micro-thermal network comprises an energy generation center (EGC) and a uni-

directional single-pipe network (USPN), as shown in Fig.6.1. In the EGC, distributed

energy resources (DERs) such as CHP, NGB, stratified hot water tank (SHWT), and

GBF are installed in series to an HEX via a high-temperature header. The GBF is also

connected to a mid-temperature header, linked to the high-temperature header via

an HP. The mathematical models used to describe the CHP, SHWT, NGB, CT, and

Figure 6.1: Schematic representation of the micro-thermal network of ICE-Harvest.

pipeline are fully explored and discussed in Chapter4. For the long-term operation

optimization study of the ICE-Harvest system specifically, the exact mathematical
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models proposed in Electrical and Thermal Unit Commitment (ETUC) explained in

Chapter4 are utilized to maintain the linearity of the problem.

In the USPN, a group of buildings and their energy transfer stations (ETSs)

are connected in series with a cooling tower (CT). In addition, there is a path that

connects the USPN to the GBF via an ETS to store the excessively harvested energy

in the GBF.

6.1.2 Energy Transfer Station

In the ICE-Harvest system, the ETS comprises an HP and an HEX that can be

utilized for both heating and cooling purposes (see Fig. 6.2 ). This combined setup

enables more efficient energy transfer based on the temperature of the USPN.

When the USPN temperature is sufficiently high for heating (or cold for cooling),

heat transfer occurs directly through the HEX, eliminating the need for electricity

consumption. However, if the USPN temperature is not suitable for direct heating (or

cooling), the HP is employed to adjust the temperature by consuming electricity. The

USPN temperature directly influences the electricity usage of the HP. As the USPN

temperature approaches the desired temperature at the receiving end, the electricity

consumption of the HP decreases, and vice versa. Therefore, it can be stated that the

ETS plays a crucial role in managing electricity demand in the ICE-Harvest system.

The mathematical formulation devised to represent the parallel operation of the

HEX and HP in ETS, considering HP’s COP saturation, exhibits nonlinearity and

nonconvexity. However, to simplify the equations, various techniques are employed
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Figure 6.2: Schematic representation of the ETSs in a building

to linearize them, which are elaborated as follows.

TUSPNt ≥ T sct · (1− U c
t − Uh

t ) + (T sct −∆T c) · U c
t + (T sh + ∆T h) · Uh

t (6.1.1)

TUSPNt ≤ T sh · (1− Uh
t ) + Tmax · Uh

t (6.1.2)

TUSPNt − T sh −∆T h ≤ (1− Uh
t ) ·M (6.1.3)

TUSPNt − T sct + ∆T c ≤ (1− U c
t ) ·M (6.1.4)
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Heating

In the given context, the binary variables U c
t and Uh

t are responsible for the real-

ization of DRC and DRH, respectively. The constraints presented above establish a

connection between these binary variables and the temperature of the USPN.

In Chapter 4, which presents the linearization of a single HP, the explanation

primarily revolves around utilizing the inverse of COP, denoted as POC, instead of

COP in the equations, while the implementation of HP’s COP saturation and DRC

and DRH are not covered in that particular chapter. The subsequent set of equations

is intended to establish a relationship between the COP (or POC) of the HP and

DRH.

POCh
t =

T sh + TUSPNt

(T sh + 273.15) · ηh
(6.1.5)

POCact
t = max{POCh

t , POC
min} (6.1.6)

where POCh
t is the inverse of COP of the HP that is theoretically computed. In order

to add the COP saturation, POCact
t is defined as the actual POC.

If DRH occurs, Uh
t is 1, then HP is bypassed by the HEX. Hence, the COP of HP

and, consequently, its electricity consumption cannot take any values. Therefore, the

following equations are developed to take care of that.

POCUh
t = POCh,act

t · (1− Uh
t ) (6.1.7)

PHP,h
t = H load

t · POCUh
t (6.1.8)
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H load
t = PHP,h

t +Hh
t (6.1.9)

Cooling

In the case of a cooling HP, if the temperature is sufficiently low, it becomes possible

to directly meet the cooling demand by utilizing the HEX, bypassing the heat pump.

DRC allows for more efficient cooling operations by leveraging the lower network

temperature for direct cooling supply. If the network temperature is higher and the

cooling demand cannot be met directly through the HEX, the cooling HP comes into

play to lower the temperature. The following set of equations, similar to those used

for the heating HP, represents this cooling operation.

POCc
t =

TUSPNt − Tst
(Tst + 273.15) · ηc

(6.1.10)

POCc,act
t = max{POCc

t , POC
min} (6.1.11)

POCU c
t = POCc

t · (1− U c
t ) (6.1.12)

PHP,c
t = C load

t · POCU c
t (6.1.13)

Hc
t = C load

t + PHP,c
t (6.1.14)

Here, the equations possess non-linear terms that need to be linearized. These

required linearizations are developed in the subsection 3.1.2. The same approach as

the one presented in this section is utilized to represents the parallel operation of the

HEX and HP that connect the GBF and USPN.
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6.1.3 Geothermal Borehole Field

The GBF represents an underground structure comprising an array of boreholes de-

signed to store significant amounts of thermal energy. In the ICE-Harvest system,

this unit receives thermal energy from two distinct pathways (see Fig.6.3). The first

pathway involves a direct transfer from the CHP via a HEX that connects to the

hot header located within the EGC. The second pathway is in USPN, through the

combined use of a heat pump (HP) and a parallel HEX. This energy would be wasted

in the cooling tower (CT) in Chapter 4. When it comes to discharging, the GBF re-

Figure 6.3: Schematic representation of the GBF.

leases the thermal heat to the mid-temperature header within the EGC. Subsequently,

an HP facilitates the enhancement and transmission of the thermal heat to the high-

temperature header. Further elaboration on the mathematical modeling of the GBF’s
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charging and discharging processes can be found in the subsequent sections.

It is assumed that the GBF, as the long-term thermal storage, remains constant in

its charging and discharging state throughout the day, while its power level may vary

hourly. On the other hand, the SWHT, which functions as the short-term thermal

storage in the system, is responsible for handling minor fluctuations between the

thermal supply and demand, and its charging or discharging state can change every

hour.

EGC Side

HDch,GBF
d,t = HsDch,GBFd,t + PHP,EGC

d,t (6.1.15)

HDch,GBF
d,t = PHP,EGC

d,t · COPHP,EGC
d,t (6.1.16)

SOCGBF
d,t = SOCGBF

d,t−1 · ηGBFloss + (HChr,GBF
d,t · ηChr,GBF )−

HsDch,GBFd,t /ηDch,GBF ) ·∆τ
(6.1.17)

SOCGBF
d,t ≤ SOCGBF

max (6.1.18)

HEMC,GBF
d,t = HDch,GBF

d,t −HChr,GBF
d,t (6.1.19)

HChr,GBF
d,t ≤ UChr,GBF

d ×HChr,GBF
Max (6.1.20)

HsDch,GBFd,t ≤ UDch,GBF
d ×HDch,GBF

Max (6.1.21)
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USPN Side

In the Energy Transfer Station section, a comprehensive description of the HEX and

HP operation, along with their mathematical representation, is provided. The same

approach can be used to represent the HP and HEX connecting GBF and USPN, as

follows:

HHR2ST
d,t +HCT

d,t ≤ HLP,CL
d,t (6.1.22)

where this constraint is to ensure that the total recovered heat from the cooling

process is higher than the summation of the energy rejected by the CT and sent to

the GBF.

POCd,t =
T ft + TUSPNd,t

(T fd,t + 273.15) · η
(6.1.23)

POCact
d,t = max{POCmin, POCd,t} (6.1.24)

U ′d,t · P
HP,USPN
min ≤ P hp

d, ≤ U ′d, · PHP,USPN
max (6.1.25)

Ud,t ·HHR2ST
min ≤ HHR2ST

t ≤ Ut ·HHR2ST
max (6.1.26)

U ′d,t ≤ Ud,t , Ud,t + UDch,GBF
d ≤ 1 , U ′t + UDch,GBF

d ≤ 1 (6.1.27)

HR2ST signifies heat recovery to storage, which means the recovered energy stored

in the GBF. U ′d,t indicates whether the charging of the GBF from USPN is occurring

by HEX or HP, where a value of 1 indicates that the HP is responsible for charging,

and a value of 0 indicates that the HEX is responsible, and Ud,t signifies if charging

CBG from the USPN is being realized at all. U ′d,t and UGBF
d,t are mutually exclusive

with UDch,GBF
d meaning that if GBF is discharging, then GBF cannot be charged

from the USPN at that time step.
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However, it is important to note that the same mathematical model cannot be

applied to represent the HEX and HP of the GBF. This is due to the fact that

in buildings, the heating (and cooling) loads are predetermined, allowing the 6.1.8

and 6.1.13 to be linear. In GBF, the corresponding parameter in the model is the

amount of total heat sent to the GBF, denoted as HChr
d,t , which is variable, introducing

an additional nonlinearity. The objective is to mathematically model the parallel

operation of the HEX and HP that connect the GBF and the USPN. The proposed

approach involves the development of a linear regression model to approximate the

relationship between HChr
d,t and its influencing factors, which are the actual COP of

the HP and the recovered energy stored from the cooling processes that are sent to

the GBF.

The regression model is formulated using the following equation,

HChr
d,t = U ′t · (k1 + k2 ·HHR2ST

d,t + k3 · POCact
d,t ) (6.1.28)

Here, k1, k2, and k3 are the regression coefficients associated with the respective

variables. The influencing factors considered in the regression model include HHR2ST
d,t

and POCact
d,t .

By applying the nonlinear mathematical model to fit the data into the regression

model, the value of HChr
d,t based on the known values of HHR2ST

d,t and POCact
d,t . This

linear regression approach provides a simplified representation of the relationship

between the variables, enabling more efficient modeling and analysis of the parallel

operation of the HEX, HP, and GBF within the USPN context.

Fig. 6.4 depicts the training data that has been fitted to the model, along with

the corresponding estimated values. Notably, it can be observed that there is a strong
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Figure 6.4: 3D plot for the fitted regression of GBF’s COP

agreement between the fitted data and the estimated values, indicating a favorable

alignment between the two.

The following set of equations is used to ensure

(1− U ′t) ·HHR2ST
t + (Ut − U ′t) · (T

f
t + ∆T ) ≤ TUSPNt (3h)

TUSPNt ≤ (2− Ut − U ′t) · Tmax + U ′t · T
f
t (3i)

The high-temperature header in the EGC is connected to the pipeline in the

USPN by a HEX. This allows the thermal energy generated by the different DERs

to be transferred to the pipeline in the USPN. The following thermal energy balance

expresses this:

HHEX
t = HCHP

t +HNGB
t +HSHWT

t +HGBF
t (6.1.29)

107

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

Pipeline

The thermal and hydraulic constraints associated with the USPN are discussed in 4.

a simplified version of the proposed model fo pipeline in 4 is used in this chapter.

The pipeline in the USPN is the medium through which thermal energy is exchanged

between HEXs and HPs located in the buildings, the CT and the GBF. However, the

total injected thermal energy is not necessarily equal to the total rejected energy at

each time step. This feature turns this pipeline into a defacto thermal storage system,

which can be mathematically stated as:

SOCUSPN
d,t = SOCUSPN

d,t−1 +HUSPN
d,t ·∆τ (6.1.30)

where SOCUSPN
d,t signifies the storage level of the pipeline, and it can also be expressed

as:

SOCUSPN
d,t = MUSPN · cpw · (TUSPNd,t+1 − TUSPNt ) (6.1.31)

SOCUSPN
min ≤ SOCUSPN

d,t ≤ SOCUSPN
max (6.1.32)

SOCUSPN
min = MUSPN · cpw · TUSPNmin (6.1.33)

SOCUSPN
max = MUSPN · cpw · TUSPNmax (6.1.34)

Here TUSPNd,t is the average temperature in the pipeline, and HUSPN
d,t refers to the total

heat of the pipeline, including both injections and rejection. To better understand

that, the following is the thermal energy balance in the USPN:

HHEX
d,t = HUSPN

dmt +

NB∑
B=1

(H inj
d,t,B − C

Hrv
d,t,B) +H loss

t +HCT
d,t +HHR2ST

d,t (6.1.35)
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where H inj
d,t,B and CHrv

d,t,B represent the injected heat from the USPN to the heating

HPs and harvested energy from cooling processes, respectively.

6.1.4 Micro-Electrical Network

The micro-electrical network consists of electrical loads, a BES, a CHP system, and a

micro-distribution network. In the long-term optimization, the mathematical model

employed to describe the micro-electrical network is identical to the model utilized in

the ETUC discussed in Chapter 4.

6.2 Optimization

The optimization problem is to determine the optimal dispatch of all devices and

energy resources over a one-year horizon. The objective function is comprised of

operation and maintenance costs and subject to the constraints presented in the

previous section and those that are cited from Chapter 4.

CSTot =
365∑
d=1

(
24∑
t=1

(CSfueld,t + CSPCCt + CSO&M
t + CSwd,t + CSSUt )) (6.2.1)

CSfueld,t = (FNGB
t + FCHP

t ) · Prfuel ·∆τ (6.2.2)

CSPCCt = (P imp
d,t ·HEP

imp
t − P exp

d,t ·HEP
exp
t ) ·∆τ (6.2.3)

CSO&M
d,t =

3∑
g=1

(P g
t · Prg,O&M) (6.2.4)

CSSUd,t =
3∑
g=1

(SU g
d,t · Pr

g,SU + SDg
t · Prg,SD) (6.2.5)

CSwd,t = ṁMU
d,t Pr

w ·∆τ (6.2.6)
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6.2.1 Linearization

To simplify and handle the non-linear terms within the proposed non-convex MINLP

model, various linear approximations have been devised. Specifically, the lineariza-

tions for the CHP and HP, excluding COP saturation, were previously discussed in

Chapter 4. Furthermore, the linearization method for the GBF USPN-side HP was

presented earlier in its corresponding subsection. The following is the linearization

approach developed for any HP and HEX employed in the system, whether it is

the ETS of the buildings or the GBF. The equations provided below are specific to

a heating ETS, but the same equations can be applied to other HPs parallel with

HEXs.

HEXs/HPs Model

Some of the equations in the model that described the parallel operation of HEXs and

HPs have to be also linearized. For instance, COPs are reformulated by implementing

a new set of linear equations with new variables, named POCh
t,B and POCc

t,B. These

new variable are the inverse expressions of COP h
t,B and COP c

t,B, respectively:

PHP,h
t,B = H load

t,B · POCh
t,B , P

HP,c
t,B = C load

t,B · POCc
t,B (6.2.7)

POCh
t,B ≥

Tsh − TUSPNt

ηh0 · Tsh + 273.15
(6.2.8)

POCc
t,B ≥

TUSPNt − Tsc

ηc0 · Tsc + 273.15
(6.2.9)

POCmin ≤ POCh
t,B ≤ POCmax (6.2.10)

POCmin ≤ POCc
t,B ≤ POCmax (6.2.11)
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Here, the linearization of Eq. 6.1.6 requires the definition of the binary variable

y and the following equaitons:

POCt − POCmin
act ≤M · yt (6.2.12)

POCmin
act − POCt ≤ (1− yt) ·M (6.2.13)

Then, another set of eqs. is defined:

POCact
t ≥ POCt (6.2.14)

POCact
t ≥ POCmin

act (6.2.15)

POCact
t ≤ POCt +M · (1− yt) (6.2.16)

POCact
t ≤ POCmin

act +M · yt (6.2.17)

To represent the saturation of the HPs, the following eqs. are required:

POCmax
h =

T sh − T sct + ∆T c

(T sh + 273.15) · ηh
(6.2.18)

POCmax
c =

Tmax − T sct
(T sct + 273.15) · ηc

(6.2.19)
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There is a relationship between y and U c
t and Uh

t , which is highlighted in the following

set of eqs.:

U c
t + Uh

t ≤ 1 (6.2.20)

yt + Uh
t ≤ 1 (6.2.21)

U c
t ≤ 1 (6.2.22)

Now, Eq. 6.1.7 is linearized by using the following set of equations:

0 ≤ POCUh
t ≤ POCmax

h (6.2.23)

POCmin
act · (1− Uh

t ) ≤ POCUh
t ≤ POCmax

h · (1− Uh
t ) (6.2.24)

POCh,act
t − (Uh

t · POCmax
h ) ≤ POCUh

t ≤ POCh,act
t − (Uh

t · POCmin
act ) (6.2.25)

POCUh
t ≤ POCh,act

t + (Uh
t · POCmax

h ) (6.2.26)

112

http://www.mcmaster.ca/
https://www.eng.mcmaster.ca/


Ph.D. Thesis – A. Lorestani; McMaster University – Mechanical Engineering Department

6.3 Simulation Studies and Discussions

6.3.1 Test System Description

The effectiveness of the proposed long-term optimal dispatch strategy is validated by

utilizing data from an actual case study conducted in Ontario, Canada. This partic-

ular study focuses on four public complex buildings—namely, a residential building,

a library, a seniors’ center, and a YMCA—all located behind the meter. Fig. 6.7 de-

picts the hourly energy demands of the system during the course of the year. As for

the hourly electricity price, the most recent suggested Time-of-Use electricity tariff

by Ontario Energy Board is used, according to which the weekly electricity price has

profile shown in 6.6.

The capacities of DERs and other relevant parameters are determined using the

methodology outlined in the publication by Cotton et al. [44]. The USPN has a

length of 1000 m, and the initial states of charge for the GBF, BES, and SHWT are

considered as optimization variables. The simulation time interval is set at 1 hour. In

this system, it is assumed that the GBF remains consistently either in a charging or

discharging state throughout the day, with its power level potentially varying hourly.

Conversely, the BES and SHWT, serving as short-term thermal storage components,

are responsible for managing minor fluctuations between supply and demand. Con-

sequently, their charging or discharging state may change every hour.

6.3.2 Community-Wide Waste Heat Harvesting and Sharing

To gain insights into the effectiveness of the ICE-Harvest system in community-wide

waste heat harvesting and sharing, the cumulative heating and cooling demand of
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Figure 6.5: Instantaneous Energy Demands in ICE-Harvest System
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Figure 6.6: Time-of-Use Electricity Price

the community is presented in Fig. 6.7. It is evident that in this community, the

total heating load surpasses the cooling load during the winter, whereas the cooling

load exceeds the heating load during the summer. This observation helps to better

understand the system’s performance.

As thoroughly explained and showcased in Chapter 4, the ICE-Harvest system

achieves waste heat recovery through the utilization of cooling ETSs. The total

energy supplied by each cooling ETSs is the combination of the building’s cool-

ing/refrigeration load and the electricity consumed by the HP. The proportion of

these two components is determined by the COP of the HPs, which, in turn, depends

on the optimization variable of the network temperature. Fig. 6.8 displays the ratio

between the electricity consumption of the cooling HPs and the cooling/refrigeration

loads in the system for each month. It is illustrated that, during the summer and

spring, the cooling loads/refrigeration significantly dominate the electrical consump-

tion of the cooling HPs. This dominance of cooling loads over electrical consumption

is still present during colder seasons, although the difference is not as significant.

It can be observed in the pie-chart that the proportion of electricity consumption
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Figure 6.7: The Cumulative Heating and Cooling Demands.

for the cooling heat pumps is 21%, while the remaining 79% is attributed to the

cooling loads. This indicates that the annual COP of all cooling ETFs together is

4.762, which is notably higher than the annual COP of individual cooling HPs alone,

which would be below 3.

Regarding the utilization of the harvested energy, Fig. 6.9 demonstrates that

in colder seasons, the majority of the harvested heat is instantly shared within the

community to fulfill the heating demand. Conversely, during the summer months,

when cooling demand rises and heating demand declines, a larger proportion of the

harvested heat is stored in the GBF.

Furthermore, it is observed in the pie-chart of Fig. 6.9 that only 1% of the

harvested energy is discarded by the CT. However, this energy dumping occurs ex-

clusively during the months of July and August, as depicted in Fig. 6.8. During this

period, the harvested energy primarily originates from the Heat Exchanger (HEX)

and cooling loads, with the electrical consumption of the cooling HPs making a min-

imal contribution. Consequently, we can conclude that no energy is consumed by the
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Figure 6.8: The Breakdown of Sources of Harvested Heat from Cooling Process

cooling HPs to harvest the energy that is subsequently dumped by the CT.

6.3.3 Overall Performance of System

The temperature of the network serves as one of the primary driving forces for the

phenomena discussed in this chapter and those to be discussed later. Fig. 6.10 depicts

the monthly average network temperature throughout the year. It can be inferred

that the average network temperature is higher during the colder seasons compared

to the warmer seasons. This can be attributed to the fact that a higher network
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Figure 6.9: The Breakdown of Utilization of Harvested Heat from Cooling Process.

temperature results in a higher Coefficient of Performance (COP) for heating Heat

Pumps (HPs), leading to lower electricity consumption. As shown in Fig. 6.7, dur-

ing the winter and fall seasons, heating demands outweigh cooling demands, hence

increasing the network temperature reduces the total electricity consumption of the

system. Similar reasoning applies to the warmer seasons, where lower network tem-

peratures lead to the decreased total electricity consumption of the system due to

the dominance of cooling demands over heating demands. Furthermore, lowering the

network temperature results in reduced energy injected into the network from cooling
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Figure 6.10: Monthly Network Temperature Over the Year

processes, which is advantageous during the warmer seasons when heating demands

are minimal.

Fig. 6.11 presents the monthly total electrical power generated by the CHP unit.

As anticipated, it is evident that, in line with the network temperature, the CHP

system generates more energy during the colder seasons compared to the warmer

seasons. This can be attributed to the higher heating demand during the colder

seasons. Conversely, during the warmer seasons, the heating demand is considerably

reduced, and as shown earlier, a significant portion of the harvested energy from

cooling processes is directly stored in the GBF. It is important to note that this

figure only represents the monthly operation of the CHP and does not account for

hourly variations. In other words, there may be specific hours during the summer

when there is no cooling demand and, subsequently, no harvested energy. During such

times, the CHP system may provide the required heat power for the system. More

details about the hourly operation of the system have been discussed in Chapter 4.

To provide further clarity on the monthly operation of the CHP system, Fig. 6.12
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Figure 6.11: Monthly Electrical Power of CHP

showcases the surplus heating energy generated by the CHP stored in the GBF. It can

be observed that during February and December, only a negligible amount of heating

energy is sent to the GBF for storage. In January, the entire heating power of the

CHP is either immediately utilized by the heating demand or stored in the SHWT

for same-day usage. As mentioned earlier, during the summer season, a substantial

quantity of the CHP’s heating energy is stored in the GBF.

Regarding the analysis of electrical demand, Fig. 6.13 presents the breakdown

of electricity consumption within the system. It can be observed that 47% of the

total electricity consumption is attributed to plugin loads. Heating HPs account for

approximately 29% of the total electricity consumption, which is more than three

times higher than the 8% consumed by cooling HPs. In the third position, the HP

in the EGC utilized for GBF discharging is, while the other HP of the GBF in the

USPN contributes only 2% to the total electricity consumption. Fig. 6.14 showcases

the distribution of electricity consumption by the cooling HPs according to Time-

of-Use. The figure reveals that a minor portion of electricity consumption occurs
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Figure 6.12: Monthly Surplus Heat Energy of CHP

Figure 6.13: Distribution of Electricity Consumption in the ICE-Harvest System
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Figure 6.14: Electricity Consumption Analysis of Cooling HPs Based on
Time-of-Use

during the overnight period when electricity prices are low, while the majority of

consumption takes place during mid-peak hours.

6.3.4 Long-Term Operation of Geothermal Borehole Field

Fig. 6.9 presented the stored amount of harvested energy in the GBF. In Fig. 6.15,

the total energy stored in the GBF from the USPN path is depicted, which generally

can be broken down into the amount of harvested energy sent to the GBF and the

electricity consumption of the GBF’s HP on USPN side. As discussed in the previous

subsection, it is observed that the GBF primarily receives energy from the USPN

path during the summer and spring seasons, with a significant portion corresponding

to the harvested energy. This indicates that the average annual COP of the ETS for

the GBF is 7.692, surpassing that of the ground source HP.
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Figure 6.15: Breakdown of Energy Sources Contributing to GBF Charging

Fig. 6.16 illustrates the state-of-charge of the GBF, offering insights into its per-

formance across different seasons. It can be observed that, in general, the GBF under-

goes charging during the warmer seasons and discharging during the colder seasons.

Upon closer examination of the figure, it becomes apparent that during the winter,

the GBF is discharged to meet the heating demand until its usable state-of-charge

(SOC) reaches zero in the early days of spring. During spring, there is no specific

trend for the GBF’s SOC as it experiences both charging and discharging periods.

As summer arrives, the GBF begins to charge, gradually reaching its maximum SOC
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Figure 6.16: State-of Charge of the GBF

point, which serves as a turning point for its operation. Subsequently, the GBF starts

discharging again to fulfill heating demands in the fall.

6.3.5 Offset Fossil Fuel-Burned Power Plants

To showcase the ability of the ICE-Harvest System in reducing reliance on fossil fuel

power plants operating during peak hours in Ontario, examining the imported power

by the system during different electricity price intervals can provide valuable insights.

In this context, Fig. 6.17 compares the imported power of the ICE-Harvest system

with the Business-as-Usual (BAU) scenario for on-peak hours, mid-peak hours on

workdays, mid-peak hours on weekends, and overnight hours. The BAU scenario rep-

resents actual data. It can be observed that the ICE-Harvest system does not import

electricity power except during off-peak hours when renewable energy resources con-

tribute significantly to the Ontario power grid. Additionally, there is only a negligible

amount of imported power during mid-peak hours on weekends.
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Figure 6.17: Distribution of Imported Power of ICE-Harvest System Vs.
Business-as-Usual

This figure also highlights the ICE-Harvest system’s capacity to implement de-

mand response strategies without compromising occupant comfort. The system’s op-

eration aligns with the desired grid conditions by importing power exclusively during

off-peak hours while ensuring that the energy demands of the community occupants

are fully met without any impact on their comfort.

Furthermore, to gain a deeper understanding of the ICE-Harvest system’s ability

to offset fossil fuel power plants in the Ontario power grid, the operation of the

CHP unit during on-peak hours, mid-peak hours on workdays, mid-peak hours on

weekends, and overnight hours is depicted in Fig. 6.18. It can be observed that the

CHP unit is not utilized during overnight hours when renewable energy resources and

nuclear energy predominantly meet the electricity demand in Ontario.
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Figure 6.18: Distribution of Electricity Generation of CHP

6.3.6 Demand Response Without Affecting Occupant Com-

fort

The ICE-Harvest system’s ability to implement demand response strategies while

ensuring occupant comfort has been extensively discussed in Chapter 4. This capacity

is further demonstrated in the long-term simulation of the system. As illustrated in

Fig. 6.17, the system exclusively imports power during off-peak hours. Furthermore,

Fig. 6.19 provides a specific example by comparing the imported electricity power of

the ICE-Harvest system to the BAU scenario on the 24th of January. It is evident

that, as previously explained, the ICE-Harvest system avoids importing electricity

during peak hours, which differs from the BAU scenario. Instead, the CHP unit in

the ICE-Harvest system effectively handles the electrical load during peak and mid-

peak hours. The CHP unit operates at near-maximum capacity, starting at 7 am.

Conversely, during off-peak hours, the ICE-Harvest system imports power from the

grid to fulfill the electrical demand while the CHP unit remains inactive.
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Figure 6.19: Imported Power and CHP Generation between ICE-Harvest and BAU

6.3.7 Simulation of Different Scenarios

Fig. 6.20 illustrates the range of network temperature variations across four distinct

scenarios: No DRC and No DRH (NO DRCH), DRH only, DRC only, and both

DRC and DRH (DRCH). It can be observed that, as expected, the presence of DRH

in the system leads to higher network temperatures, resulting in a generally higher

average temperature. Conversely, when DRC is feasible in the system, the network

temperature tends to be lower. When both DRC and DRH are implemented in the

system, the network temperature spans a broader range from 5◦C, which represents

the cooling demand supply temperature for direct cooling, to 70◦C, which represents

the required heating supply temperature for direct heating. On the other hand, this

temperature profile difference between the scenarios results in different operation

performances and costs. For example, Fig. 6.21 presents a representation of the

CHP power generation at different electricity price ranges for each scenario. The

overall performance of the CHP unit is similar for all scenarios, but it is also evident
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Figure 6.20: The Range of Network Temperature Variations Across the Scenarios

that the CHP unit does not run overnight when DRH is feasible (DRH and DRCH).

The imported power from the grid under different scenarios is observed in Fig. 6.22

that the performance of all scenarios is similar. All of the scenarios do not import

electricity during peak hours. However, when DRH is feasible (DRH and DRCH),

the system imports less power during mid-peak hours.

6.4 Summary

This chapter presents the development of a comprehensive optimization framework

for the long-term optimization of the ICE-Harvest system, specifically focusing on

scheduling the geothermal borehole field (GBF) for optimal performance. The com-

plete configuration of the ICE-Harvest system is considered, incorporating direct heat-

ing (DRH), direct cooling (DRC), and COP saturation. To address the optimization

problem, a mixed-integer nonlinear program (MINLP) formulation is utilized and fur-

ther linearized into a mixed-integer linear program (MILP) to capture crucial system

behaviors. The long-term model serves as the long-term layer within the three-layer
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Figure 6.21: CHP Power Generation across Price Ranges and Scenarios

Figure 6.22: Imported Power Variation across Price Ranges and Scenarios
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decision-making framework created for the energy management system of the ICE-

Harvest. The simulation results demonstrate the effectiveness of the proposed strat-

egy and offer valuable insights into optimizing the long-term operation of the system

under DRH and DRC. The capabilities of the ICE-Harvest system, such as waste

heat harvesting, demand response, and reducing reliance on fossil fuel power plants,

are successfully demonstrated. Furthermore, the GBF displays seasonal charging and

discharging patterns, discharging during winter until its state of charge (SOC) reaches

zero and charging during summer until it reaches its maximum capacity.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

The motivation behind this study stemmed from the pressing concerns of climate

change and the need to decarbonize the energy sectors, particularly the building

sector, which accounts for a significant portion of greenhouse gas emissions. This

dissertation investigates the optimization and performance analysis of the Integrated

Community Energy and Harvesting (ICE-Harvest) system. ICE-Harvest is designed

to optimize energy utilization and promote sustainability in dense communities in

cold climates. It comprises a single-pipe variable-temperature micro-thermal network,

a micro-electrical network, and various distributed energy resources (DERs). The

DERs, located in the energy generation center of the system, are combined heat and

power (CHP) units, boilers, heat pumps, battery energy storage (BES), stratified hot

water tank (SHWT), and a geothermal borehole field (GBF) as a long-term (seasonal)

storage system. The objective of this research is to develop an optimal operation

strategy for the system, considering the coordination of its components to realize its
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full potential. Due to the specific configuration of the system with components that

require short-term and long-term operation scheduling, a hierarchical decision-making

framework is put forward in which three sequential layers are integrated. The three

layers determine the long-term, short-term, and ultra-short-term optimal operation

of the ICE-Harvest system. The layers are differentiated by their objective, planning

horizon, time resolution, and optimization models.

For this aim, the study begins by formulating precise quasi-dynamic mathemati-

cal representations of the system, carefully considering the physical and operational

limitations. These formulations capture the system’s intricacies and serve as the

foundation for optimization models.

In pursuit of this goal, the structure of the ICE-Harvest system is broken down

into smaller pieces, and then the other parts of the system are gradually added to

form the whole system. For this aim, at first, EGC, excluding the GBF and its

correspondences, is directly connected to a building represented by electrical and

thermal loads and equipped with water source heating and cooling HPs to form a

building microgrid (BMG). A precise quasi-dynamic mathematical representation of

BMG is developed considering physical and operational limitations, and the operation

of the DERs together is studied.

Following that, an advanced version of the ICE-Harvest system is developed, in-

corporating single-pipe variable-temperature micro-thermal and micro-electrical net-

works. A detailed quasi-dynamic optimization model is introduced, considering elec-

trical, thermal, and hydraulic constraints. To solve the resulting nonconvex mixed-

integer nonlinear programming (MINLP) problem, a novel decomposition algorithm

is proposed. It divides the problem into linear and nonlinear sub-problems, solved
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successively. The linear sub-problem representing the short-term layer of the three-

layer decision-making framework determines the binary variables, and the nonlinear

sub-problem representing the ultra-short-term layer determines the optimal dispatch

of the system. Additionally, to assess the significance and efficacy of detailed model-

ing in the optimization process, four other distinct mathematical models and dispatch

strategies are created and extensively compared to the proposed dispatch strategy to

evaluate the system’s performance under each approach. Upon evaluating five dis-

patch strategies, it is enlightened that not considering thermal dynamics and heat

transfer constraints will result in underestimating electricity and natural gas con-

sumption. In contrast, if thermal pipeline capacity is not considered and mass flow

and temperature are not manipulated, the system’s capability will be underestimated.

Furthermore, a long-term optimization framework is developed for the ICE-Harvest

system, specifically focusing on the geothermal borehole field (GBF). The problem

is formulated as a mixed-integer nonlinear program (MINLP) and further linearized

into a mixed-integer linear program (MILP) to capture essential system behaviors.

This long-term model is represented as the long-term layer of the three-layer decision-

making framework designed for the energy management system of the ICE-Harvest.

Overall, the simulation results showcase the effectiveness of the proposed strategy and

provide insights for optimizing long-term system operation. The capabilities of the

ICE-Harvest system, including waste heat harvesting, demand response, and offset-

ting fossil fuel power plants, are demonstrated while emphasizing the importance of

detailed modeling for accurate optimization and system evaluation. In addition, GBF

exhibits seasonal charging and discharging patterns, discharging during winter until

its state-of-charge (SOC) reaches zero and charging during summer until it reaches
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maximum capacity.

In addition to operation optimization, a multi-objective approach is proposed for

the optimal design of the ICE-Harvest system, focusing on component sizing. The

resulting nonlinear optimization model is linearized, considering total annual cost

(TAC) and greenhouse gas (GHG) emissions as criteria. Two approaches for assessing

GHG emissions in energy systems are discussed: average emission factor (AEF) and

marginal emission factor (MEF). AEF calculates emissions by dividing total CO2

emissions by total electricity generation, but it does not accurately reflect the effects

of dispatchable demands on GHG emissions. MEF, on the other hand, tracks the

marginal change in demand and provides a more accurate analysis of the actual

emissions impact. The optimization process generates a Pareto front curve using the

ε-constraint method, and a compromise solution is selected. The results demonstrate

a trade-off between TAC and GHG emissions, with higher capital investment in CHP

capacity associated with reduced emissions. The optimal configuration of the ICE-

Harvest system involves the predominant involvement of CHP, SHWT, and BES.

The study highlights the substantial amount of harvested energy (1072.409 MWh

annually) that would otherwise be wasted in conventional district heating networks.

7.2 Future Work

The following areas are proposed as potential directions for future research:

• Integration of Renewable Energy Sources: Investigate the potential integration

of additional renewable energy sources, such as solar photovoltaic (PV) systems

or wind turbines, into the ICE-Harvest system. Assess the impact of these
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sources on system performance, optimal operation strategies, and overall energy

sustainability.

• Scalability and Replicability: Study the scalability and replicability of the ICE-

Harvest system for different community sizes and geographical locations. Assess

the system’s performance and optimal design considerations when implemented

in larger or smaller communities. Investigate the economic viability and po-

tential barriers to widespread adoption of the ICE-Harvest system, considering

factors such as initial investment costs, policy and regulatory frameworks, and

stakeholder engagement.

• Life Cycle Assessment and Techno-Economic Analysis: Conduct a comprehen-

sive life cycle assessment (LCA) and techno-economic analysis (TEA) of the

ICE-Harvest system to evaluate its environmental impacts and economic fea-

sibility. Consider the entire life cycle of the system, including manufacturing,

installation, operation, and end-of-life considerations. Assess the system’s over-

all sustainability, including its embodied energy, resource consumption, and

potential for circular economy principles.

• Real-world Demonstration Projects: Collaborate with industry partners and

local communities to implement real-world demonstration projects of the ICE-

Harvest system. Monitor and evaluate the system’s performance, energy sav-

ings, environmental benefits, and user satisfaction. Gather valuable feedback

from stakeholders and occupants to further refine the system’s design, operation

strategies, and integration into existing energy infrastructure.
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By addressing these future research directions, we can continue to advance the ICE-

Harvest system, enhance its performance, and contribute to the transformation of the

building sector towards more sustainable and energy-efficient communities.
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Appendix A

Verificaiton Study

This appendix presents a comparative study that aims to compare and cross-validate

the results obtained from ICE-Harvest system operation optimization in this study

with an alternative modeling (control) approach. For this verification study, the

results provided by the proposed optimization-based operation strategy are compared

to the ICE-Harvest system simulated in Modelica software by [58].

Due to a lack of access to the actual Modelica simulation models, the compar-

ison is limited to evaluating the ICE-Harvest system’s performance in natural gas

consumption and total electricity import using the data provided in [58]. It should

be noted that operating the ICE-Harvest system with two different control strategies

can lead to variations in primary energy consumption as it impacts how the system

utilizes its energy resources, manages demand, and optimizes overall performance.

This study uses an optimization approach that minimizes the cost to generate the

system operation set points. In contrast, in [58], the set-points are pre-established

and somehow fixed by prioritizing waste energy harvesting. Therefore, according to

[58], it is expected that the electricity consumption to be greater than the proposed
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optimization approach as there is no priority in the optimization approach other than

minimizing the cost considered.

Fig. A.1 illustrates the electricity imported from the grid and total natural gas

consumption of the ICE-Harvest system compared to the BAU. The natural gas

consumption in the ICE-Harvest system includes two components: on-site natural

gas consumption and the estimated natural gas consumed in natural gas-fueled power

plants in the power system to meet the system’s electricity demand. On-site Natural

Gas Consumption refers to the total amount of natural gas consumed within the ICE-

Harvest system’s premises. It accounts for the energy used by the natural gas boiler

(NGB) and the combined heat and power (CHP) units. The estimated natural gas

consumed in the Natural Gas-Fueled Power Plants represents the quantity of natural

gas required to produce the electricity supplied to the system. This component takes

into account the energy losses, efficiency of power generation, and transmission losses

associated with generating electricity from natural gas in power plants outside the

ICE-Harvest system.

By considering both on-site and off-site natural gas usage, the assessment provides

a more complete understanding of the system’s overall reliance on natural gas and its

implications for energy efficiency and environmental impact under different operation

strategies. It is noteworthy that, based on the proposed optimization strategy, the

ICE-Harvest system exhibits higher natural gas consumption but lower electricity

consumption compared to the Modelica simulation. Furthermore, the figure presented

below illustrates the imported electricity during peak hours. As anticipated, the

optimization approach empowers the ICE-Harvest system to curtail its reliance on

imported power during peak hours, effectively avoiding the higher electricity prices
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Figure A.1: Total Imported Electricity and Natural Gas of BAU Vs ICE-Harvest
System

prevalent during that time period.
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Figure A.2: On-Peak Imported Electricity by BAU Vs ICE-Harvest System
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