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Lay Abstract

Video games can deeply engage players using characters that appear to
have emotionally-driven behaviours. One way that developers encode
and carry knowledge between projects is by creating development tools,
allowing them to focus on how they use that knowledge and create new
knowledge.

This work draws from software engineering to propose three methods for
creating development tools for game characters “with emotion”: a process
for analyzing academic emotion literature so that the tool’s functions are
plausible with respect to real-life emotion; a process for translating aca-
demic emotion literature into mathematical notation; and a process for
creating tests to evaluate these kinds of development tools using narrative
characters. The development of an example tool for creating game char-
acters “with emotion”, EMgine, demonstrates these methods and serves
as an example of good development practices.
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Abstract

Believable Non-Player Characters (NPCs) help motivate player engage-
ment with narrative-driven games. An important aspect of believable
characters is their contextually-relevant reactions to changing situations,
which emotion often drives in humans. Therefore, giving NPCs “emo-
tion” should enhance their believability. For adoption in industry, it is
important to create processes for developing tools to build NPCs “with
emotion” that fit with current development practices.

Psychological validity—the grounding in affective science—is a necessary
quality for plausible emotion-driven NPC behaviours. Computational
Models of Emotion (CMEs) are one solution because they use at least one
affective theory/model in their design. However, CME development tends
to be insufficiently documented such that its processes seem unsystematic
and poorly defined. This makes it difficult to reuse a CME’s components,
extend or scale them, or compare it to other CMEs.

This work draws from software engineering to propose three methods for
acknowledging and limiting subjectivity in CME development to improve
their reusability, maintainability, and verifiability:

e A systematic, document analysis-based methodology for choosing
a CME’s underlying affective theories/models using its high-level
design goals and design scope, which critically influence a CME’s
functional requirements;

e An approach for transforming natural language descriptions of af-
fective theories into a type-based formal model using an interme-
diate, second natural language description refining the original de-
scriptions and showing where and what assumptions informed the
formalization; and

e A literary character analysis-based methodology for developing
acceptance test cases with known believable characters from
professionally-crafted stories that do not rely on specific CME
designs.

Development of EMgine, a game development CME for generating NPC
emotions, shows these methods in practice.
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Part 1

Ready Player One

Would you like to play a game?

Joshua, Wargames

Welcome!

This part presents relevant background information necessary to un-
derstand EMgine, its purpose, and its location in the broader re-
search field. “Introduction” (Chapter 1) introduces the work, briefly
motivates it, and describes the research questions it wants to an-
swer. “Engaging Players with Believable Characters” (Chapter 2)
describes the motivation in further depth, linking player engagement
with video games to believable game characters, and “Meet Emotion
(Briefly)” (Chapter 3) reviews essential information about affect and
emotion necessary for this work. “On Designing Emotion Engines”
(Chapter 4) describes how software engineering does and could in-
fluence the development of computational systems “with emotion”,
and supporting development methodologies proposed as an outcome
of the work on EMgine. Finally, “Affective Theories in Computa-
tional Models” (Chapter 5) surveys existing software systems that
model emotion and related phenomena for common design decision
trends and theoretical roots in Affective Science.

When you are Ready Player One, Start Your EMgine!

-s0 .@@. oo~




Chapter 1

Introduction

Let’s get this party started!

Claptrap, Borderlands: The Pre-Sequel

In both literature and film, richly layered characters make significant narrative contributions
and increase the audience’s enjoyment and emotional attachment to the story world’s events and
characters. However, video games might be a more influential medium because the direct interaction
with game characters can make it feel “more real” to players (Rusch, 2009, p. 2; Rusch, 2008, p. 28).
The increasing complexity of game narratives is a prominent and generally well-received evolution
in video game technology and design (Kuo et al., 2017, p. 117). Many players fondly remember
favourite game characters and tend to talk about how they—the player—feel about them as if they
are real. This is due, in part, to the believability of those characters shown through their interactions
with the world. One element of believability is their emotional behaviours (Figure 1.1), which help
players empathize with these characters. This suggests that game developers can leverage character
emotion to increase the impact they have on players.

Development approaches in industry emphasize the fast-paced and iterative nature of game

(a) An annoyed Fran subtley warns Vaan that he is  (b) Espeon and Deerling celebrate a reunion in
asking an intrusive question in Square Enix’s Final Nintendo’s New Pokémon Snap (Bandai Namco
Fantasy XII: The Zodiac Age (Square Enix, 2017) Studios, 2021)

Figure 1.1: Examples of Believable Game Characters
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development (McKenzie et al., 2019). This environment requires reliable tools and processes which
a systematic software engineering approach can help create. The proprietary nature of the video
game industry means that postmortem reports are often the sole source of information on the
development process (Politowski et al., 2020, p. 553). However, even this limited information reveals
that some problems relate to inadequate or absent tools (Ullmann et al., 2022b, p. 13; Politowski
et al., 2020, p. 556) despite tools being a common form of code reuse in game development (Murphy-
Hill et al., 2014, p. 4). The postmortems also reveal that familiar technologies, prototyping, and
testing-related factors contribute to successful projects (Ullmann et al., 2022a, p. 20-21). This
suggests that methods for creating game development tools aimed at “emotional” NPC creation
are ideal because it allows developers to build their own tools and evaluate other ones to see if they
are a good fit for the intended task.

1.1 Research Questions and Contributions

Prior research on believable computer agents focused on developing specific tools such as GAMY-
GDALA (Popescu et al., 2014), Em/Oz (Reilly, 1996), and The Soul (Bidarra et al., 2010). Each
tool has proven successful in their domains and beyond, but their development process is unclear.
Consequently, it is difficult for others to build on them to create other tools to suit their needs.
This is untenable in game development where time is a scarce resource and building new tools
from scratch is expensive. Therefore, assuming that game developers aim to engage players with
“emotional” NPCs (Chapter 2) and prefer to have tool creation methods over any single tool itself,
a research question that follows is:

RQO What software engineering-based methods and/or techniques can aid the creation
of game development tools for believable characters with emotion?

An exploration of what “emotion” means in Affective Science and psychology (Chapter 3), then
Computational Models of Emotion (CMESs) and how developers apply software engineering practices
to their development and testing (Chapter 4, which Osuna et al. (2020) critically influenced) led to
the creation of EMgine, a domain-specific CME for generating NPC emotions. Initially, there was
a naive assumption that EMgine’s development would merely follow the software design stages—
requirements analysis, design, implementation, verification, and validation. During development,
questions concerning how to choose theories and/or models for CMEs (Section 1.1.1), how to build
acceptance test cases to see if it produced expected emotions (Section 1.1.2), and how EMgine
could be of practical use to the CME development community (Section 1.1.3) quickly proved this
assumption false.

1.1.1 Choosing Theories and/or Models for CMEs

By definition, a CME takes at least one emotion theory and/or model to base its design and
testing on that aligns with its requirements. Often, considering additional domain knowledge helps
clarify user needs. This connection moves theory selection into requirements analysis because it
influences model specifications, ultimately defining what to build. For EMgine, several theories
that other CMEs use appeared promising. However, those CMEs have only a partially satisfactory
answer to why they chose those theories. It effectively made the choice seem arbitrary and lacking
justification. A shallow decision of theories for EMgine based on what “looked promising” led to
significant modelling challenges that ultimately became untenable, raising the question:
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RQ1 How can user-oriented software requirements and domain knowledge inform the
selection of emotion theories and/or models for CMFEs built as game development
tools?

Work & Contributions A systematic survey of 67 CMEs that generate emotion and whose
design rely on at least one emotion theory revealed that each one tended to serve a particular
purpose, implying that it strongly supports certain kinds of CME requirements (Chapter 5). This
prompted the design of a document analysis-based methodology for choosing emotion theories for
CMEs using their high-level requirements and target domain (Chapter 4.2.1). EMgine served as
a test to evaluate the methodology’s viability (Chapters 6 and 7) and a series of sketches about
choosing theories for other types of CMEs shows the methodology’s potential (Chapter 8).

Publications The systematic survey of CMEs appears in the IEEE Transactions on Affective
Computing as a survey article (What Lies Beneath—A Survey of Affective Theory Use in Compu-
tational Models of Emotion, Smith and Carette (2022)). A description of the methodology with
illustrative examples is under review for publication as a research article in Entertainment Comput-
ing, currently available as a preprint (Start Your EMgine—A Methodology for Choosing Emotion
Theories for Computational Models of Emotion, Smith and Carette (2023b)).

1.1.2 Building Acceptance Test Cases for CMEs

One of the challenges in CME design is translating natural language theories into formal models
for implementation. Often, testing with information defined independently of how CMEs work is
the only way to know if its models are “correct”. However, simply using empirical observations
of emotions is unproductive because believable is not necessarily realistic. Often, story characters
have exaggerated behaviours that many would claim unrealistic if they saw them in real life. If a
CME is for creating believable characters, the question becomes:

RQ2 How can existing narratives inform the development of test cases for evaluating
CMFs built as game development tools?

Work & Contributions This led to the development of a character analysis-based methodology
for developing acceptance test cases (Chapter 4.2.4), illustrated with examples (Chapters 11 and
12). EMgine uses these as part of its validation test plan (Section 1.1.3).

Publications A presentation at the Interdisciplinary Design of Emotion Sensitive Agents (IDEA)
workshop at AAMAS 2023 described the methodology with an illustrative example demonstrating
the specification of a test case template and extension for EMgine (Building Test Cases for Video
Game-Focused Computational Models of Emotion!, Smith and Carette (2023a)). Pre-EMgine work
on test case development appears in a research article, which the workshop submission and thesis
expands on, in Eludamos: Journal for Computer Game Culture (Design Foundations for Emotional
Game Characters, Smith and Carette (2019)).

1Originally titled “Inspect Your EMgine—Building Acceptance Test Cases from Narratives for Entertainment-
Focused Computational Models of Emotion”, shortened to stay in the page limit.


https://doi.org/10.1109/TAFFC.2022.3197456
https://doi.org/10.1109/TAFFC.2022.3197456
https://doi.org/10.2139/ssrn.4327741
https://doi.org/10.2139/ssrn.4327741
https://en.uit.no/project/idea/accepted_papers
https://en.uit.no/project/idea/accepted_papers
https://doi.org/10.7557/23.6175
https://doi.org/10.7557/23.6175

Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

1.1.3 EMgine as a Basis for Future Research and Development

Ultimately, EMgine demonstrates the value of a software engineering approach to the creation
of game development tools. This includes embodying software qualities such as reusability and
replicability to encourage others to use and expand on EMgine’s design. Some qualities are espe-
cially desirable for researchers, allowing them to independently verify EMgine’s, and other CMEs’,
abilities now and in the future (Benureau and Rougier, 2018). Moving towards this goal means
asking:

RQ3 What steps can be taken during the development of domain-specific CMFEs to
improve their reusability and replicability?

Work & Contributions To this end, a significant effort went into documenting EMgine’s devel-
opment process. Descriptions of EMgine’s underlying models trace the translation from: informal
and natural language concepts based on two affective theories (Plutchik’s psycho-evolutionary syn-
thesis and Oatley & Johnson-Laird’s Communicative Theory of Emotions), one affective model
(Mehrabian’s PAD Space), and other sources from Affective Science and existing CMEs; to a second
natural language description refining the first with EMgine’s assumptions about the concept, using
specific types of data; and finally into a type-based formal model (Chapter 9).

EMgine’s architecture design documents the rationale for choosing a component-based style
and the organization of models into modules with known issues resulting from the decomposition
(Chapter 10). There is also documentation about EMgine’s implementation, including why it uses
C# and the development environment configuration.

Publications Open-source versions of EMgine’s documentation, implementation, and test doc-
uments are available on GitHub (https://github.com/GenevaS/EMgine). There are currently no
peer-reviewed publications of this work.

1.2 A Word About the Cultural Dependence of the Language of
Emotion

EMgine’s design heavily relies on emotion terms from an English-speaking, North American lexicon.
It is unwise to proceed without acknowledging the role of language and culture in our understand-
ing of emotions. Some emotion theories refer to emotions that people mainly recognize in English,
which can cause issues when using EMgine in other cultures and languages (Ortony, 2022, p. 8, 10).
Even among English-speaking theorists, there is little consistency between definitions of “emotion”
in the literature (Plutchik, 1980, p. 80). Some languages lack an equivalent term for “emotion” (Wi-
erzbicka, 1999, p. 3). How is it possible to model something that appears to be fundamental to the
human experience but does not exist in everyone’s vocabulary?

Based on the lexical sedimentation hypothesis, researchers propose that everyday languages
have captured useful information about emotions based on the importance of emotion in human
social interactions and literature (Scherer, 2013, p. 8). Evidence strongly suggests that there are, al-
beit limited, dimensional representations and categorical clusters of emotion terms common across
different languages and cultures (Fontaine, 2013, p. 37, 40, 43). They are not incompatible, as
researchers have replicated the clusters in dimensional space and found that they remain system-
atically differentiated.

However, the specific word someone uses to describe their internal state does not exist reli-
ably across languages—often with no direct equivalent (Ogarkova, 2013, p. 62). A word is only
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a representation of an emotion and “...surely we should not be so narrow as to insist that it has
to be an English word!” (Ekman, 2007, p. 199). An emotion term might only be an abbreviation
for common scenarios that are noteworthy to members of the cultural group (Wierzbicka, 1992,
p. 548). This aligns with a suggestion that self-reports about emotional experiences reveal affective
properties rather than emotion categories (Barrett, 2006, p. 37). In this sense, emotions are social
constructions—the specific scenarios and conditions for them—based on a common need for cognit-
ive management (Oatley, 1992, p. 119) that often relates to observable body “symptoms” of those
states. Therefore, it is imperative that descriptions of EMgine’s generated emotions use terms such
as “feel”, “good”, and “bad” (Wierzbicka, 1999, p. 275) so that localizing it for different languages
and cultures will be easier.
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Chapter 2

Engaging Players with Believable
Characters

I hope the motivation is effective.

EDI, Mass Effect 3

Like “good” books and “good” movies, specifying what makes a “good” game is not straight-
forward. Instead, game designers often aim to create a good player experience (McAllister and
White, 2015, p. 11, 13). Player experience (PX) is a complex concept with many moving parts
that developers aim to understand and design by adapting user experience (UX) concepts and
methods (Bernhaupt, 2015, p. 2, 7; Scacchi and Cooper, 2015, p. 4). An important UX concept
for games is engagement: a quality of the user experience describing a positive human-computer
interaction (O’Brien and Toms, 2013, p. 1094)*.

Player research suggests that an engaging narrative is essential to the gaming experience in
non-linear sandbox and multiplayer games in a wide variety of genres such as action, fighting, role-
playing, shooter, simulator, and survival (Carvalho and Furtado, 2020, p. 67-68)—suggesting that
most video games have some form of narrative (Qin et al., 2009, p. 110). Even in games that do not
traditionally have a strong or complete narrative, like First Person Shooters (FPSs), the inclusion
of one made players more physiologically aroused, feel more involved in the game, and liked their
experience more than one without a story (Schneider et al., 2004, p. 370; Kuo et al., 2017, p. 107).

Computer-controlled characters—the Non-Player Characters (NPCs)—often drive game nar-
ratives and populate the game world, filling important mechanical and narrative roles (Jgrgensen,
2010, p. 315; Lee and Heeter, 2015, p. 47-48; Phan et al., 2016, p. 1231; Warpefelt and Verhagen,
2017, p. 40; Harth, 2017, p. 2; Emmerich et al., 2018, p. 142). As with narrative, players have
stated that NPCs help them connect to the game world (Carvalho and Furtado, 2020, p. 67) and
can help them identify with their own character (Rogers et al., 2018, p. 278). However, creating
NPCs who react “correctly” is challenging because games with a lot of player agency have a lot of
unpredictable situations (Reilly, 1996, p. 2; Loyall, 1997, p. 2; Gebhard et al., 2003, p. 48; Ochs
et al., 2009, p. 281; Harth, 2017, p. 4; Bidarra et al., 2010, p. 337; Carbone et al., 2020, p. 465).
The subjective nature of what players see as believable (Livingstone, 2006, p. 4; Lee and Heeter,
2015, p. 55; Warpefelt and Verhagen, 2017, p. 42) further exacerbates the problem. Inconsistent

1t differs from related concepts like flow and immersion, although people do use the terms interchangeably
(Brockmyer et al., 2009, p. 624; Turner, 2014, p. 33; Glas and Pelachaud, 2015, p. 944; Cairns, 2016, p. 81; Doherty
and Doherty, 2019, p. 99:4).
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NPC behaviours “...remind the player that it is just a game” (Sweetser and Johnson, 2004, p. 321)
or that the NPC is “broken” (Carvalho and Furtado, 2020, p. 70). Consistent—believable—NPCs
on the other hand help reinforce the game narrative’s believability (Yannakakis and Togelius, 2015,
p. 328) and often results in a higher emotional investment from the player (Yannakakis and Paiva,
2015, p. 465; Lankes et al., 2015, p. 116; Emmerich et al., 2018, p. 150). This can “...evoke social
effects similar to human co-players” (Emmerich et al., 2018, p. 143). In many cases, this is ideal
because it promotes continued interactions with the game.

2.1 Games and Player Engagement

Engaging players is a fundamental goal of games, having a key role in player satisfaction—“the de-
gree to which the player feels gratified with his or her experience while playing a video game” (Phan
et al., 2016, p. 1220). Players have a disposition towards being, and expect to be, engaged when
they play (Cairns, 2016, p. 84). This could be because playing games is a voluntary activity done
for pleasure (Poels et al., 2007, p. 86-87; Yannakakis and Paiva, 2015, p. 459) in which they are an
active participant (Mayrd and Ermi, 2010, p. 94). The inherent disposition players have towards
engagement shifts the game designer’s focus from why players engage with a particular game to
how they become engaged (Cairns, 2016, p. 85).

Schgnau-Fog and Bjgrner (2012, p. 406-407) propose six general causes of player engagement:
intellectual, physical, sensory, social, narrative, and emotional. Emotional engagement emerges
from the player’s personal feelings aroused by an in-game event, character, asset attributes, or
another player which causes them to want to continue playing. Many have argued that to deepen
engagement, a game must affect the player’s emotions, both positive and negative (Brown and
Cairns, 2004, p. 1299; Freeman, 2004; Jennett et al., 2008, p. 657; Hudlicka, 2008, p. 5; Yannakakis
and Paiva, 2015, p. 465; Bernhaupt, 2015, p. 3; Takatalo et al., 2015, p. 89; De Byl, 2015, p. 3;
Lankes et al., 2015, p. 116; Zhang et al., 2017, p. 5). This suggests that emotional engagement
could be the most potent type of engagement. Players themselves have said that a game must
elicit an emotional response from them for it to deeply engage them (Sweetser and Johnson, 2004,
p. 323) and are generally open to and actively seek emotional experiences when playing games
(Yannakakis and Paiva, 2015, p. 460). Researchers have found games well-suited for emotion-
related studies (Scherer, 2021, p. 290) further supporting their ability to elicit player emotions. As
well as the control that emotion has over one’s actions and decision-making (Turner, 2014, p. 38),
this need for emotional engagement could be due to the personal value attached to an emotional
experience which can be a powerful motivation to play (Ryan et al., 2006, p. 353; Takatalo et al.,
2015, p. 98-99).

Emotion-invoking game content can create more engaging experiences that players perceive as
more realistic, natural, and believable than their non-emotional counterparts (Banos et al., 2004,
p. 739). It also does not depend on interaction medium (Aymerich-Franch, 2010, p. 653) or tech-
nology, following the observation that interacting with, forming attachments to, and empathizing
with game elements elicit player emotions (Yannakakis and Paiva, 2015, p. 461). For example, a
puzzle game can emotionally engage a player with its level of challenge whereas a role-playing game
can emotionally engage a player with its narrative (Schonau-Fog and Bjorner, 2012, p. 407). This
indicates that it is possible to engage a player emotionally in any kind of game because it depends
less on what the game is and more on the inclusion of well-crafted game content.
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2.2 Engaging Player Emotions with Narratives and Characters

Narratives play a significant role in human cognition and affect (Schneider et al., 2004, p. 362)—one
does not have to look far to see the prevalence of stories in human culture. It follows that creating
a game narrative can be an effective way to elicit player emotions, leading to their emotional
engagement with the game (Qin et al., 2009, p. 128; Chilukuri and Indurkhya, 2011, p. 292;
Adams, 2009, p. 183; Yannakakis and Paiva, 2015, p. 462; Takatalo et al., 2015, p. 89). Narratives
for games are also not limited to “happy” stories, since players willingly extend their interactions
with uncomfortable game narratives if there is something they want to do (Schgnau-Fog, 2011,
p. 228-229). The interactive nature of games has the potential to engage players more deeply in a
narrative than other mediums because games can give players an active role in the unfolding story
(O’Brien and Toms, 2008, p. 946; Qin et al., 2009, p. 111; Takatalo et al., 2015, p. 89; Kuo et al.,
2017, p. 107-108, 110; Carvalho and Furtado, 2020, p. 70). This helps players establish who their
character is (Sweetser and Johnson, 2004, p. 323; Schneider et al., 2004, p. 371; Calvillo-Gamez
et al., 2015, p. 46) and make their role personal (Ng and Khong, 2014, p. 80; Takatalo et al., 2015,
p. 98).

An NPC can have a significant impact on a player’s emotional investment and engagement if the
player believes that they have an impact on the NPC (Hall et al., 2005, p. 736), sometimes to the
point where the player’s attachment to them influences their in-game actions (Harth, 2017, p. 16;
Bopp et al., 2019, p. 319). In general, players become attached to NPCs that they feel responsible
for and do not see as a burden, share personal experiences with, or view as a friend in that they
are loyal, caring, and accommodating (Bopp et al., 2019, p. 319). A player’s ability to empathize
with an NPC nurtures their attachment to them (Paiva et al., 2005, p. 244; Méayrda and Ermi,
2010, p. 101-102; Adams, 2009, p. 157; Phan et al., 2016, p. 1231; Broekens, 2021, p. 356-357) as
they build their relationship via interactions over time (Yannakakis and Paiva, 2015, p. 462; Harth,
2017, p. 13). A player might also become emotionally attached to NPCs that they must work with
to complete tasks (De Byl, 2015, p. 13). This appears to be consistent with strategies to build
prosocial behaviours (Roseman, 2001, p. 85-86). Industry recognizes the power of this connection
between player and NPC and have been designing their games to encourage this “character exper-
ience” (Prasertvithyakarn, 2018). Prerequisites of this experience include their functionality in the
game and their believability so that player can become comfortable with the NPCs.

2.3 What Makes a Believable Character?

“...allows the audience

A believable character, central in artistic mediums like literature and film,
to suspend their disbelief and...provides a convincing portrayal of the personality they expect or
come to expect [from the character]” (Loyall, 1997, p. 1). Disney animators have described how
they give this “illusion of life” to their characters to ensure that their actions are understood by
the audience. This includes building a conceptual model of their internal processes and state—even
when no such processes are taking place (Thomas and Johnston, 1995). Believability is not limited
to “smart” or “normal” characters because it depends on the situational context and the character’s
personality (Reilly, 1996, p. 10-12; Loyall, 1997, p. 3-4; Lisetti and Hudlicka, 2015, p. 95). What
“believable” means also depends on the application domain—the expectations in entertainment
differ from those in soft skills training (Ortony, 2002). In short: for an NPC to be believable, it
must behave reasonably within the context of its game world. Generally, NPCs are believable when

they (Loyall, 1997, p. 15-26; Lankoski and Bjork, 2007, p. 417; Warpefelt et al., 2013, p. 10):
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e Appear to be self-motivated,
e Are aware of what is happening around them, and

e React in ways appropriate for their surrounding context while adhering to their personality.

A character’s emotion is one element that makes them believable (Loyall, 1997, p. 19; Gard,
2000; Paiva et al., 2005, p. 237; Lankoski and Bjork, 2007, p. 417; Warpefelt et al., 2013, p. 4;
de Melo and Gratch, 2015, p. 116; Lisetti and Hudlicka, 2015, p. 95; Emmerich et al., 2018,
p. 145). Characters with emotion address the core features of believability because they convey a
character’s goals and desires (self-motivated) by showing their awareness of, responsiveness to, and
care (personality-driven) for their surroundings (Bates, 1994, p. 124; Reilly, 1996, p. 12; Broekens,
2021, p. 356). It follows that one way to improve an NPC’s believability is to have them react
emotionally to their surroundings.

Emotional behaviours are not necessary for all NPC types, but their importance does increase
as their context becomes more complicated and their narrative importance grows (Warpefelt and
Verhagen, 2017, p. 49; Emmerich et al., 2018, p. 143). For example, players expect to have a
stronger emotional and social bond with their constant NPC companion than they do an unnamed
merchant (Isbister, 2006, p. 229). If they are necessary for a game, the game’s interactivity makes
emotional NPCs difficult to realize because it is impossible to plan the NPCs’ behaviours for every
potential game scenario. Instead, one can generate emotions and/or emotion-driven behaviours as
the NPCs’ surroundings change.

2.4 Summary

A fundamental goal of game design is to create good player experiences, regardless of the game’s
scope or genre, where player engagement is one element. Playing games is a voluntary activity,
predisposing players to engagement. However, players do not automatically become engaged with
every game that they play—the question is not why, but how to engage players. Challenges,
physical movements, sensory aspects, social interactions with other players, and narratives all have
the potential to engage players. While personal preferences influence what a player finds engaging,
it is a common sentiment that the game must engage them emotionally to have a lasting impact.
A game narrative’s NPCs can have a significant impact on the player’s emotional investment and
engagement if they affect the player’s decisions and actions. This requires the NPCs to be believable,
convincing the player of their “realness”.

Believable characters convince the player of their personality and display the “illusion of life”.
An NPC’s emotions are a key factor in this, communicating that they are self-motivated, self-aware,
and care about what happens around and to them. Ultimately, deciding if, when, and how to use
emotional NPCs is left to the designer.

10
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e The goal of game design is to create good player experiences

e Engagement is an aspect of the player experience and players are predis-
posed to being engaged

o Evidence suggests that a game must emotionally engage a player to have a
long-lasting effect on them

e Game narratives and their characters can be an effective way to emotionally
engage a player

e The Non-Player Characters (NPCs) of a game’s narrative can significantly
impact a player’s emotional engagement if they are believable

e Believable characters with emotion can show the player that they are self-
motivated, self-aware, and care about what happens around and to them

e It is the game designer’s decision to determine if their game needs a nar-
rative, any characters, and if their NPCs require emotional behaviour

e _ﬂ.@@@.@_____

11



Chapter 3

Meet Emotion (Briefly)

I wish you'd just tell me rather than trying to engage my enthusiasm because T
haven’t got one.

Marvin the Paranoid Android, The Hitchhiker’s Guide to the Galaxy

Before giving emotion to Non-Player Characters (NPCs), it is prudent to understand what that
means. This is not as simple as it seems. Like immersion, no one truly knows what emotions
are (Ortony, 2022, p. 9). Are they explanations for why people behave in certain ways or are they
classification schemes that people impose on their perception of the world (Barrett, 2006, p. 46)7
There might not even be a “real” meaning to the term “emotion” (Dorner, 2003, p. 75). People
typically find it difficult to descriptively articulate them (Clore and Ortony, 2002, p. 53), likely
because it is not always clear what an emotion state is (Ortony, 2022, p. 9). It might not even
refer to a uniform entity (Hudlicka, 2014b, p. 22). People often use it to reference a broad range
of mental states (De Byl, 2015, p. 2; Sloman et al., 2005, p. 208), and have trouble distinguishing
between bodily sensations, cognitive states, and affective states (Feldman, 1995, p. 815; Oatley,
1992, p. 75). This is not an issue for daily use but it is for scientific study (Ortony, 2022, p. 9).
“Emotion” might be best described as a fuzzy set of definitions (Russell, 1980, p. 1165; Sloman
et al., 2005, p. 209, 211), which inevitably leads to borderline cases defying classification (Smith and
Lazarus, 1990, p. 611). This fundamental, unanswered question on the nature of emotion makes
specifying a computational model difficult. To begin, it is useful to know what emotion is, how
it differs from other types of affect, and what its potential functions are (Scherer, 2010b, p. 10).
This helps clarify what to model (Hudlicka, 2014a, p. 297), directing an affective theories analysis
to determine which ones best fit a CME’s requirements (Lisetti and Hudlicka, 2015, p. 99; Osuna
et al., 2020, p. 4).

3.1 The Form of Emotion!

While there is no agreed-on, precise definition of emotion, researchers agree on a fuzzy working defin-
ition and typical examples of emotions, which are sufficient for meaningful comparisons between
theories without favouring any single one (Reisenzein et al., 2013, p. 248-249). An emotion is a
short-term affective state representing the coordinated physiological and behavioural response of
the brain and body to events that an organism perceives as relevant (Jeon, 2017, p. 4; Frijda, 1986,
p. 249; Scherer, 2000, p. 138-139; Broekens, 2021, p. 349; Smith and Kirby, 2001, p. 121).

1© 2022 IEEE. Reprinted with permission from Smith and Carette (2022, p. 1793).

12
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Some researchers hypothesize that each emotion has a signature—a coordinated response pat-
tern it typically causes in an organism (Hudlicka, 2019, p. 133; Scherer, 2001, p. 108) including:
behavioural and expressional characteristics; somatic and neurophysiological factors that prepare
the body for action; cognitive and interpretive evaluations that give rise to the emotion; and exper-
iential and subjective qualities unique to the individual. Elements of the signature can be innate
or learned (Carlson and Hatfield, 1992, p. 6). Emotions are also characterized by their: high in-
tensity relative to other types of affect (e.g. personality, mood); tendency to come and go quickly;
association with a specific triggering event, object, or person; and clear cognitive contents (Jeon,
2017, p. 4; Scherer, 2000, p. 139-140; Broekens, 2021, p. 350). These attributes distinguish emotion
from other types of affect. However, there is general agreement that each affect type interacts with
emotion, influencing individual experiences:

o “Affect” is a general term for any body-linked state that influences the mind (Frijda and
Scherer, 2009). A general affective state is typically weaker than an emotion state (Jeon,
2017, p. 5). Since this is a nebulous concept, the scope is on the more specific “core affect”
(Vastfjall et al., 2002, p. 20, 27; Russell, 2009, p. 1264-1266; Scarantino, 2009, p. 948),
defined as “...a state of pleasure or displeasure with some degree of Arousal” (Barrett and
Bliss-Moreau, 2009, p. 170).

e Feelings are conscious mental representations and interpretations of an emotional response
that follow emotions evolutionarily and experientially (Jeon, 2017, p. 4; Scherer, 2009b, p. 184;
Scherer, 2000, p. 139), but are not critical for understanding emotional behaviours (Fellous,
2004, p. 40) as they are personal reflections on affective states (Frijda, 1986, p. 251-252).
Feelings are ill-defined from a modelling perspective (Hudlicka, 2019, p. 133), and rarely
appear computationally.

e Moods are enduring, less intense, and more diffuse states than emotions (Frijda, 2009, p. 258;
Jeon, 2017, p. 4; Hudlicka, 2019, p. 133; Scherer, 2000, p. 140; Broekens, 2021, p. 351) with
no focused object (Clore and Ortony, 2002, p. 54). Their presence is typically unclear to
the experiencing individual and often have a more prolonged influence on an individual’s
cognition and behaviours.

e Attitudes, Opinions, Sentiments, and Relations are enduring emotional dispositions
towards objects and people, formed over repeated exposures and appraisals of the same stim-
ulus (Broekens, 2021, p. 351). These help structure an individual’s relationships, which can
influence their knowledge of and plans concerning that stimulus (Oatley, 2000, p. 81).

e Personality is a set of stable affective traits (Revelle and Scherer, 2009, p. 304; Hudlicka,
2014a, p. 300; Jeon, 2017, p. 5; Scherer, 2000, p. 141, Broekens, 2021, p. 351) that influence
affective processes.

3.2 The Function of Emotion

Historically, people viewed emotionality and rationality as mutually exclusive concepts (Damasio,
2002, p. 12; de Sousa, 1987, p. 1). Psychologists have now come to view affect as an integral
element in a healthy cognitive system that developed evolutionarily, likely a result of co-evolution
with perceptual, cognitive, and motor abilities (Fellous, 2004, p. 40), whose purpose might be to
improve adaptive action beyond what information can achieve alone, uniting the informational,
attentional, and motivational effects of emotion. Emotion provides essential functions including
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homeostasis regulation, reproductive and survival behaviours, and adaptive behaviours in complex
and uncertain environments (Hudlicka, 2014a, p. 301). Affect and emotion are now assumed to
have many potential roles, including:

e Rapid resource mobilization and allocation (Izard, 1977, p. 108; Hudlicka, 2014a, p. 303)
e Goal management (Hudlicka, 2019, p. 133)

e Decision-making via goal-directed processes (Frijda, 1994, p. 118; Lewis and Todd, 2005,
p. 215; Reisenzein et al., 2013, p. 251), likely directed by the underlying appraisal dimen-
sions (Lerner and Keltner, 2000, p. 485)

e Influencing judgments and risk assessments (Izard, 1977, p. 109; Lerner and Keltner, 2000,
p. 485; Storbeck and Clore, 2007, p. 1226-1227; Hudlicka, 2019, p. 133)

e Attention (Izard, 1977, p. 108; Lewis and Todd, 2005, p. 215-216; Storbeck and Clore, 2007,
p. 1226; Hudlicka, 2019, p. 133)

e Memory (Storbeck and Clore, 2007, p. 1226; Hudlicka, 2019, p. 133)
e Learning and information acquisition (Hudlicka, 2019, p. 133)

e Multi-level interpersonal communication and regulation that is simple but highly impact-
ful (Fellous, 2004, p. 41)

Clearly affect and emotion are part of a functioning system. But what about emotions that
do not make sense? Emotions indicate dispositions and sensitivities to certain events and a pro-
cess of relevance signalling for deliberative actions. In this view, dysfunctional responses might
indicate a functional system that has overtaxed resources (Frijda, 1994, p. 121), is unusually sens-
itive, has ineffective coping strategies, and/or conflicting responses which results in undesirable
and non-functional side effects such as a reduced resource pool for the duration of the emotional
episode (Reisenzein et al., 2013, p. 251-252). Mood could also cause dysfunctional responses by
amplifying a low intensity emotion (Siemer and Reisenzein, 2007, p. 28), the intensity of the current
emotion which could impact unrelated memories and processes (Lerner and Keltner, 2000, p. 476—
477), or to maladaptive patterns in the emotion-cognition-action patterns (Izard and Ackerman,
2000, p. 254; Clore and Ortony, 2002, p. 49). Distinguishing between the concept of emotion and
its individual elements means that assuming the adaptive function of emotions does not imply that
all emotions serve that function.

3.3 Summary

Although there is no agreement on what emotions even are, a working definition and the collection
of agreed-on examples is sufficient for meaningful affective research. This should also be sufficient
for creating believable NPCs with emotions. Emotion differs from other types of affect in its
duration, intensity, and focus:

e Emotion is shorter than moods, attitudes, and personality but longer than affect

e Emotion is more intense than affect, moods, and attitudes, whereas personality is typically
not associated with intensity in this way
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¢ Emotion relates to a specific event, person, or object at a given point in time, whereas the
associations of attitudes develop over time, and affect and mood have no focus at all

e Feelings are reflections on these states, implying that mechanisms outside the affective system
trigger them

Emotions also affect different aspects of behaviour, including goal management, memory func-
tionality, and attention. Knowing this makes it clearer what a Computational Model of Emotion
(CME) might need in its design.
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e An emotion is a short-term affective state representing the physiological
and behavioural response of the brain and body to perceived opportunities
and threats

e Emotion is part of a healthy cognitive system, likely developed during evol-
ution to serve adaptive responses

e Emotions are a feature of an adaptive system, but some emotions can be
maladaptive
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Chapter 4

On Designing Emotion Engines

As you see, there’s no escape and resistance is futile!

Mingy Jongo, Banjo-Tooie

A crucial ingredient in the success of human-like or believable behaviours in Non-Player Char-
acters (NPCs) is their plausibility, meaning that they make sense to players (Broekens et al., 2016,
p. 216-217). This is directly influenced by the psychological validity of those behaviours. This
means that it must ground itself in Affective Science, the interdisciplinary study of affective phe-
nomena, related processes, and its influencing factors (Davidson et al., 2003, p. xiii). Many systems
for creating emotional game characters acknowledge this, building on existing psychological theor-
ies (Yannakakis and Paiva, 2015, p. 462).

Just as believability does not equal intelligence, plausibility does not necessarily mean “nor-
mal” or appropriate behaviours (Broekens et al., 2016, p. 217)—it also encompasses exaggerated
or intentionally broken ones. Affective Science supports this because it includes models of undesir-
able and abnormal behaviours. This provides opportunities to design unbalanced or mentally ill
characters as a game’s design requires. Basing a computational design in affective science also
helps identify relevant empirical data and model validation methods, enable communication with
other researchers, and increase the design’s reusability potential (Hudlicka, 2014a, p. 305). This
has resulted in a class of software systems, called Computational Models of Emotion (CMEs), that
are influenced by affective science (Section 4.1). An exploration of a typical CME design process
reveals unique development steps (Section 4.2) and any applied software engineering practices.

4.1 Computational Models of Emotion'

Affective Computing introduces emotion as a concern in programs so that they may recognize
and respond to human users more intelligently (Picard, 1997, p. 3, 50). There are three main
affective computing tasks (Scherer, 2010b, p. 4; Fathalla, 2020, p. 2) that enable this human-
centred approach:

e Emotion Recognition, to capture user information like speech and gesture to infer the user’s
current affective state,

LContent up to and including the definition of CME (© 2022 IEEE. Reprinted with permission from Smith and
Carette (2022, p. 1793).
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e Emotion Generation, to produce an affective state given the current program and environment
state, and

e Emotion Effects on Behaviour, to change a program’s behaviour (e.g. facial expressions,
gestures, or movements) given its affective state.

Infrequently, the list includes another task: Emotion Effects on Cognitive Processes or Cognitive
Consequences of Emotions (Lisetti and Hudlicka, 2015, p. 100).

A Computational Model of Emotion (CME) is a software system that is influenced by emotion
research, embodying at least one emotion theory as the basis for its stimuli evaluation, emotion
elicitation, and emotional behaviour generation mechanisms (Osuna et al., 2020, p. 2, 14). This
theoretical foundation helps define a CME’s mechanisms, components, phases, and architecture
which software engineering techniques and methods can implement (Osuna et al., 2021, p. 139).

Broadly, there are two types of CME with different foci in both requirements and validation:
research-oriented and domain-specific/applied (Wehrle and Scherer, 1995, p. 600-601; Hudlicka,
2019, p. 130-131; Osuna et al., 2020, p. 4-6).

e Research-oriented systems emulate structures, processes, and mechanisms with the goal of
understanding their design and structure in biological agents. CME designers extract re-
quirements directly from affective theories and/or models—informing what mechanisms it
must have, their order, and other aspects that are characteristic of that theory/model—to
test hypotheses about affective phenomena and their eliciting mechanisms and processes. A
research-oriented system is valid if it corresponds to the modelled phenomenon in both struc-
ture and function (i.e. validates a hypothesis about what structures produce a phenomenon).
In software engineering terms, research-oriented systems are white-box models because they
must have explainable behaviours and mechanisms for their outputs to enable validation.
Examples include ACRES (Frijda and Swagerman, 1987), EMA (Gratch and Marsella, 2004),
and ELSA (Meuleman, 2015).

e Domain-specific or applied models aim to produce specific aspects of affective phenomena and
do not care about the specific structures, processes, and mechanisms behind them. Designers
extract requirements from the qualities and behaviours that their CME should produce. This
often relates to the CME’s intended application domain (e.g. video games, conversational
agents for health). Domain-specific systems are valid if it meets the designer and end-user’s
performance criteria, which can vary between domains (e.g. criteria for believability, effective
user interactions). In software engineering terms, these systems are black-box models because
it does not matter how they produce outputs if they have the desired effects. Examples
include GAMYGDALA (Popescu et al., 2014), Em (Reilly, 1996), and APF (Klinkert and
Clark, 2021).

Building game development tools for believable NPCs “with emotion” requires domain-specific
CMEs because its ability to engage players determines its validity rather than how closely it re-
sembles true affective phenomena. In general, domain-specific CMEs have fewer design constraints
than research-oriented systems because they are not strict models of affective phenomena (Slo-
man et al., 2005, p. 233). This affords CME designers freedom to choose any combination of
theories and/or models they wish, and make the assumptions and design decisions necessary to
realize it as a computational model that existing research might not be able to support—an un-
avoidable task when working with informally defined theories (Marsella et al., 2010, p. 21, 23;
Hudlicka, 2019, p. 130). Domain-specific CMEs are also likely to be significantly less complex than
research-oriented ones because their “realism” is proportional to the complexity of their models
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(de Rosis et al., 2003, p. 83; Osuna et al., 2021, p. 139). “Realism” might even be detrimental to
a domain-specific CME (Reilly, 1996) (see Chapter 5.5.3 for a discussion). For example, a game
developer might exaggerate their NPCs’ behaviours—which is at odds with “realism”—to improve
their believability for player interactions and, consequently, player engagement. Taken together,
this implies that domain-specific CMEs are unlikely to be exactly alike, even if they target the
same domain.

4.2 A Software Engineering Approach to CME Development

CME development typically follows a general set of steps (Osuna et al., 2020, p. 2):

1. Choose one or more emotion theories/models as the design foundation and translating them
into formal languages

2. Implement the theories/models and other software artifacts necessary to meet design require-
ments while addressing missing information in the theories/models

3. If applicable, integrate the CME into a larger cognitive agent architecture
4. Test that the CME produces the expected behaviours

However, many CME designs appear to be ad hoc—they do not systematically apply design
methods or techniques, nor follow a well-defined development sequence (Marsella et al., 2010, p. 21;
Osuna et al., 2020, p. 14). In some cases, they do not systematically apply emotion theories/mod-
els (Scherer, 2021, p. 291). This makes it difficult to reuse CME components (Reisenzein et al.,
2013, p. 261), compare different CMEs, and extend or scale them (Osuna et al., 2020, p. 14-15).

As a software system, CMEs would benefit from a disciplined software engineering approach
(Ghezzi et al., 2003). It offers systematic development processes and proven design tools which
would help address issues around CME comparisons, and support desirable software qualities such
as: reusability; modularity, which influences understandability; flexibility and scalability, which
influence maintainability; and interoperability (Osuna et al., 2023, p. 60). This would also encourage
the creation of multi-disciplinary teams for CMEs with a broader design focus (Hudlicka, 2014b,
p. 21; Osuna et al., 2021, p. 141). The software design process—requirements analysis, design,
implementation, and verification and validation—can define CME development stages to show
potential areas for improvement and increase the likelihood of creating a well-designed system.

4.2.1 Requirements Analysis

A CME’s requirements restrict the number, type, and nature of its components (Rodriguez and
Ramos, 2015, p. 441, 449), essentially defining the design process boundaries. CME development
tends to use a two-stage requirement gathering process:

1. A high-level requirement specification—including stakeholder and user needs—sets the sys-
tem’s goals, identifying which affective theories and/or models could achieve them (Lisetti
and Hudlicka, 2015, p. 99; Osuna et al., 2020, p. 4; Scherer, 2021, p. 281); then

2. Identifying which of those theories/models fit the system’s goals best by systematically com-
paring them and analyzing existing CMEs (Hudlicka, 2014b, p. 20) to generate functional
and non-functional requirements.
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Many requirements-related pitfalls concern the scope of the Affective Science literature, which
has diverse perspectives and lacks common terms to discuss them (Marsella et al., 2010, p. 21; Osuna
et al., 2020, p. 15). Affective theories/models often have abstract, natural language descriptions that
leave them unsystematically and informally defined (Gratch and Marsella, 2015, p. 54; Jones et al.,
2011, p. 657). This makes it difficult to identify which theories/models suit a CME’s requirements
without making, typically subjective (Rodriguez and Ramos, 2015, p. 449-450), assumptions about
unspecified behaviours (Elliott, 1992, p. 15). These problems are so prevalent that a group of
psychologists and computer scientists called for the deconstruction of emotion theories into basic
assumptions to translate them into a common system, language, or architecture (Reisenzein et al.,
2013, p. 261). This also means that there is “...a lack of guidelines to determine which theory of
emotion should be used to ensure a successful development of a CME” (Osuna et al., 2020, p. 15).

Another common pitfall—which the informal nature of affective theory/model descriptions are
at least partially to blame—is the tendency to use high-level descriptions for the final version of
a CME’s requirements (Osuna et al., 2020, p. 15), leaving questions as to how the requirements
realize design goals and influence subsequent development stages. Developers should write the
requirements at a level that establishes a context for finding potential opportunities to use software
design patterns that promote desirable software qualities (Osuna et al., 2021, p. 143-144).

Choosing a Domain-Specific CME’s Foundations

A systematic method for deciding which theories to use helps minimize the pitfall consequences
by making design decisions traceable. For domain-specific CMEs, the choice of theories/models
follows from the desired system behaviours and qualities. Expanding on the described two-stage
requirement gathering process, I propose a four-stage methodology to serve as a guideline for
examining and choosing affective theories/models for domain-specific CMEs:

1. Using the CME’s high-level requirements/design goals and other domain knowledge (e.g.
game type, target player interactions, NPC embodiment), define the CME’s design scope

2. Using the CME’s design scope and high-level requirements/design goals, identify broad groups
of affective theories/models that could serve those needs

3. Using the CME’s high-level requirements/design goals, examine each theory/model within
those groups to see “how well” they satisfy those requirements by:

(a) Examining each theory/model with respect to the high-level requirement/design goal
and recording pertinent information

(b) Using the recorded information to assign each theory/model a score representing their
relative suitability for that requirement /goal

(c¢) Tallying those scores to evaluate a theory’s overall “suitability” for satisfying the high-
level requirements/design goals

4. Choose a theory/model or set of theories/models to use for the CME’s design using the “suit-
ability” scores, potentially influenced by factors such as domain knowledge, ease of formal-
ization (requires experimentation), existing CME designs, and/or personal preference (see a
proposed process in Chapter 7.2)

This methodology relies on document analysis, which developers commonly use for CME re-
quirements analysis (Osuna et al., 2020, p. 4). Each stage aligns with a component of document
analysis (Bowen, 2009, p. 32):
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e The analysis context is defined by the high-level requirements and derived design scope,
e Thematic analysis of affective theories/models identifies the broad theory groups

e Content analysis organizes theories/models within those groups into levels of requirement
“satisfaction” by identifying pertinent aspects of theories/models directly from the affective
science literature, and

e Drawing recommendations/conclusions from the gathered data is the process of choosing a
theory or set of theories for the CME

This methodology is specific to domain-specific CMEs—which focus on what they must do rather
than how they must do it—because their development begins by defining desirable qualities and
tasks it should have before choosing affective theories and/or models. It offers a structured approach
to establish and justify a CME’s foundations and encourages the documentation of assumptions
and choices necessary for replicability and reuse (see Chapters 6, 7, and 8 for example applications
of this methodology).

Based on one’s understanding of the requirements and Affective Science literature, this meth-
odology has many potential outcomes that might all be useful. One should also not expect to
create a strictly “correct” implementation of those theories and/or models. Even the OCC theory,
created with computational tractability in mind, lacks a standard implementation (Ortony et al.,
2022, p. 218, 229). It is also impossible to model, or even to choose, theories without running
into the subjectivity pitfall. Despite this, deeply ingraining the primary literature in this meth-
odology is beneficial for: helping CME developers identify assumptions and decisions in existing
CMEs that are not part of the affective theory/model, informing decisions to reuse, build on, or
emulate aspects of that CME; to gain familiarity with the domain to more easily identify aspects
of a theory/model that can “be flexible” while remaining faithful to its intention; and to establish
psychological validity, which directly influences the plausibility—and subsequent believability—of
the CME’s outputs.

4.2.2 Design

Software development often divides design efforts into the high-level architecture and the low-level
modules (Osuna et al., 2020, p. 8, 16). CME development appears to use these design stages, but it
is difficult to determine if there was a guiding methodology or if it was mostly ad hoc. CME designs
tend to have an architecture to show connections between modules—though the approach can differ
widely—and do not always document module interfaces or internal data structures (Osuna et al.,
2020, p. 11, 14). This contributes to the difficulty in comparing different systems.

The inability to compare CMEs that use similar underlying theories/models largely disappears
when they have components with identical modularization points (Marsella et al., 2010, p. 26,
31, 38). If done correctly, deciding which modules to include and how to connect them contain
most of a CME’s design differences. This kind of modularization encourages reusability and allows
independent, empirical assessments of design decisions using software metrics and quality attributes.
Recent work towards a CME-focused software architecture with software design patterns for each
component (Osuna et al., 2021), a reference architecture (Osuna et al., 2023), and a framework for
supporting affective and cognitive component communication (Osuna et al., 2022) is beginning to
address these issues.
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4.2.3 Implementation

There is generally little to no documented information about a CME’s implementation process,
making it difficult to replicate them (Osuna et al., 2020, p. 13, 16). CMEs sometimes report
their—often object-oriented—implementation language, but not the followed practices. It also is
uncommon to find open-source versions of CMEs, though some do exist (e.g. Becker-Asano (2017),
Schultz (2014), Gebhard et al. (2015), Warpefelt and Eladhari (2015), Broekens and van Hal (2016),
Dias (2015), Guimaraes et al. (2021), Kriegel (2013), and Kriegel and Dias (2013)). These issues
concern the broader scientific computing community, where there are acknowledged characteristics
for improving the reproducibility and replicability of code (Benureau and Rougier, 2018).

4.2.4 Verification and Validation

There are no known standards or benchmarks for verifying or validating CMEs (Osuna et al.,
2020, p. 16; Hudlicka, 2014b, p. 21), nor is there evidence of robustness testing (Osuna et al.,
2020, p. 13) or methods for comparing CMEs (Broekens, 2021, p. 373-374). Other researchers also
often have difficultly replicating a CME’s validation because its testers did not formally report the
process (Osuna et al., 2023, p. 63). Testers often have difficultly adapting verification techniques
to CMEs because it is usually a question of how realistic or convincing the resulting affective
behaviours are rather than their technical functionality (Osuna et al., 2020, p. 13-14, 16).

Test cases, usually called example scenarios or simulations, are a useful technique for validation.
They have been widely used to verify that CMEs meet their requirements as defined from the
underlying emotion theories. However, developers run tests in specific environments and under
specific conditions and there is no standard framework for designing or running the tests. Should a
framework exist, it would not be possible to use the same one for both research-oriented and domain-
specific CMEs due to differing validation criteria (Section 4.1). However, CMEs of the same domain
should be able to use the same test cases and would also be an avenue for comparison. A design
framework would also allow for parallel test case creation, making test suite development more
objective, verifiable, reusable, and—consequently—build confidence in the soundness of the test
suite. A design process would also make test suite development feasible. It is unclear how many test
cases are necessary for evaluating a CME for generating believable emotion, but one designer claims
that they analyzed approximately 600 scenarios for a model with twenty-six emotions (Elliott, 1998,
p. 21-22)—an average of 23 per emotion.

It is not enough to test a CME’s implementation (i.e. satisfies its technical specification) because
that cannot determine if it behaves as expected (i.e. satisfies its external requirements). This
requires acceptance tests derived from data and/or behaviours specified independently of specific
theories, models, and/or CMEs. They must be reproducible and specific enough for implementation,
and to build confidence that the test cases are reasonable for CME validation.

Building Acceptance Test Cases for Evaluating Emotion Believability

CMEs generating or portraying aspects of believable agent emotions must focus on what makes
emotion believable, not how it functions in biological beings. Storytellers—such as novelists, play-
wrights, and actors—are an excellent source for such tests because they know how to express
emotion believably in their characters (Reilly, 1996, p. 10; Oatley, 1992, p. 123). Building test
cases from stories with characters is possible when testers know (Smith and Carette, 2019, p. 123):

1. A character’s narrative design (goals, motivation, current state, etc.),

2. Aspects of the current world state relevant to that character, and
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3. That character’s emotional reaction to the world state.

The “expected output” of an acceptance test case is a character’s emotional reaction to a situ-
ation, phrased using known behavioural and expressive characteristics of emotion kinds/categories
or affective dimensions. The character’s narrative design and the current world state are inputs—
the factors causing the character’s emotional reaction. These are less clear and one must infer
them from narrative elements. This inference step makes a methodology important for replicability
due to the inherent subjectivity of character and story interpretation. Specifically, the methodo-
logy must guide the development of subjective interpretations from an objective investigation of a
character, like a detective at a crime scene (Kusch, 2016, p. 14, 20), to systematically identify and
organize salient aspects of a character to support deductions about them. I propose a five-stage
methodology for building acceptance test cases from stories:

1. Using the CME’s target domain, identify a source medium (e.g. literature, film, theatre) to
gather information from

2. Using the source medium and the CME’s expected emotion kinds, build profiles for each
emotion using knowledge of how storytellers encode them in their medium and—to build in
some psychological validity—information from Affective Science

3. From an instance of the source medium, choose a character to analyze and identify data
collection “trigger points” (e.g. changes in a character’s emotion):

(a) Using the “profiles”, identify the emotion and record elements of the “profile” that apply
to the character in that moment

(b) Record elements of the scene that might have contributed to the emotion’s elicitation
(i.e. “transient” knowledge)

4. At the end of data collection, organize the information and infer “persistent” knowledge
about the character, deducible from observations such as the character’s tendencies to act
(e.g. always greeting a certain entity when they appear) and patterns of elements across
scenes (e.g. the character is only calm when they have a particular item)

5. Translate natural language descriptions into formal statements (e.g. “close to death” could
become “health < 5 units”), recording how statements from the character analysis map to
mathematical representations

This methodology relies on character studies/analyses, a literary analysis tool for examining a
character’s external aspects (e.g. physical description, relationships/social status, actions, dialogue)
to deduce their internal ones (e.g. personality, motivations, emotions) (Hébert, 2022, p. 22, 154,
158, 188-189). Many aspects of literary works also apply to theatre. In the broadest sense, a
character is an actor in a performance (medium) who delivers their lines (dialogue) following stage
directions (storyteller-planned actions). Therefore, source mediums do not have to be strictly
literary ones. This process offers a structured method for structuring test case information and
helps build confidence in the test cases’ validity (see Chapters 11 and 12 for a demonstration of
this methodology).

Test Case Input Types

Recalling that believable characters must appear self-motivated, aware of what is happening around
them, and react appropriately in the context while adhering to their personality (Chapter 2.3), the
“data” that contributes to a character’s emotion state can be split into two groups:
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1. Local data that changes between scenarios (i.e. aware of what is happening around them,
react appropriately in the context), and

2. Global data that does not change or changes very slowly (i.e. self-motivated, adhering to
their personality)

where the latter improves the coherence of the character’s behaviours (Ortony, 2002, p. 189-190,
203). Consequently, test case inputs are either “transient” (i.e. local) knowledge about what is
happening to a character and “persistent” (i.e. global) knowledge about them.

“Transient” Knowledge Emotion is a short-term state related to events (Chapter 3.1). Know-
ing how a story event changes the “world state” is necessary to understand how the event affects
a character. As the “world” evolves independently, emotion evaluation happens concurrently with
each event that is significant to one or more characters.

Audiences build conceptual models of a character’s internal state from their visible actions
(Thomas and Johnston, 1995). Therefore, collecting the following “transient” knowledge relies on
a careful examination of story events and their impact on the characters:

e The character’s action(s) and dialogue,
e The character’s physical state (e.g. injuries), and

e If other characters and/or entities (e.g. the environment) are present/related to the charac-
ter’s action(s):

— The character’s relation to them,
— Their action(s) and dialogue (actual or the character’s assumption of them), and

— Their physical state.

“Persistent” Knowledge To understand what events a character deems relevant (Chapter 3.1),
they must possess some static—or very slowly changing—attributes such as personality and goals.
These help explain a character’s motivation and their world perception, which is “persistent” know-
ledge because it is tied to the character rather than the “world”. “Persistent” information is usually
implicit and must be inferred from multiple sets of “transient” knowledge. Therefore, this process
is easier when the character appears frequently in the narrative (i.e. main characters).

A character’s important actions are the ones that they deem useful, interpreted as actions the
character does while attempting to obtain or preserve a desirable (to themselves) “world state”.
How a character performs those actions is also important because it illustrates how they perceive the
world. From this, it is possible to deduce the following “persistent” knowledge about a character:

e Goal(s)/motivations, ranked by relative priority to the character,
e Personality traits, and

e Principles and preferences.
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4.2.5 Implications for CME Development

A common thread linking these CME development issues is a lack of documentation, which de-
velopers must create alongside the design process—not after (Parnas et al., 1994, p. 949):

e Requirements analysis must be more rigorous, capturing assumptions and design decisions,
and showing a clear path from the CME’s high-level design goals to specific functional and
non-functional requirements for easy reference during development (Parnas and Clements,
1986, p. 253, 255)

e CME architecture and module development should localize each system function to one mod-
ule or a related family of modules (Parnas et al., 1985, p. 260-261) to encourage desirable
software qualities like reusability, verifiability, and maintainability (Smith and Lai, 2005,
p. 108)

e Implementations—even systematic ones (Parnas et al., 1994, p. 948)—and associated docu-
mentation must be made available so that others can reproduce, test, and compare existing
systems

e Verification and validation must go beyond test cases to build confidence in the CME’s capab-
ilities (Ghezzi et al., 2003, p. 270), which documentation can aid by showing how developers
verified it and how the CME realizes its design goals, and revealing additional elements to
test such as performance (Parnas and Clements, 1986, p. 252)

4.3 Summary

The success of believable NPCs with “emotion” hinges on the plausibility of their behaviours.
Psychological validity influences their plausibility, requiring their grounding in Affective Science.
By definition, a CME—a software system that represents some aspect of affective processing based
on one or more affective theories/models—meets this need. Historically, CME development has
typically been informal and/or poorly documented. Drawing from the systematic and disciplined
field of software engineering can alleviate these issues. To forward this effort, I have proposed:

e A document analysis-based methodology for choosing a domain-specific CME’s underlying
affective theories/models based on their high-level requirements/design goals and domain
knowledge

e A character analysis/study-based methodology for deriving acceptance test cases from char-
acters in professionally-crafted stories

These methodologies target domain-specific CMEs because a tool for enhancing NPC believab-
ility via “emotional” behaviours requires a domain-specific CME rather than a research-oriented
one, which might work against “believability”. Its goals should focus on system behaviour as it
relates to NPC believability rather than specific affective phenomena. The need for psychological
validity still mandates that the design’s foundation use at least one affective theory and/or model.
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e The plausibility of Non-Player Character (NPC) behaviour is essential to
their success as “emotional” agents and can include exaggerated, undesir-
able, and/or abnormal behaviours

e Plausibility is directly influenced by psychological validity—the grounding
of the behaviours in Affective Science

e Affective Computing introduces emotion as a concern in programs to im-
prove their interactions with human users

e A Computational Model of Emotion (CME) is a software system that at
least one affective theory/model inspires and represents at least one part of
affective processing

e Research-oriented CMEs test hypotheses about affective phenomena and
their underlying mechanisms, whereas domain-specific CMEs aim to mimic
affective phenomena without worrying about the true nature of the mech-
anisms

e CME development appears to be ad hoc, and would benefit from a software
engineering approach and more rigorous documentation practices

e The proposed methodology for choosing theories during requirements ana-
lysis for domain-specific CMEs uses document analysis for systematically
analyzing emotion theories using the CME’s high-level requirements, de-
rived design scope, and other relevant domain knowledge

e The proposed methodology for building acceptance test cases for domain-
specific CMEs uses character analyses/studies for systematically collecting
data from stories and translating them into formal, implementable state-
ments

e Recent research on software design patterns, a reference architecture, and
a communication framework is promising for improving the rigour of CME
architecture and module design

e Existing guidelines in the scientific computing community for improving
the reproducibility and replicability of code are also applicable to CME
implementation, which developers tend to under-report

e Improving the documentation of CME development would make each devel-
opment stage more rigorous, make it possible to begin comparing CMEs,
and promote desirable software qualities such as reusability, verifiability,
and maintainability

- @ .@@. Se =
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Chapter 5

Affective Theories in Computational
Models!

Scanning...scanning...

Cyborg, Zack Snyder’s Justice League

Choosing emotion theories for CME creation is difficult because each theory typically focuses
on a subset of emotion process stages and has their own assumptions on how different components
integrate and how to differentiate emotions (Scherer, 2010b, pp. 10-11). Given the large number of
emotion theories available (we’ve seen at least 27), trying to understand them all is unrealistic. By
first focusing on families of theories, grouped by core assumptions or focus (Scherer, 2010b, pp. 11,
20), one can identify a subset of theories that might satisfy a CME’s requirements, including their
level of empirical validation and how they might be used together. We choose to focus on emotion
generation and some aspects of emotion effects on behaviour because the relevant literature is vast.

This survey explores 67 CMEs that are stand-alone applications (e.g. GAMYGDALA (61)) or
part of a broader system (e.g. in Kismet (53)). Its aim is to give an overview of some affective
theories that appear in CME designs and the reasons for that choice?. Seeing affective theories in
context has two advantages. First, CMEs translate theories into concrete computational repres-
entations, thus dispelling the fuzziness of the theories’ natural language presentations. The second
and greater advantage is that a CME targeted at a specific application domain will illustrate the
underlying theory’s strengths and how it could be mechanized. In practice, designers often combine
theories—sometimes implicitly—to achieve the desired CME functionality because single theories
do not address all aspects of emotion or the available empirical data (Hudlicka, 2014b, pp. 10).
The role assigned to a theory in a CME could be an indicator of its strengths.

Section 5.1 reviews the survey’s scope and methods, then Section 5.2 organizes CMEs into
categories by the creator’s original intent to help give context for their design decisions. Next,
Section 5.3 presents how CMEs use theories for emotion representation, elicitation, and expression.
In Section 5.4 we examine the theories that appear in CMEs at least five times (Table 5.1) to
synthesize commonalities and strengths. We also note theory combinations. Section 5.5 explores
other information that could be useful for designing CMEs. We use abbreviations—some of them
our own—throughout the survey to increase the legibility of the text.

1@ 2022 IEEE. Reprinted with permission from Smith and Carette (2022). Consequently, this chapter refers to
Ortony et al. (1988) rather than Ortony et al. (2022).
2See Broekens (2021, pp. 370-372) for some historical context too.
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Table 5.1: Overview of the Main Theories Used in Surveyed CMEs (C) 2022 IEEE

Theory Abbr. References
Izard et al. (1993); Izard (1993); Izard and
Tzard 2. Ackerman (2000)
Ekman Ek. Ekman (2007); Ekman et al. (2002)
Plutchik Plu. Plutchik (1980, 1984)
~nach s - - Q T
Valence & Arousal VA Brosch and Moors (2009), (Fowles, 2009), (Wundst,
1912)
Pleasure-Arousal- PAD Mehrabian (1996b)
Dominance Space
Frijda Frj. Frijda (1986); Frijda and Zeelenberg (2001)
Lazarus Laz. Lazarus (1991)
Scherer Sch. Scherer (2001)
Roseman Ros. Roseman et al. (1996); Roseman (2011, 2018)
Ortony, Clore, & Collins 0oCcC 8135511)3 et al. (1988); Ortony (2002); Ortony et al.
Smith & Kirby S & K Smith et al. (1996); Smith and Kirby (2001)
. Oatley and Johnson-Laird (1987); Johnson-Laird
Oatley & Johnson-Laird O & JL and Oatley (1992); Oatley (1992, 2000)
Sloman Slo. Sloman et al. (2005)
Damasio Dam. Damasio (1995)
LeDoux LD LeDoux (1998)

5.1 Survey Scope and Methods

We only include CMEs that generate emotion due to our focus. Our search protocol follows the
PRISMA-S guidelines (Rethlefsen et al., 2021)%. Fifteen systems are direct iterations of prior
designs?
emotion theories, have differing designer intents) to warrant exploration. Prior systems that are
not psychologically grounded (e.g. based on physical brain structures, empirical data) are also
omitted, though mentioned when important ideas are borrowed from them.

We found 166 CMEs accompanied by a published description. We removed one because its
bibliographic data was uncertain. Our selection protocol is partially based on citations, which take
time to accumulate, so recent papers (2020 and later) were examined by hand for scope fit. Two of
seven did. Of those from 2019 or earlier, 73 had strictly more than our threshold of 1.5 Citations
per Year (C/Y). We included all CMEs with C/Y > 2.5 in the survey, and an additional handful
chosen subjectively as they seemed to bring something interesting to the discussion. We made an
exception for ELSA (26) with 0.43 C/Y due to its unique implementation of Sch., and for Scherer’s
involvement in its creation (see Section 5.4.2). We survey 67 CMEs in total.

. Prior systems are not surveyed unless they are sufficiently different (i.e. use different

3See Appendix A.1 for the full protocol.
4See Appendix A.2 for CME “genealogy”.
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5.2 Classifying CMEs

We group CMEs by application domain according to the creator’s documented intent (Table 5.2)
because this would have guided their selection of emotion theories. These categories are not
exclusive—someone could use a CME successfully in a different domain.

o Multi-Purpose CMEs (Systems 1-18) are not limited to one domain. These systems: explicitly
list multiple, sufficiently different potential uses (Hudlicka, 2019; Elliott, 1992, p. 3-6; El-Nasr
et al., 2000; Salichs and Malfaz, 2012); name a general type of CME environment (Becker-
Asano, 2008, p. 10; Velasquez, 1998; Ushida et al., 1998; Prendinger et al., 2004; Petta, 2002;
Lisetti and Gmytrasiewicz, 2002; Kshirsagar and Magnenat-Thalmann, 2002; Duy Bui, 2004;
Shvo et al., 2019; Castellanos et al., 2018; Jain and Asawa, 2019, p. 60; Kazemifard et al.,
2011); and allow users to integrate their own implementations of emotion theories (Alfonso
et al., 2017; Dias et al., 2014).

e Natural Language Processing CMEs (Systems 19) read, decipher, comprehend, and analyze
human language, focusing on affective content (Yanaru et al., 1997).

Table 5.2: Documented Application Domains (C) 2022 IEEE

Domain Systems

1. Affective Reasoner (AffectR), 2. Cathexis, 3. Emotion Model

(EmMod), 4. FLAME, 5. SCREAM, 6. MAMID, 7. TABASCO,

8. WASABI, 9. Maggie, 10. AKR Scheme, 11. General Virtual Human
Multi-Purpose (GVH), 12. ParleE, 13. Interdependent Model of Personality,

Motivations, Emotion, and Mood (IM-PMEB), 14. GenIA3, 15. InFra,

16. FAtiMA Modular (FAtiMA-M), 17. Hybrid Model of

Emotion-Eliciting Conditions (HybridC), 18. GEmA

Natural Language

Processing 19. SOM

Cognitive Architecture 20. Soar, 21. LIDA, 22. CLARION

Scientific Research 23. ACRES, 24. EMA, 25. Will, 26. ELSA, 27. GAMA-E

Military and 28. Emile, 29. EMOTION, 30. HumDPM-E, 31. JBdiEmo, 32. DETT,
Emergency Training 33. EP-BDI, 34. MicroCrowd

Soft Skills Training 35. Puppet, 36. CBI, 37. FAtiMA, 38. TARDIS, 39. PUMAGOTCHI

40. Greta, 41. ALMA, 42. Eva, 43. PPAD-Algorithm (PPAD-Algo),
Virtual Social Agents 44. Peedy the Parrot, 45. ERDAMS, 46. TEATIME, 47. Mobile Medical
Tutor (MMT), 48. Presence

49. Partially Observable Markov Decision Process for Cognitive
Appraisal (POMDP-CA), 50. iPhonoid, 51. Ethical Emotion Generation
System (EEGS), 52. Plutchik’s Wheel of Emotions Inspired (PWE-I),
53. Kismet, 54. Roboceptionist (R-Cept), 55. GRACE, 56. TAME

57. Artificial Emotion Engine™ (AEE), 58. FeelMe, 59. Socioemotional
State (SocioEmo), 60. The Soul, 61. GAMYGDALA, 62. Mob
Art and Entertainment  Simulation (MobSim), 63. Artificial Psychosocial Network (APF),
64. MEXICA, 65. Narrative Planning with Emotions (NPE),
66. Em/Oz, 67. S3A

Social Robots
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e Cognitive Architectures (Systems 20-22) implement theories concerned with the components
of the mind and interactions between them (Laird, 2012; Franklin et al., 2014; Sun et al.,
2016).

e Scientific Research CMEs (Systems 23-27) explore aspects of affect or affective system design.
They are typically stricter about the system’s behaviours, as they aim to test an affective
theory (Frijda and Swagerman, 1987; Meuleman, 2015) or replicate observed affective phe-
nomena (Moffat, 1997; Gratch and Marsella, 2004; Bourgais et al., 2017).

o Military and Emergency Training CMEs (Systems 28-34) help train personnel for emotion-
ally-charged scenarios in consequence-free environments (Gratch, 2000; Mehdi et al., 2004;
Aydt et al., 2011; Korecko et al., 2016), or run simulations where emotion is a factor (van
Dyke Parunak et al., 2006; Zoumpoulaki et al., 2010; Lhommet et al., 2011).

e CME:s for Soft Skills Training (Systems 35-39) help train life skills that can be difficult to
hone with traditional techniques, such as emotional intelligence (André et al., 2000, pp. 153),
problem solving under pressure (Marsella et al., 2000), empathy (Dias and Paiva, 2005),
interview skills (Jones and Sabouret, 2013), healthy eating habits, and responsibility for
pets (Laureano-Cruces and Rodriguez-Garcia, 2012).

o Virtual Social Agents with CMEs (Systems 40—-48) have a virtual embodiment, interacting
with users in a conversational capacity. They focus on: believability (de Rosis et al., 2003;
Gebhard, 2005; Kasap et al., 2009; Zhang et al., 2016); improving interface usability (Ball
and Breese, 2000; Ochs et al., 2012; Yacoubi and Sabouret, 2018; Alepis and Virvou, 2011);
or both (André et al., 2000, pp. 158).

e CMEs for Social Robots (Systems 49-56) are different from virtual assistants because of a
robot’s physical embodiment (Breazeal, 2003, p. 120). These CMEs aim to humanize robots
and improve human-robot interactions by adding a social dimension to them (Kim and Kwon,
2010; Masuyama et al., 2018; Ojha and Williams, 2016; Qi et al., 2019, p. 209)—sometimes
over extended time frames (Breazeal, 2003, p. 122-124; Kirby et al., 2010)—and to provide
companionship (Dang and Duhaut, 2009; Moshkina et al., 2011).

e CMEs for Art and Entertainment (Systems 57—67) are often used for improving agent be-
lievability, changing the focus from strict adherence to psychological validity to interesting
and entertaining behaviours. However, agent behaviours must remain plausible to be effect-
ive (Broekens et al., 2016, p. 216-217). There are CMEs for: developer tools (Wilson, 2000;
Broekens and DeGroot, 2004; Ochs et al., 2009; Bidarra et al., 2010; Popescu et al., 2014;
Durupmar et al., 2016; Klinkert and Clark, 2021); narrative planning (y Pérez, 2007; Shirvani
and Ware, 2020); and agent architectures (Reilly, 1996, p. 31; Martinho et al., 2000).

5.3 Survey

We document the following tasks performed by CMEs:

e Emotion Representation (Table 5.3): CMEs might use a theory to specify what kinds of
emotion it supports. Although several CMEs tend to use the same theory to both represent
and elicit emotion, these are examined separately because differences might indicate other
aspects of the theory relevant to CME design.
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e Emotion Elicitation (Table 5.4): Since there are emotion theories that do not, or vaguely,
describe the process of emotion generation, this use is separated from emotion representation
to clarify the difference.

e Emotion Expression (Table 5.5): We examine affective theories selected for expression separ-
ately because they are distinct tasks. CMEs that do both generation and expression might
use separate theories for each task or the same combination of theories for both.

Eight CMEs (i.e. EmMod (3), WASABI (8), FAtiMA-M (16), HybridC (17), CLARION (22),
Greta (40), Presence (48), GRACE (55)) do not implement one or more theories, but instead use
them as design guides. These also reveal decision rationale, so we make note of this. When a CME
can be programmed with a user’s choice of theories (i.e. GenIA? (14), InFra (15), FAtiMA-M (16),
FeelMe (58)), we examine its default implementation.

5.3.1 Emotion Representation

Twenty-eight CMEs appear to use the same theory to represent and elicit emotion, with the decision
driven by elicitation requirements (marked with a { in Table 5.3). The others make representation
choices independently of elicitation or appear to start with a representation and build an elicitation
process from it (see Section 5.3.2).

Four CMEs reference Plu. for emotion representation because of its ability to “create” new
emotions as combinations of its emotion categories (i.e. InFra (15) (Castellanos et al., 2018, p. 35)°,
HybridC (17) alongside Iz. (Jain and Asawa, 2019, p. 63), SOM (19) (Yanaru et al., 1997, p. 217—
218), and PWE-I (52)). PWE-I also uses Plu.’s emotion structure which can be implemented as a
2D space, affording emotion dynamics and interactions while also using its emotion categories (Qi
et al., 2019, p. 210-211).

Kismet (53) uses a dimensional space that includes V-A to combine disparate information
sources and unify the emotion elicitation process, internal representations, and facial expression
generation (Breazeal, 2003, p. 133, 148, 151). However, it also found that a third dimension,
stance, was necessary to prevent accidental activation of emotions that are similar in the simpler
2D space (Breazeal, 2003, p. 139-140). PAD, a 3D space, appears in eleven CMEs for emotion
representation as a common space to define elicitation and expression mechanisms, as well as their
interactions. FeelMe (58) uses PAD because “[it] argues that any emotion can be expressed in terms
of values on these three dimensions, and provides extensive evidence for this claim...makes his three
dimensions suitable for a computational approach. Second, since the PAD scales are validated for
both emotional-states and traits, they provide a useful basis for a computational framework that
consistently integrates states and traits...provides an extensive list of emotional labels for points in
the PAD space” (Broekens and DeGroot, 2004, p. 212). The Soul (60) uses PAD because it is “[a]
simple yet powerful model for representing emotional reactions...”, “... is able to represent a broad
range of emotions. It can be compared to creating a whole spectrum of colours using only red,
green and blue”, and “...it uses only three axes, which furthermore are almost orthogonal to each
other, as we are used to, for example, in 3D space” (Bidarra et al., 2010, p. 338-339). WASABI
(8) uses PAD because it felt that “...three dimensions are necessary and sufficient to capture the
main elements of an emotion’s connotative meaning—at least in case of simpler emotions such as
primary or basic ones” (Becker-Asano, 2008, p. 58). A dimensional space also affords numerical
measurements and calculations so that emotions and other types of affect can influence each other
and another view of the emotion state (Becker-Asano, 2008, p. 89, 97).

® Inferred from InFra’s (15) design goals (Castellanos et al., 2018, p. 27).
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Eleven of the CMEs using PAD pair it with OCC for emotion representation. GAMYGDALA
(61) starts with OCC because it is “...a well-known and accepted theory of emotions, it is a compon-
ential model of emotion that fits the needs of a computational framework, components are generic
enough to allow for a wide set of emotions, it accounts for both internal emotions and social relation-
ships which in games are quite important, and most importantly many computational models have
been built on it”, combining it with PAD because it “...complements the OCC model...” (Popescu
et al., 2014, p. 33, 37). Eight CMEs reference ALMA (41) for the combination of OCC and PAD
(Shvo et al., 2019, p. 68; Alfonso et al., 2017, p. 5:17-5:18; Jones and Sabouret, 2013, p. 5; Kasap
et al., 2009, p. 24; Zhang et al., 2016, p. 216217, 224; Ochs et al., 2009, p. 289; Bidarra et al., 2010,
p. 340; Durupimar et al., 2016, p. 2146-2148). ALMA maps OCC emotion categories to points in
PAD space to afford interactions with other types of affect (Gebhard, 2005, p. 31), and MobSim
(62) found that using PAD as an intermediary representation between elicitation and expression
prevents “erratic behaviours” due to rapid changes in emotion intensity (Durupmar et al., 2016,
p. 2151-2152). APF (63) does not reference PAD to accompany its use of OCC, but does create a
dimensional space using Multidimensional Scaling (MDS) (Klinkert and Clark, 2021, p. 698-699).

Representing emotions with OCC does appear to be connected to how CMEs elicit emotions,
perhaps by limiting which categories a CME includes due to the needs of the domain (i.e. Maggie
(9) (Salichs and Malfaz, 2012, p. 62), GAMA-E (27) (Bourgais et al., 2017, p. 94), EMOTION
(29) (Mehdi et al., 2004, p. 2), TARDIS (38) (Jones and Sabouret, 2013, p. 2), MMT (47) (Alepis
and Virvou, 2011, p. 9844), GRACE (55) (Dang and Duhaut, 2009, p. 137-139), NPE (65) (Shir-
vani and Ware, 2020, p. 118)), but there might be other reasons too. For example, Puppet (35)
and Presence (48) use OCC because it is “...readily amenable to the intentional stance, and so
ideally suited to the task of creating concrete representations/models of...emotions with which to
enhance the illusion of believability in computer characters.” (André et al., 2000, p. 151). WASABI
(8) requires an emotion representation that depends on cognition (“secondary emotions”) because
it “..affords a more complex interconnection of the agent’s emotion dynamics and its cognitive
reasoning abilities” (Becker-Asano, 2008, p. 93). It uses OCC for this, choosing a subset of emotion
categories that rely on past events and future expectations (Becker-Asano, 2008, p. 87, 100). WAS-
ABI makes a clear distinction between cognitive and non-cognitive-dependent emotions, choosing
simpler emotion representations from other theories, even though they are defined in OCC: Fear
as proposed by LD due to its work on animal brain studies (Becker-Asano, 2008, p. 47, 87); and
Plu. to define Anger as a reactive response tendency (Becker-Asano, 2008, p. 85).

CMEs also use OCC to represent emotion because it: distinguishes emotions about the self
and about others (“empathetic emotions”) necessary for some conversational agents like Greta
(40) (de Rosis et al., 2003, p. 94, 111)%, Eva (42) (Kasap et al., 2009, p. 21, 23), and ERDAMS
(45) (Ochs et al., 2012, p. 412), social simulations like GAMA-E (27) (Bourgais et al., 2017, p. 94),
EP-BDI (33) (Zoumpoulaki et al., 2010, p. 425-426), and MicroCrowd (34) (Lhommet et al., 2011,
p. 91), and narrative planners like MEXICA (64) (y Pérez, 2007, p. 90) and NPE (65) (Shirvani
and Ware, 2020, p. 118); represents emotion as both categories and classes of triggering condi-
tions (i.e. PUMAGOTCHI (39) (Laureano-Cruces and Rodriguez-Garcia, 2012, p. 64), SocioEmo
(59) (Ochs et al., 2009, p. 282, 285)); and its hierarchical organization of emotion categories (APF
(63) (Klinkert and Clark, 2021, p. 703), Em/Oz (66) (Reilly, 1996, p. 73)).

Six CMEs that aim to express emotions via facial expressions (see Section 5.3.3) chose an emo-
tion representation to ensure a smooth connection between them. Ek. emotion categories appear
for this, as in TAME (56) “...in part because these basic emotions have universal, well-defined
facial expressions, are straightforwardly elicited, and would be expected, perhaps subconsciously,

SInferred from Greta’s example (de Rosis et al., 2003, p. 84).
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on a humanoid’s face, as appearance does affect expectations” (Moshkina et al., 2011, p. 211) and
AEE (57) Wilson (2000). It is possible to generate expressions from affective dimensions, but these
might be more difficult than distinct categories such as those provided by Ek. (Kirby et al., 2010,
p. 324). GVH (11) uses the OCC categories to define emotions, but reorganizes and expands them
into the six categories defined by Ek. which “...enables us to handle relatively less number of emo-
tional states still retaining completeness necessary for expressive conversation” (Kshirsagar and
Magnenat-Thalmann, 2002, p. 108-109). Puppet (35) chose a subset of OCC emotions to match
Ek. facial expressions due to evidence of the associated emotions’ universality and distinctive facial
expressions which children can recognize (André et al., 2000, p. 155), whereas Greta (40) also cites
Ek. and OCC for their representation but adds facial expressions to match the possible emotion
representation states (de Rosis et al., 2003, p. 91). Representations based on categories from Ek.,
Iz., Plu., and/or O & JL have also been cited for reasons such as: evidence of universality and facial
expressions (Velasquez, 1998, p. 71); “...they are easy to explain and understand” (Ushida et al.,
1998, p. 65); their association with evolutionary, cross-species, and social functions (Breazeal, 2003,
p. 129); and their connection to emotions that are hard-wired and do not require cognitive pro-
cessing (“primary emotions” in WASABI (8) (Becker-Asano, 2008, p. 84, 100), HybridC (17) (Jain
and Asawa, 2019, p. 63-64)).

Three CMEs appear to choose their emotion representation before their elicitation methods
because they align with the CMEs’ goals. Peedy (44) represents emotion with V-A because it
“...corresponds more directly to the universal responses...that people have to the events that affect
them” (Ball and Breese, 2000, p. 199-200). TEATIME (46) aims to strongly connect emotion to
speech acts, stating that “...emotions cannot be reduced to a label or a vector: these are only a
description of the state of the individual”, and therefore focuses on “...action tendency...defined
as the will to establish, modify, or maintain a particular relationship between the person and a
stimulus” as defined by Frj. (Yacoubi and Sabouret, 2018, p. 144, 145-150). This led it to draw
from both Frj. and Ros., which emphasize action tendencies in their theories, to represent emotion.
In the case of AKR (10), part of its goal is to define a taxonomy of emotion and other types of
affect (Lisetti and Gmytrasiewicz, 2002, p. 594, 596-597, 599-600, 606). This lead it to pull from a
range of emotion theories to represent emotion: Ek., presumably to connect to facial expressions;
Sch., Ros., and OCC for appraisal variables, although Ros. is presumably for representing Surprise;
and Frj. for action tendencies.

5.3.2 Emotion Elicitation

Three CMEs appear to choose theories for emotion elicitation based on their choice for represent-
ation (marked with a I in Table 5.4) and six others elicit emotion independently of a theory with
methods such as affine mapping and fuzzy inference mechanisms (SOM (19) (Yanaru et al., 1997,
p. 219, 244)), Bayesian Networks (Peedy (44) (Ball and Breese, 2000, p. 204)), hard-coded val-
ues (R-Cept (54) (Kirby et al., 2010, p. 324)), and/or signal processing-based approaches (TAME
(56) (Moshkina et al., 2011, p. 211), PWE-I (52) (Qi et al., 2019, p. 211-213), AEE (57) (Wilson,
2000)). The rest ground elicitation methods directly in emotion theories. Methods can be broadly
grouped into cognitive and non-cognitive elicitation and a CME need not be limited to one type.
None of the CMEs implement non-cognitive elicitation alone, instead realizing it as a mechanism
or process that complements cognitive elicitation. One CME, Kismet (53), uses Dam. alone to
create a “mixed” elicitation system (Breazeal, 2003, p. 133-134). Six CMEs use multiple, coexisting
theories for this purpose. TABASCO (7) references Sch. and S & K to create a multi-layer appraisal
system which has different appraisal mechanisms for different types of information (Petta, 2002,
p. 265-266, 268-269). It also applies this to a Frj.-based monitor which ensures that actions

41



Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

influence appraisals. The five remaining CMEs reference at least one of Slo., Dam., and LD to define
a “mixed” elicitation system. Presence (48) differentiates cognitive and non-cognitive emotion
processes using Slo. and Dam. so that it aligns with recent Affective Computing research (André
et al., 2000, p. 160-161). It implements non-cognitive emotions using heuristics and combines Frj.’s
process with OCC in a BDI model for cognitive emotion elicitation. FLAME (4) uses LD for
learning non-cognitive, conditioned behaviour and Ros. and OCC for cognitive appraisal (El-Nasr
et al., 2000, p. 227228, 237-238). Cathexis (2) also uses LD for non-cognitive behaviour, this time
combined with Dam. for cognitive, memory-driven emotion elicitation (Velasquez, 1998, p. 71-72).
It references Iz. to differentiate between cognitive and non-cognitive emotion elicitors.

WASABI (8) references both OCC and Dam. for the division of its cognitive layer into a reactive
and reasoning layer to differentiate between cognitive and non-cognitive elicitation (Becker-Asano,
2008, p. 50, 54, 84, 87, 90-92, 97-98, 102). WASABI drew assumptions about Dam.’s connection
between memories and cognitive elicitation such that it could be formalized. In a separate emotion
module, it uses Slo. to define a dynamics system that accepts valenced pulses as inputs and creates
an “alarm” signal that is translated into PAD as a primary emotion encoded by pleasure and
arousal values. WASABI uses OCC for cognitive emotion elicitation because it requires high-level
reasoning, but manually codes their intensity values (Becker-Asano, 2008, p. 95, 100).

The other 51 CMEs choose to focus exclusively on cognitive elicitation. Sch. appears in the
three cognitive architectures (Laird and Marinier III, 2012, p. 272-273, 277-278; Sun et al., 2016,
p. 9, 11), chosen—at least in part—for its focus on the cognitive contents of emotion (Franklin
et al., 2014, p. 26-27). ELSA (26) chose Sch. due to its dynamic systems view and focus on
emotion as emergent phenomena of time-dependent, componential changes rather than events with
specific labels (Meuleman, 2015, p. 99-102, 143). HumDPM-E (30) uses Sch. to generate emotion
patterns such that each possible emotion type is assigned a value (Aydt et al., 2011, p. 74, 76). This
allows HumDPM-E to define different agents based on their “susceptibility” to different emotions.
MAMID (6) uses Sch., in combination with S & K, for its domain independent appraisal variables,
multiple levels of resolution, multi-stage appraisals, and—potentially—because they account for
some effects of emotion on cognition (Hudlicka, 2019, p. 134, 136). MAMID also draws from V-A
for part of its emotion intensity specification and to serve as another perspective on the emotion
state. FeelMe (58) is also based on a combination of Sch. and S & K to enable a scalable design
with modular components (Broekens and DeGroot, 2004, p. 210-211, 213). It shows that this
structure can be combined with dimensions from other theories, such as PAD. Although it also
draws from Sch. for emotion elicitation, EEGS (51) creates a parallel appraisal process as in S &
K: “The rationale behind this is that human brain is multi-processing and several evaluations occur
simultaneously. This is why EEGS uses multi-threading approach to represent the true mechanism
of emotion generation that occurs in humans” (Ojha and Williams, 2016, p. 236). FAtiMA-M (16),
although it implements OCC as its default, generalized its design requirements so that it could
represent Sch., “...one of the most complex Appraisal Theories” (Dias et al., 2014, p. 45).

Four CMEs choose theories because they provide functionality central to their design, such as
CBI’s (36) use of Laz. for its integration of coping in appraisal (Marsella et al., 2000, p. 301
302, 306). ACRES (23) and Will (25) chose their underlying theory—Frj.—because their aim
is to implement that theory as a computational system (Frijda and Swagerman, 1987, p. 247,
Moffat, 1997, p. 138, 151-152). POMDP-CA (49) uses Ros., not for its functionality, but because
“[i]t has concrete definitions of criteria of cognitive appraisal and a structure that is amenable to
computational implementation” (Kim and Kwon, 2010, p. 268).

Twenty-six CMEs use OCC alone to define rules and/or conditions for emotion elicitation,
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both independently of an architecture (Prendinger et al., 2004, p. 230; Kshirsagar and Magnenat-
Thalmann, 2002, p. 109, 112; Shvo et al., 2019, p. 68; Kazemifard et al., 2011; Mehdi et al.,
2004, p. 4-5; Jones and Sabouret, 2013, p. 4; Laureano-Cruces and Rodriguez-Garcia, 2012, p. 63;
Gebhard, 2005, p. 33; Kasap et al., 2009, p. 23; Alepis and Virvou, 2011, p. 9841; Masuyama et al.,
2018, p. 217, 220; Popescu et al., 2014, p. 37-39; Klinkert and Clark, 2021, p. 698, 702; y Pérez, 2007,
p. 90; Shirvani and Ware, 2020, p. 117, 121) or integrated into a Belief-Desire-Intention (BDI) design
(Alfonso et al., 2017, p. 5:2, 5:4-5:5, 5:12, 5:17-5:18; Bourgais et al., 2017, p. 92; van Dyke Parunak
et al.; 2006, p. 993-994; Zoumpoulaki et al., 2010, p. 424; Lhommet et al., 2011, p. 90; André et al.,
2000, p. 153-154; de Rosis et al., 2003, p. 88, 94-95, 97; Ochs et al., 2012, p. 417). It is not always
clear why CMEs use OCC, but at least four reference its computational tractability (Duy Bui,
2004, p. 135-136; Jain and Asawa, 2019, p. 66; Lhommet et al., 2011, p. 89) and/or prevalence in
Affective Computing (Popescu et al., 2014, p. 37). Em/Oz (66) is explicit in its reasoning, stating
that it chose OCC because it was “...designed to be implemented computationally...reasonably
simple to understand...”, and because Em/Oz’s users “...will not have much formal psychology
training...” (Reilly, 1996, p. 28, 52-54, 59-60). The emphasis on computational tractability and
intuitiveness motivated other versions of OCC (e.g. Ortony (2002)) which appear in CMEs (Salichs
and Malfaz, 2012, p. 62; Korecko et al., 2016, p. 195, 197). MobSim (62) claims that OCC allows
one to “...formally define the rules that determine an agent’s evaluation of its surrounding events
and relationships with other agents, [providing] a suitable basis for crowd simulation applications”
and uses Bartneck (2002) to aid in its mechanization of OCC (Durupmnar et al., 2016, p. 2149-2150).
SocioEmo (59) uses the OCC version in Ortony (2002), partially because “[g]lame developers are
usually not specialists of AI [Artificial Intelligence] or cognitive psychology. This guided us toward
models which are relatively simple to use” (Ochs et al., 2009, p. 282, 285). GEmA (18) uses OCC
for “...events and actions assessment [because] it includes comprehensive local and global variables
to compute intensity of emotions and methods for [assessing] events and actions.” (Kazemifard
et al., 2011, p. 2642). AffectR (1) is less clear, but its focus on reasoning about an agent’s emotion
might be the motivation (Elliott, 1992, p. 27, 30). Both AffectR and Em/Oz have influenced later
CMEs, such as ParleE (12) (Duy Bui, 2004, p. 117-125), EMA (24) (Gratch and Marsella, 2004,
p. 282-283, 285), Emile (28) (Gratch, 2000, p. 326-329), and ERDAMS (45) (Ochs et al., 2012,
p. 421-422).

Fifteen CMEs also use OCC for emotion elicitation but combine it with other theories for their
unique strengths, such as:

e Emotion intensity functions based on a PAD vector space (PPAD-Algo (43) (Zhang et al.,
2016, p. 217, 223-224)), single dimensions like arousal (FAtiMA (37) (Dias and Paiva, 2005,
p. 131)), and explicit plan representations in Slo. and/or O & JL (ParleE (12) (Duy Bui,
2004, p. 117-125), Emile (28) (Gratch, 2000, p. 328))

e Ros. for defining eliciting conditions for Surprise (ParleE (12) (Duy Bui, 2004, p. 118-119,
135-136), HybridC (17) (Jain and Asawa, 2019, p. 66)) or Anger (ERDAMS (45 (Ochs et al.,
2012, p. 417)))

e Appraisal variables from Sch. (InFra (15) (Castellanos et al., 2018, p. 30, 32), HybridC
(17) (Jain and Asawa, 2019, p. 66), ERDAMS (45) (Ochs et al., 2012, p. 416), EEGS
(51) (Ojha et al., 2018, p. 214-216), GRACE (55) (Dang and Duhaut, 2009, p. 137-138))

e Elicitation process from Frj. because it “...complements the OCC model” (S3A (67) (Martinho
et al., 2000, p. 48))
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e Laz. process (FAtiMA-M (16) (Dias et al., 2014, p. 44, 46-48), EMA (24) (Gratch and
Marsella, 2004, p. 272)), coping (Emile (28) (Gratch, 2000, p. 331), FAtiIMA (37) (Dias and
Paiva, 2005, p. 130-134)), or emotion themes (Maggie (9) (Salichs and Malfaz, 2012, p. 60))
which are integrated into emotion elicitation

e Dam. to define a deliberative architecture layer that relies on cognition (EmMod (3) (Ushida
et al., 1998, p. 63))

e O & JL to frame cognition as a knowledge transformation process to drive cognitive appraisals
(Greta (40) (de Rosis et al., 2003, p. 94))

5.3.3 Emotion Expression

Twenty-nine emotion-generating CMEs also specify how the emotion state is expressed. Two CMEs
draw from emotion theories to define an interface between internal emotion states and external
behaviour systems (e.g. InFra (15) uses LD to define an emotion-to-expression interface (Castellanos
et al., 2018, p. 27)) and Presence (48) uses OCC emotion types and V-A values to annotate actions
such as speech and body gesture generation (André et al., 2000, p. 161-162)). One CME relates
their potential emotions to the functions they serve (Kismet (53) references Iz. and Plu. for
this (Breazeal, 2003, p. 129)), but eleven reference action tendencies—*“...readiness for different
actions having the same intent” and that “...account for behaviour flexibility” (Frijda, 1986, p. 70—
71).

CMEs use four emotion theories to define action tendencies (e.g. Laz. in FAtiMA (37) (Dias
and Paiva, 2005, p. 131, 134), Ros. in TEATIME (46) (Yacoubi and Sabouret, 2018, p. 149—
150)), the most commonly referenced ones being Frj. and OCC. AKR is unclear in its choice to
use Frj. for this (Lisetti and Gmytrasiewicz, 2002, p. 596-597), whereas TABASCO (7)—which
uses an underlying system that is “very close to the functionality” of Frj.—compares the action
tendencies to “flexible programs” that allow behaviour variations and can be influenced by feedback
processes (Petta, 2002, p. 267). ACRES (23) is an implementation of Frj. (Frijda and Swagerman,
1987, p. 247). With Will as ACRES’s successor (Moffat, 1997, p. 138, 146), Frj.’s use in these two
CMES is unsurprising.

Two CMEs use a “simplified” version of OCC (Prendinger et al., 2004, p. 234; Alfonso et al.,
2017, p. 5:5-5:6) that includes a hierarchy of response tendencies grouped by type (Ortony, 2002).
The hierarchy might be a simplification of unpublished work intended for the full theory, which Af-
fectR (1) and Em/Oz (66)—which S3A (67) builds on (Martinho et al., 2000, p. 52-53)—incorporate
(Elliott, 1992, p. 50-53; Reilly, 1996, p. 86, 100, 104). The hierarchy elements are not uniquely
associated with OCC emotion categories, so the hierarchy can be implemented to allow the categor-
ization of display mechanisms—encouraging modular development—and assign the same behaviour
to different tendencies, affording more control over emotional displays.

CMESs targeting specific domains typically specify what types of behaviours their CMEs produce.
At least nine systems intended for face-to-face interactions with people use facial expressions to
convey emotion. Ek. is often referenced for this. For example, GVH (11) is concerned with the
facial representation of virtual humans and uses Ek.’s facial expression specification because they
are “...recognized as universal by many facial expression and emotion researchers” (Kshirsagar and
Magnenat-Thalmann, 2002, p. 108-109). Puppet (35) chose Ek. due to evidence of the associated
emotions’ universality and distinctive facial expressions that children can recognize (André et al.,
2000, p. 155). ParleE (12) cites the universality of Ek. and Iz.’s given facial expressions, building
a generation system on FACS (Duy Bui, 2004, p. 142-143, 146), which documents facial muscles
with respect to expressions (Ekman et al., 2002). Although unclear, several other CMEs also seem
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to cite Ek. for its work on facial expressions (Becker-Asano, 2008, p. 84, 100; Ushida et al., 1998,
p. 66; Lisetti and Gmytrasiewicz, 2002, p. 596-5977; Masuyama et al., 2017, p. 740), potentially
in connection to FACS (de Rosis et al., 2003, p. 88-89, 91). Kismet (53) and The Soul (60) use
Ek. to define points in dimensional models so that facial expressions can be procedurally generated
(Breazeal, 2003, p. 140, 143; Bidarra et al., 2010, p. 338, 340-343). SCREAM (5) references Ek.’s
rules for when emotions are outwardly displayed given social and interaction contexts (“display
rules”) to regulate when their CME can show their emotions (Prendinger et al., 2004, p. 231-232).
Specific effects of emotions on behaviour can also refer to the effects that emotions have on
other processes within or directly connected to the CME. Cathexis (2), EmMod (3), and Emile
(28) reference Dam. to specify how emotion influences decision-making and planning (Veldsquez,
1998, p. 72; Ushida et al., 1998, p. 63; Gratch, 2000, p. 330). EMA (24) draws from Frj. and S &
K to define attentional focus necessary for coping (Gratch and Marsella, 2004, p. 286, 297).
CMEs tend to use Laz. when coping itself is central to the CME’s purpose (CBI (36) (Marsella
et al., 2000, p. 302, 306)) whose design has been adopted by others (FAtiMA (37) (Dias and Paiva,
2005, p. 131, 134)), and because it can be implemented with a planner when viewed as a “planful
process” (TABASCO (7) (Petta, 2002, p. 267)). EMA (24) and GRACE (55) are unclear in their
reasons for choosing Laz. for coping (Gratch and Marsella, 2004, p. 272, 278; Dang and Duhaut,
2009, p. 136, 138). CLARION (22) uses Laz. for coping so that emotions can influence decision-
making, goal management, and regulatory processes (Sun et al., 2016, p. 10, 12). GenlIA3 (14) is
more modest in its use of Laz.-based coping, allowing it to return to a previous emotion state and/or
modify the agent’s beliefs (Alfonso et al., 2017, p. 5:5-5:6). Emotions can also influence: learning,
such as in Soar’s (20) use of V-A to define reward signals for reinforcement learning because the
dimensions can be unified with appraisal theories (Laird and Marinier I1I, 2012, p. 279-280); and
emotion-driven plan selection such as the use of Slo. in FAtiMA (37) (Dias and Paiva, 2005, p. 134).

5.4 Observations from the Survey

Surveying CMEs and the affective theories they use brought out some commonalities. We discuss
some use trends for each theory and psychologist influences.

5.4.1 Use Trends

The CMEs use a variety of theories for different purposes (Table 5.6). It is not always clear why
CMEs use particular theories. However, there are clear trends in how CMEs use affective theories.
Even in CMEs without a documented choice rationale, these uses align with different aspects of
the theories. This is indicative of their strengths, which tend to be similar within each perspective.

We use the broad categories of Lisetti and Hudlicka (2015)—discrete, dimensional, appraisal,
and neurophysiologic—to organize emotion theories. Other ways are available, such as Scherer
(2021, p. 280).

Discrete Theories

These appear when emotion “types” must be clearly distinguished. This reflects a strength of
discrete theories, which build a small set of emotion categories that are theorized to have evolved
via natural selection (Hudlicka, 2014a, p. 305). The discrete perspective is associated with the most
empirical evidence of observed emotion effects to emotions (Hudlicka, 2014b, p. 10). However,

"This decision is inferred.
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Table 5.6: Number of Uses of Emotion Theories (C) 2022 IEEE

Emotion Emotion Emotion Total
Representation Elicitation Expression
OcCcC 42 46 6 94
Ek. 12 - 11 23
Sch. 8 15 = 23
PAD 13 1 1 15
Frj. 3 7 5 15
Laz. 1 6 7 14
Ros. ) 7 1 13
Dam. 1 5 3 9
V-A 3 2 3 8
Plu. 6 - 1 7
S & K 2 4 1 7
1z. 3 1 2 6
O & JL 2 3 5
Slo. 1 3 1 5
LD 1 3 1 5

discrete theories do not give many details on emotion generation processes, so they are often
combined with another theory or used in hand coded designs (e.g. R-Cept (54) (Kirby et al.,
2010, p. 324)). This is due to a core assumption that emotions are innate, hard-wired features
with dedicated neural circuitry which circumvents cognitive processing (Reisenzein et al., 2013,
p. 250). There are differences in the definition of “primary” emotions but these are not mutually
exclusive (Ortony, 2022, p. 2-3). However, they do change which emotions are considered “basic”.
Ek. and Iz. are part of the “biologically basic” view, which tend to focus on facial expressions
as indicators of primality, whereas Plu. is part of the “elemental” view that seeks emotions that
cannot be defined with other emotions (i.e. “mixtures” of other emotions). Still, identifying and
labelling emotion categories helps delimit them, making it easier to talk about them both formally
and informally (Broekens, 2021, p. 353; Scherer, 2021, p. 286).

Izard (Iz.) Although it does not tend to appear by itself, CMEs use Iz. to define facial expressions
along side Ek. (e.g. ParleE (12)) and “mixed” emotions and the functional role of emotions with
Plu. (e.g. HybridC (17) and Kismet (53)). This is likely because Iz. shares some of the same
assumptions with them (Izard, 1977, p. 64-65, 83, 85-92, 97). However, there could be untapped
potential in Iz., such as its differentiation between cognitive and non-cognitive emotion elicitors

(e.g. Cathexis (2)).

Ekman (Ek.) This theory is common in CMEs that express emotions via facial expressions
(Section 5.3.3), and often use Ek.’s emotion categories to ensure a one-to-one mapping from internal
state to facial configuration. This aligns with Ek.’s focus (Ekman, 2007, p. 1) and the resulting
FACS (Ekman et al., 2002), which breaks the face down into individual muscles and shows how
they can combine into expressions. This makes Ek. a strong candidate, potentially “...the de facto

46



Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

standard for analysis and description of facial expressions, and serves as the foundation of...the
synthesis of emotion expressions in virtual agents and robots.” (Hudlicka, 2014b, p. 4).

Ek. could be combined with: Iz. (e.g. ParleE (12)), which shares similar views (Ekman,
2007, p. 3) and also has a system for identifying facial expressions (Izard, 1995); and O & JL (e.g.
Cathexis (2)) as there is deliberate overlap in their “primary” emotion categories (Johnson-Laird
and Oatley, 1992, p. 209, 217).

Plutchik (Plu.) Plu. appears most often when CMEs want to represent “mixed” emotions as
combinations of emotion categories, which allows a CME to add “more” emotion types. This is
unsurprising, as Plu. “..has one of the better developed theories of emotion mixes” (LeDoux,
1998, p. 113) and experiments have shown that laypeople tend to agree on the components of
emotion “mixtures” (Plutchik, 1984, p. 204-205). Plu. identifies its “primary” emotions from
evidence of a finite set of adaptive behaviours that aim to maintain internal homeostasis by acting
on the environment (Plutchik, 1984, p. 203, 215). This effectively connects behaviours to action
tendencies (Frijda, 1986, p. 72) and motivations (Scherer, 2010b, p. 13), which can help specify an
emotion’s function (e.g. WASABI (8), Kismet (53)).

Using self-reports on the meanings of emotion words, Plu. arranges its emotion categories on a
circumplex (Plutchik, 1984, p. 204). This affords the use of arbitrarily chosen axes because they are
only reference points (Plutchik, 1997, p. 13), which can serve as affective dimensions. The result
is a 3D colour space analogy—with intensity as the third dimension—that is familiar to computer
scientists (Becker-Asano, 2008, p. 21). There is also evidence that the circumplex can act as a
common space for different types of affect (Plutchik, 1997, p. 30-31), which can help visualize
affective dynamics using Plu.’s colour analogy (e.g. PWE-I (52)).

Dimensional Theories

These appear when CMEs need a simple and effective emotion model, as another perspective of
emotion categories, and/or as a common space for modelling different affective phenomena and their
interactions. The dimensional perspective’s strength lies in its description of affect in a simple
way—usually two or three dimensions (Lisetti and Hudlicka, 2015, p. 97)—where any affective
phenomena, including emotions (Hudlicka, 2014b, p. 9), can be mapped. However, the dimensions
can lose information about an emotion state if it has a higher information resolution than their
dimensions can represent (Broekens, 2021, p. 353; Schaap and Bidarra, 2008, p. 172). This might
not be appropriate for all CMEs. Dimensional theories focus on what kind of mental states emotions
are, how to construct them, and how they fit into a general taxonomy of mental states (Reisenzein
et al., 2013, p. 250). Consequently, they say little about how to generate emotions and what their
effects are (Hudlicka, 2014b, p. 10), making them unsuitable for defining a complete computational
model (Reisenzein et al., 2013, p. 250).

Valence-Arousal (V-A) The valence and arousal dimensions are the two most widely agreed on
affective dimensions (Picard, 1997, p. 168) and are common in dimensional theories (Scherer, 2021,
p. 280). They form a simple model that captures most affective phenomena, including aspects of
emotion, in a numerical form that is computationally efficient and can be used in emotion intensity
functions (e.g. MAMID (6)), as inputs to other CME processes (e.g. Soar (20)), and to coordinate
emotion expression modalities (e.g. Presence (48)) and/or generation (e.g. Kismet (53)).

The ability to represent different kinds of affective information can make V-A useful for com-
bining disparate information sources and external behaviour systems with a single representation,
helping them work in concert so that the CME “...not only does the right thing, but also at the
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right time and in the right manner” (Breazeal, 2003, p. 151). However, two dimensions might not
be enough to distinguish between every emotion a CME might need (Breazeal, 2003, p. 139-140).
This implies that V-A is only ideal for CMEs with a set of emotions that are conceptually easy to
distinguish both as internal representations and external expressions.

Pleasure-Arousal-Dominance Space (PAD) PAD is similar to V-A. Its pleasure dimension
fills the same role as valence, and arousal is shared by both theories. The third dimension, dom-
inance, distinguishes emotions such as Anger and Fear that are otherwise indistinguishable (i.e.
have similar valence and arousal values) by quantifying how much control one believes they have
(i.e. one tends to feel that they have low control when experiencing Fear, and high control in
Anger) (Mehrabian, 1996b, p. 263-264). The empirical nature and ability to map emotions to
three continuous dimensions might make PAD easy to understand using parallels to RGB colour
space (Bidarra et al., 2010, p. 339) and “...suitable for a computational approach” (Broekens and
DeGroot, 2004, p. 212).

As with V-A, CMEs often choose PAD to specify a simple model for representing emotion
and its interactions with other types of affect (e.g. CMEs 41, 50, 58) that can also be used
in numerical-based functions such as emotion intensity (e.g. PPAD-Algo (43)), affective dynamics
(e.g. WASABI (8)), facial expression generation (e.g. The Soul (60)) and behaviour mediation (e.g.
MobSim (62)), or as an alternate view of emotion categories (e.g. WASABI (8), GAMYGDALA
(61)). PAD’s pervasiveness in CMEs suggests its usefulness for creating a unified space for multiple
types of affect and interfacing between theories. Caution is required as soundness depends on how
rigorously concepts are matched.

Appraisal Theories

CMESs often use these theories (Lisetti and Hudlicka, 2015, p. 97; Gratch and Marsella, 2015, p. 55).
This might be due to the theories’ ability to comprehensively represent the complexity of emotion
processes, receiving consistent empirical support for their hypothesized mechanisms (Scherer, 2021,
p. 281-282). However, they are based on cognition and CMEs seeking to use these theories must
be able to account for it (Broekens, 2021, p. 354).

Appraisal theories emphasize distinct components of emotion, including appraisal dimensions or
variables (Lisetti and Hudlicka, 2015, p. 97). Analyzing stimuli for meaning and consequences with
respect to an individual produce values for these variables (Reisenzein et al., 2013, p. 250; Smith and
Ellsworth, 1985, p. 819), regardless of process sophistication (Gratch and Marsella, 2004, p. 273) and
independent of biological processes (Arbib and Fellous, 2004, p. 559). Appraisals are continuous
and change with the situation, the individual’s behaviours, and their attempts to appraise the
situation differently (Siemer and Reisenzein, 2007, p. 28). This can account for the personal,
transactional, and temporal character of emotion with respect to a changing environment, applied
coping strategies, and continuous appraisals. This makes appraisal theories of particular interest
for decision-making, action selection, facial animations, and personality (Gratch and Marsella,
2004, p. 274). However, there is little empirical data associating individual appraisal variables to
expressive behaviours or behavioural choices (Hudlicka, 2014b, p. 10).

Frijda (Frj.) CMEs tend to use Frj. to explicitly connect emotions to action tendencies (e.g.
TEATIME (46)) and define an action-driven appraisal process (e.g. CMEs 7, 23, 25). This aligns
with Frj.’s proposal that emotions—outputs of a continuous information processing system—are
changes in action readiness (Frijda, 1986, p. 453, 466). “Action readiness” refers to motivational
states which are associated with goals rather than actions or behaviours (Frijda and Zeelenberg,
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2001, p. 143). Frj.’s description of action tendencies appears to transfer to designs that do not
implement its appraisal process (e.g. AKR (10), Presence (48)), since many of the identified action
tendencies are associated with an emotion label (Frijda, 1986, p. 87-90).

The conceptualization of emotion elicitation as an information processing system is a useful
analogy and can provide the necessary mechanization framework for structure-oriented theories
like Ros. (e.g. TEATIME (46)) and OCC (e.g. S3A (67)). It is also possible to abstract and
apply different elements independent of the broader theory, such as implicit appraisal checks (e.g.
TABASCO (7)), information filtering (e.g. S3A (67)), and mechanisms whose behaviour changes
with the system state (e.g. EMA (24), TAME (56)).

Lazarus (Laz.) CMEs tend to use Laz. to specify coping behaviour, a deliberative process
whereby the individual can suppress action tendencies and choose other strategies to influence the
current situation (Smith and Lazarus, 1990, p. 628). The appearance of Laz. in this context is
unsurprising, as coping plays a critical role in the theory (Lazarus, 1991, p. 39-40). Coping can be
incorporated directly into the appraisal process as an influencing factor (e.g. CMEs 14, 24, 36) and
to plan agent behaviours (e.g. CMEs 7, 22, 28, 55). FAtiMA (37) successfully paired Laz. with a
separately defined component for quick, reactionary behaviours. The coping models in EMA (24),
Emile (28), and CBI (36) have been particularly influential for other CMEs (Marsella et al., 2004,
p. 353; Traum et al., 2005).

Laz. also describes a reappraisal process to explain the continuous and responsive nature of the
emotion system (Lazarus, 1991, p. 134). This is directly tied to coping which can affect changes in
an individual’s interpretation of the environment. This concept has also appeared alone in CMEs
that reprocess information after deliberative processes like coping (e.g. FAtiMA-M (16), FAtiMA
(37)), which could result in different emotions compared to purely reactive systems.

Another feature of Laz. is its connection between relational themes and emotions (Lazarus, 1991,
p. 122) which treats appraisal as a comprehensive unit rather than a set of individual dimensions.
This emulates discrete categories, allowing CMEs to treat each emotion separately (e.g. Maggie

9))-

Scherer (Sch.) Sch. tends to appear where CMEs need multi-level and/or multi-stage appraisals
(e.g. CMEs 6, 7, 58), allowing them to use different appraisal mechanisms and/or sources of variable
complexity together. These features are inherent in Sch. (Scherer, 2001, p. 99, 103). Notably, the
list of CMEs that use Sch. include the cognitive architectures (e.g. CMEs 20-22). This is likely
because Sch. “...is the most elaborate appraisal theory, [and] doesn’t necessarily make it the most
suitable starting point for an affective computing researcher” (Gratch and Marsella, 2015, p. 58).
FAtiMA-M (16) explicitly mentioned this complexity in their requirements to ensure that it could
support Sch. if desired. ELSA (26) calls itself a neural network (NN), which makes it difficult to
understand (Meuleman, 2015, p. 143-144), but aligns with NN-based illustrations of connections
and activation patterns in Sch. (Scherer, 2001, p. 105).

CMEs can simplify Sch. by only using its appraisal variables (e.g. AKR (10))—sometimes
combining them with variables from other theories like OCC (e.g. CMEs 15, 17, 45, 51)—or
take inspiration from its process model to connect emotion generation to other subsystems (e.g.
GRACE (55)). HumDPM-E (30) cleverly leverages Sch.’s “modal” emotions (Scherer, 2001, p. 113),
allowing it to produce and store different emotions simultaneously. This suggests that some CMEs
can comfortably use pieces of Sch. independent of the complete theory.
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Roseman (Ros.) CMEs commonly use Ros. to define Surprise as an emotion because they use
other theories—usually Sch. and/or OCC—that do not explicitly define it (e.g. 10, 12, 17). These
unions appear to be sound. OCC agrees with Ros. that unezpectedness elicits Surprise (Ortony
et al., 1988, p. 32), and Sch.’s suddenness variable in the novelty check appears to do a comparable
evaluation (Scherer, 2001, p. 95). Anger is an emotion that Ros. shares with OCC, but it limits
its scope to events caused by other agents, which a CME might find more helpful (e.g. ERDAMS
(45)). Ros. can also help define action tendencies and map emotions to them (e.g. TEATIME (46),
combined with Frj.).

Choosing Ros. is partially driven by its computational tractability. POMDP-CA (49) cites
this, also noting that—of the two theories identified in Picard (1997) for cognitive appraisal—Ros.
systematically built a model between appraisal variables and emotions from empirical studies (Rose-
man et al., 1996, p. 267-268) which makes it more plausible (Kim and Kwon, 2010, p. 265). The
larger issue is that Ros. does not specify an emotion generation process. CMEs have compensated
for this by using Markov Models (e.g. POMP-CA (49) (Kim and Kwon, 2010, p. 267)), fuzzy
logic (e.g. FLAME (4) (El-Nasr et al., 2000, p. 227-228)), and combining Ros. with process-based
theories like Sch. (e.g. HybridC (17)) and Frj. (e.g. TEATIME (46)).

Ortony, Clore, and Collins (OCC) This is the most used (Bourgais et al., 2017, p. 91; Dang
and Duhaut, 2009, p. 136; Lim et al., 2012, p. 292) and widely accepted theory in affective com-
puting (Mehdi et al., 2004, p. 1) despite cautioning that “...we view each emotion specification, or
characterization, as a proposal rather than as an empirically established fact.” (Ortony et al., 1988,
p. 87-88) and not being as popular in psychology (Gratch and Marsella, 2004, p. 278).

The widespread use of OCC is partially due to its hierarchical emotion structure and event-
driven eliciting conditions (Ortony et al., 1988, p. 18-19) (e.g. CMEs 5, 17, 18, 33, 34, 39, 47, 61-64)
which feels familiar to computer scientists (Becker-Asano, 2008, p. 44; Gratch and Marsella, 2015,
p. 57) and is more amenable to computation than other theories (Picard, 1997, p. 195; Broekens,
2021, p. 362; Hudlicka, 2014b, p. 8; Ortony et al., 1988, p. 2, 181-182). There has been significant
strides towards refining (Bartneck, 2002), formalizing (Steunebrink et al., 2009; Steunebrink et al.,
2012), and re-framing OCC for applications like agent believability (Ortony, 2002). A further
benefit of OCC’s comparison to a computational approach is that it can be easier to understand
without a background in psychology (Ochs et al., 2009, p. 282; Reilly, 1996, p. 28). This might
make it more “clear and convincing” (Masuyama et al., 2017, p. 741) than other appraisal theories.

OCC’s structure also shows which variables contribute to an emotion’s intensity, proposing that
it is evaluated with a weighted function (Ortony et al., 1988, p. 69, 82). Unfortunately, it does
not propose what those weights should be, nor the function’s nature. CMEs have compensated
by designing a separate tool for empirically deriving intensity parameters (e.g. ALMA (41) (Kipp
et al., 2011, p. 209), The Soul (60)), translating OCC emotion categories to a dimensional space
(e.g. PPAD-Algo (43)), defining their own functions or values from OCC variables with no clear
empirical basis (e.g. CMEs 4, 8, 9, 18, 32, 42, 45, 47, 50, 51, 61, 64, 66, 67), or not concerning
themselves with intensity at all (e.g. CMEs 1, 27, 39).

Strictly speaking, the weighted function used by these CMEs is not an intensity function. OCC
proposes that a weighted combination of the variables leading to an emotion category along the
hierarchy is an emotion potential—a higher potential means a higher chance of experiencing that
kind of emotion (Ortony et al., 1988, p. 81-82). The difference between an emotion threshold and
this value is its intensity, which MMT (47) incorporates (Alepis and Virvou, 2011, p. 9844). CMEs
have also used this difference modulate to simulate other types of affect (Becker-Asano, 2008, p. 92—
93; Ushida et al., 1998, p. 65-66; Duy Bui, 2004, p. 119; Kazemifard et al., 2011, p. 2645; Dias
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et al., 2014, p. 48; Dias and Paiva, 2005, p. 131; de Rosis et al., 2003, p. 103, 109-110; Martinho
et al., 2000, p. 51).

Ironically, OCC’s authors believe that computers cannot have emotion but it is still useful to
reason about them: “...we do not consider it possible for computers to experience anything until
and unless they are conscious. Our suspicion is that machines are simply not the kinds of things
that can be conscious...There are many Al endeavours in which the ability to understand and
reason about emotions or aspects of emotions could be important” (Ortony et al., 1988, p. 182).
AffectR (1) adheres to this when reasoning about another agent’s actions (Elliott, 1992, p. 27).
One could also view narrative planners (e.g. MEXICA (64), NPE (65)) as an exercise in reasoning
about character emotions. However, OCC can be applied to emotion generation as well (Picard,
1997, p. 195), also shown by AffectR, because the process of reasoning about emotions could be
understood as reasoning about the emotional significance of an event to the agent (Prendinger
et al., 2004, p. 230). The focus on reasoning makes OCC amenable to an intentional stance, which
enhances agent believability (André et al., 2000, p. 151-152), because users can “see” the agent’s
thought processes.

The “fortunes of others” emotions (e.g. Happy-For) might be unique to OCC which rely on
evaluations of how someone else feels. These are critical for empathetic agents (e.g. Greta (40),
ERDAMS (45)) and agents that model relationships (e.g. CMEs 27, 33, 34, 42, 59, 61, 63-65).
However, OCC omits Surprise—which is important for some CMEs—Dbecause they believe that it
is not inherently positive or negative (Ortony et al., 1988, p. 32). Instead, they categorize it as a
cognitive state tied to a global unexpectedness variable. CMEs that need Surprise draw from Ros.
(e.g. ParleE (12), HybridC (17)) because it shares this hypothesis and explicitly defines Surprise
as an emotion (Roseman et al., 1996, p. 269).

A shortcoming of OCC is a lack of emotion elicitation processes. This is a deliberate omission
because OCC views it as a general cognitive psychology problem, but stresses the role of cognition
in such processes (Ortony et al., 1988, p. 2). CMEs have realized OCC in plan-based systems (e.g.
CMEs 12, 24, 28, 37, 64, 65), which are a step towards explainable behaviours. They provide
context for elicited emotions (Gratch, 2000, p. 328), aligning with the OCC’s focus on reasoning
about emotions (Ortony et al., 1988, p. 182). Another approach, supported by Ortony et al.
(2005), is to integrate OCC in a biologically-inspired approach (e.g. Maggie (9), IM-PMEB (13)) or
architecture (e.g. EmMod (3), WASABI (8)) due to OCC’s reliance on cognition. CME commonly
use a BDI-inspired system or architecture to account for cognitive activities (e.g. CMEs 14, 27,
31-35, 45), but this can make the CME difficult to modify if it is integrated too deeply into the host
architecture (de Rosis et al., 2003, p. 111-112). Other approaches include combining OCC with
process-oriented theories like Frj. (e.g. S3A (67)) or Sch. (e.g. HybridC (17), GRACE (55)), other
resources such as Picard (1997) (e.g. AKR (10)), and fuzzy logic (e.g. CMEs 4, 15, 38, 39). Many
CMEs set their emotion model between input and output modules to mediate their interactions
(e.g. CMEs 11, 29, 37, 41, 42, 50, 59, 63). If the goal is not to create “correct” behaviours, this
strategy is sufficient if it meets the CME’s other design goals (Reilly, 1996, p. 44-45).

Smith & Kirby (S & K) This theory only seems to appear when CMEs want to integrate
multiple, parallel input sources into one unit for appraisal, which is its distinguishing feature (Smith
and Kirby, 2001, p. 129-130).

S & K always appears with Sch. to combine appraisal information from sources on multiple levels
of resolution (e.g. CMEs 6, 7, 51, 58). This might be because Sch. is better validated (Smith and
Kirby, 2001, p. 129) and computationally tractable. Scherer also draws parallels between sequential
check registers and S & K'’s integrated appraisal (Scherer, 2001, p. 105, 120). Another possibility
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for this pairing is a misconception that Sch. is strictly a sequential appraisal process (Ojha and
Williams, 2016, p. 236) when it is not (Scherer, 2001, p. 100, 103).

An exception is EMA (24), which combines S & K with Frj. to define an attention mech-
anism (Gratch and Marsella, 2004, p. 286). This is likely because Frijda and Zeelenberg (2001,
pp. 149) compares its “blackboard control structure” to S & K’s appraisal register. This suggests
that CMEs can combine S & K with other theories that have some comparable work to the appraisal
register concept.

Oatley & Johnson-Laird® (O & JL) CMEs use O & JL to define what emotions they support
and connect emotion intensity to changes in computational plans. O & JL typically have a sup-
porting role for defining emotions in CMEs with Ek. as the main theory present for defining CME
emotions (e.g. CMEs 2, 3, 17). This connection is sound, as O & JL considered Ek. as evidence
when identifying their set of basic emotions (Oatley, 1992, p. 57-61).

O & JL propose that there is no emotion process, arguing that emotions are states entered
at plan junctures, that might include conflicts between different goals, agents, and resource de-
mands (Oatley, 1992, p. 22, 24-25, 31-36). CMEs have taken this information to define emotion
intensity in relation to an agent’s goals and plans (e.g. ParleE (12), Emile (28)). This also frames
cognition as a knowledge transformation process, which is amenable to computation (e.g. Greta
(40)).

Perhaps the most useful element of O & JL is its focus on the social and communicative
role of emotions (Oatley and Johnson-Laird, 1987, p. 41-42). This has implications for multi-
agent applications with affective content because each agent is an independent module in a larger
system (Oatley, 1992, p. 178, 181-182). Conversational agents might also benefit from this view,
which casts conversations as a form of mutual planning. As the field of social affective agents
progresses, O & JL could come to play a larger role in the field.

Neurophysiologic Theories

Biological neural circuitry and brain structures inspire the neurophysiologic theories of affect, which
offer a grounded view of how emotion systems might be organized and connected to the body (Lisetti
and Hudlicka, 2015, p. 98-99). They tend to appear when a CME wants to distinguish between
reactive, non-cognitive and deliberative, cognitive emotion processes. All three theories claim
mechanisms for fast, “stupid” reactions and slower, deliberative plans that people collectively call
“emotions” (Sloman et al., 2005, p. 230; Damasio, 1995, p. 133; LeDoux, 1998, p. 161-165).

Sloman® (Slo.) Slo. conceptualizes emotion as a product of a central information-processing
system, distinguishing between types of emotion based on their architectural requirements (Sloman
et al., 2005, p. 204, 211). CMEs use this distinction to specify elicitation mechanisms with varying
performance requirements (e.g. WASABI (8), Presence (48)). The distinction also makes it possible
to specify individual aspects of a CME such as goal importance for emotion intensity functions (e.g.
Emile (28)) and emotion-driven plan selection (e.g. FAtiMA (37)).

WASABI (8) explicitly models aspects of Slo. for emotion elicitation using signal impulses
that “disturb” its homeostatic state (Becker-Asano, 2008, p. 90). Slo. views these “disturbances”

8 Although it does not name appraisal dimensions, O & JL talk about evaluating events relevant to plans and
goals such that changes in achievement probability induce emotions (Oatley, 1992, p. 50). Therefore, it is grouped
with the appraisal theories.

9Since Sloman views the brain as an information processing system (Sloman et al., 2005, p. 206-207), it is grouped
with the neurophysiologic theories.
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as a kind of emotion (Sloman et al., 2005, p. 230) which could be useful for CMEs that do not
have deliberative processes. When deliberative processes are needed, Slo. might be particularly
amenable to BDI-based CMEs because it explicitly references “beliefs”, “desires”, and “intentions”
as architectural features (Sloman et al., 2005, p. 208).

Damasio (Dam.) Dam. proposes two emotion types: innate, evolution-based primary emotions
and learned, cognition-driven secondary emotions that trigger the primary system (Damasio, 1995,
p. 131-139). CMEs use this to motivate multiple, coexisting emotion elicitation processes (e.g. 2,
8, 48).

Two of Dam.’s features have proven useful for CMEs. One is emotion’s influence on decision-
making (Damasio, 1995, p. 126, 128) which can drive the design of CME behaviour (e.g. Cathexis
(2), Emile (28)) and/or the design of connections between emotion elicitation and cognitive pro-
cesses (e.g. EmMod (3)). Directly related to decision-making, the second feature is the Somatic
Marker Hypothesis (SMH) which describes how secondary emotions are learned and connected to
the primary emotion system (Damasio, 1995, p. 137, 145, 174). CMEs have used the SMH as-
described to elicit emotions from memories via learned associations between stimuli and emotions
(e.g. Cathexis (2)) and as a clever way to mark different types of inputs with common information
to coordinate further functions (e.g. Kismet (53)).

Damasio posits that CMEs cannot use this theory because of the biological connection between
the mind and body (Damasio, 1995, p. 249-250), suggesting that Dam. cannot be implemented in
agents without a physical body. However, there is a version of SMH that bypasses the body (Dam-
asio, 1995, p. 155-158) which WASABI (8) uses successfully in a virtual agent (Becker-Asano, 2008,
p. 50, 56).

LeDoux (LD) LD views emotions as biological functions with different neural systems that evol-
ution maintained across species (LeDoux, 1998, p. 106-107, 171). It proposes that each emotion
has a mechanism programmed to detect and react to innate stimuli relevant to the system’s func-
tion (LeDoux, 1998, p. 134, 143, 161-163, 165, 175-176). This suggests that some emotions like
Fear do not necessarily require higher reasoning to elicit (e.g. WASABI (8)) and they could be a
direct map to behaviours (e.g. InFra (15)). This proposal also sets the stage for LD’s work on emo-
tional conditioning mechanisms—specifically Fear (LeDoux, 1998, p. 127-128)—suggests methods
for emotional learning in CMEs (e.g. FLAME (4)).

Damasio and LeDoux applaud each other’s—mutually relevant—work (Damasio, 1995, p. 133;
LeDoux, 1998, p. 250, 298). One focuses on the “low road” (i.e. non-cognitive) and the other on
the “high road” (i.e. cognitive) which could explain their co-use or connection in some CMEs (e.g.
Cathexis (2), WASABI (8)).

5.4.2 Psychologists Directly Involved in CME Design

Translating a psychological theory into a CME is difficult because it involves formalizing informal
concepts and documenting hidden assumptions (Marsella et al., 2010, p. 22-23). CMEs designed
with the participation of the theory’s creator stand out as being “truest” to the theory.

Frijda supervised the development of both ACRES (23) and the Will architecture (25). ACRES
is designed as a partial test of its functionality, treating the theory as a design specification (Frijda
and Swagerman, 1987, p. 237, 247). Will—the spiritual successor of ACRES—proposes a reas-
onable extension of Frj.: emotion, moods, sentiments, and personality are related by focus and
duration (Moffat, 1997, p. 135-136, 138). This is convenient for CMEs as it shows that these
affective types can share the same underlying structure. Scherer directly influenced the design of

53



Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

ELSA (26) which is particularly relevant as its purpose is to show that Sch.—which takes an inform-
ation systems view on emotion processes (Scherer, 2001, p. 103)—can be implemented and used
as a research tool (Meuleman, 2015, p. 142-143). Ortony provided direct supervision for AffectR
(1) (Elliott, 1992, p. iv) which presumably makes it the most faithful account of OCC emotion
generation processes and action tendency hierarchy.

In other cases, theory creators acted as consultants to CME designers (Becker-Asano, 2008,
p. vii; Petta, 2002, p. 281; Gratch and Marsella, 2004, p. 303; Gratch, 2000, p. 332; Marsella
and Gratch, 2009, p. 89) and/or drew from other CMEs that were developed under that creator’s
guidance (Gratch, 2000, p. 325). Caution must be used in evaluating their faithfulness to the
theories, as it is usually not documented what parts relied on consultation and which did not.

5.5 Discussion

In our examination of these CMEs, we also found design decisions and trade-offs relevant to im-
plementing theories, how CMEs could combine theories from different perspectives, CME realism
versus efficiency, and other sources of design influence.

5.5.1 Implementing Theories

Implementing an affective theory is challenging. Some theories—Frj., Sch., OCC, O & JL, and
Slo.—were explicitly designed to be computationally tractable (Frijda and Swagerman, 1987, p. 247;
Scherer, 2021, p. 279; Ortony et al., 1988, p. 181; Oatley and Johnson-Laird, 1987, p. 30; Sloman,
1987, p. 231) while others—like Dam. and LD—argue that their theories cannot be computationally
realized (Damasio, 1995, p. 249-250; LeDoux, 1998, p. 41, 176). Regardless, they have been
implemented. Nonetheless, how accurately a CME adheres to a theory and/or observed emotion
phenomenon tends to be directly proportional to how complex the CME is.

Neurophysiologic theories might be more plausible than appraisal theories (Veldsquez, 1998,
p. 72-73) and better align with current findings (André et al., 2000, p. 160). However, they
require modelling parts of the brain and body, which this is neither feasible nor desirable for many
CMEs. Furthermore, the resulting system will not necessarily be accurate due to gaps in our
understanding of anatomical structures and functions (although complete accuracy might not be
useful to anyone (Gratch and Marsella, 2015, p. 60)).

Appraisal theories might be best suited for CMEs as they touch on all components and phases of
emotion processing (Scherer, 2010b, p. 13). They are also relatively easy to implement as they are
often rule-based (Picard, 1997, p. 225) and built on information processing analogies (Gratch and
Marsella, 2015, p. 59). While some have integrated neurophysiologic aspects, this increases their
complexity. For example, empirical test of Sch. have been relatively successful in predicting different
patterns in emotion processes (Scherer, 2001, p. 93, 103, 117-118) but it is very complex and
involves implementations of components like the Autonomic Nervous System (ANS) and memory
while allowing for multiple levels of information processing. This might be why Sch. is favoured by
cognitive architectures and research CMEs like CLARION (22) and MAMID (6), whose assumptions
closely follow Sch.’s (Hudlicka, 2019, p. 136; Sun et al., 2016, p. 6). These systems purposefully
sacrifice computational efficiency for accuracy since their aim is to study emotion phenomena. This
complexity also makes them are to explain and debug (Meuleman, 2015, p. 143-144).
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5.5.2 How CMEs Could Combine Perspectives

Some theories are easily combined as they share a perspective based on coherent assumptions. For
example, Izard, Ekman, and Plutchik agree on the function of at least four primary emotions—
Joy/Happiness, Sadness, Anger, and Fear—and their ability to interact to produce what people
recognize as other, more complex, emotions (Izard and Ackerman, 2000, p. 254, 258-259; Ekman,
2007, p. 69; Plutchik, 1984, p. 200, 204-205). Similar overlaps exist in the appraisal theories’
evaluation dimensions and how they label distinct combinations. The dimensional theories, V-A
and PAD, are also obviously compatible—one could directly layer V-A over the P-A plane. By
staying within one perspective, a CME design can use the individual strengths of each theory with
little worry of conflicting assumptions or views.

Combining theories from different perspectives poses a more complex challenge, but often neces-
sary to address all aspects of affect needed in the design. For example, OCC is frequently combined
with Ek.—which focuses on automatic, hard-wired appraisals rather than evaluations (Ekman, 1999,
p. 51)—to produce facial expressions from cognitively-evaluated events (Kshirsagar and Magnenat-
Thalmann, 2002, p. 109; Jain and Asawa, 2019, p. 66; André et al., 2000, p. 155; Masuyama et al.,
2017, p. 740-741). This connection is presumably due to the OCC’s association of characteristic-
ally similar “linguistic tokens” with each emotion (Ortony et al., 1988, p. 1-2, 87-88). By finding
similar words, one can fit the discrete theories’ emotions into the OCC structure. However, this
relies on subjective interpretations, and even the given lists lack empirical validation (Ortony et al.,
1988, p. 172-176). More pressingly, emotions of the same name might represent different concepts.
Fear and Anger in OCC, as with many appraisal theories, are complex emotions requiring flexible,
cognitive evaluations (Becker-Asano, 2008, p. 85, 87) but the same emotions in discrete theories are
simpler, triggered by inflexible hard-wired systems. While they might be expressed with the same
physiological changes, behaviours, and expressions, their eliciting mechanisms are not of the same
kind (Scherer, 2010b, p. 15-16). Whether or not this distinction is important for a CME, it should
still be addressed as it affects how accurately the theories are modelled. Similar considerations
must be made when attempting to align the dimensional theories with the dimensions of appraisal
theories and locating discrete emotions in dimensional space.

These conceptual mismatches does not mean that there are “correct” and “incorrect” theories
or that they are incompatible, especially considering how they overlap and converge on the role of
emotion (Scherer, 2010b, p. 10-11, 14-15; Broekens, 2021, p. 352, 354-355; Scherer, 2021, p. 281).
Rather, they are different views—perspectives—of a complete system, each focusing on different
aspects of emotions (Frijda, 1986, p. 259). Emotion systems seem to rely on both fast, primary
and deliberative, secondary emotions (Picard, 1997, p. 70). This idea of two emotion types is
present in some affective theories, such as Izard (1993, p. 74), Ekman (1999, p. 51), Frijda and
Zeelenberg (2001, p. 155), Scherer (2001, p. 102), and Smith and Kirby (2000a, p. 93), and is
also supported by empirical investigations of the brain (Damasio, 1995, p. 136-139; LeDoux, 1998,
p. 177-178). Some CMEs have explicitly modelled these two “pathways”, including Becker-Asano
(2008, p. 98), Velasquez (1998, p. 73), Ushida et al. (1998, p. 63), and André et al. (2000, p. 160).
Correspondingly, one way that each perspective could be assigned roles in CME designs to address
different aspects of emotion generation is:

e Neurophysiologic theories provide guidelines for how to unite disparate emotion processing
pathways into a coherent system,

e Discrete theories drive the creation of a limited set of fast, hard-wired (Broekens, 2021, p. 366)
reactions to specific stimuli (“primary emotions”, “low road”),
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e Appraisal theories drive the deliberative, slower systems for emotion elicitation that require
planning and/or reasoning ( “secondary emotions”, “high road”) that can account for language
and sociocultural factors, allowing for a broader range of identifiable emotions, and

e Dimensional theories provide a common space for merging the outcomes of each emotion
pathway in the spirit of appraisal registers (Scherer, 2001, p. 105; Smith and Kirby, 2000a,
p. 93) while allowing other types of affect to interact with emotion.

5.5.3 CME Realism versus Computational Efficiency

For CMEs that focus on agent believability, enforcing realism and rational intelligence can be
detrimental to their goals (Reilly, 1996, p. 11). These systems typically interact with users in (soft)
real-time, so efficiency is more important than accuracy. Being able to test and debug models is also
important. For example, dimensional theories are arguably the simplest to implement efficiently.
However, they also have the lowest affective resolution. Nevertheless they are considered “universal”
and individual emotion “points” can be labelled as needed (Scherer, 2010b, p. 12, 15). However,
since they do not define emotion generation, the designer must determine how much of it they want
to implement.

Efficient implementation of believable but not necessarily sound emotion generation can be
done in myriad ways: with metadata (Prendinger et al., 2004, p. 236; Gebhard, 2005, p. 33);
concepts like Bayesian Networks (Kshirsagar and Magnenat-Thalmann, 2002, p. 108; Ball and
Breese, 2000, p. 204), Markov Models (Lisetti and Gmytrasiewicz, 2002, p. 603; Duy Bui, 2004,
p. 115), and fuzzy logic (El-Nasr et al., 2000, p. 229; Castellanos et al., 2018, p. 29-30; Jones and
Sabouret, 2013, p. 3, 7; Laureano-Cruces and Rodriguez-Garcia, 2012, p. 68); and AI techniques
like behaviour trees and goal-oriented action planning (Klinkert and Clark, 2021, p. 698). Other
theories—typically appraisal—are also conscripted, but might not be modelled in full (Popescu
et al., 2014, p. 36; Reilly, 1996, p. 52). CMEs have also improved their efficiency by considering
their target domain’s limitations, which might require fewer emotion categories (Salichs and Malfaz,
2012, p. 58; Kshirsagar and Magnenat-Thalmann, 2002, p. 109; Mehdi et al., 2004, p. 2), and
appraisal variables (Yacoubi and Sabouret, 2018, p. 150; Shirvani and Ware, 2020, p. 118), while
others are able to scale as needed (Prendinger et al., 2004, p. 239; Castellanos et al., 2018, p. 27;
Dias et al., 2014, p. 44; Moshkina et al., 2011, p. 217; Broekens and DeGroot, 2004; Popescu et al.,
2014, p. 35). As these have all found some success in achieving their goals, this further emphasizes
that accuracy is not always necessary. This opens up the design space to create a CME that behaves
“well enough” for its intended tasks.

5.5.4 Other Sources of Design Influence

Several systems strengthen or extend their chosen theoretical foundations by supporting it with
other comparable or complementary theories (Lisetti and Gmytrasiewicz, 2002, p. 594, 599-600,
606; Castellanos et al., 2018, p. 27; Jain and Asawa, 2019, p. 63-64; Yanaru et al., 1997, p. 218,
247; de Rosis et al., 2003, p. 91; Breazeal, 2003, p. 129; Wilson, 2000). Some cite additional work
to support perceived short-comings in a foundational theory (El-Nasr et al., 2000, p. 223, 233-234,
239) or formally define concepts'” (Kim and Kwon, 2010, p. 269). Yet other CMEs use additional
sources to connect emotions with other system components, such as social variables (Bourgais et al.,

YPOMDP-CA (49), which uses Weaver (1948) to define unexpectedness, similar to suddenness in Sch. (Scherer,
2001, p. 95). This is necessary to appraise Surprise in both Ros. (Roseman et al., 1996, p. 267) and OCC (Ortony
et al., 1988, p. 126).
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2017, p. 93; Kasap et al., 2009, p. 22; Ochs et al., 2009, p. 288; Klinkert and Clark, 2021, p. 698)
and emotion contagion (Aydt et al., 2011, p. 77; Lhommet et al., 2011, p. 91; Durupmar et al.,
2016, p. 2151).

Emotion theories do not address all aspects of emotion generation, such as emotion intensity
and cognitive organization. Other sources of information are needed. Three stand out: the work
of Picard (Picard, 1997), Minsky’s theory (Minsky, 1986), and empirical data.

A pioneer of Affective Computing, Picard offers a computer science-friendly view of emotion,
proposing models and ideas for CMEs that often guide the selection of their underlying emotion
theories. AKR (10) references them to justify its use of Markov Models for emotion dynamics (Lis-
etti and Gmytrasiewicz, 2002, p. 603). IM-PMEB (13), FAtiMA (37), and SocioEmo (59) reference
Picard to define an emotion intensity decay function (Shvo et al., 2019, p. 68; Dias and Paiva, 2005,
p. 130-131; Ochs et al., 2009, p. 289). Presence (48) cites Picard for their separation of primary and
secondary emotion processing channels, motivating its use of Slo. and Dam. (André et al., 2000,
p. 160). Greta (40) cites Picard’s “tub of water” metaphor, comparable to Plu., for addressing
coexistent emotions in its design considerations (de Rosis et al., 2003, p. 99). TAME (56) uses
Picard for defining emotion dynamics as a system response (Moshkina et al., 2011, p. 211).

Minsky offers a model of human intelligence amenable to Al. Since many emotion theories—
especially appraisal theories—rely on cognition, Minsky’s Society of Mind presents a way to model
it. O & JL explicitly draw parallels to it (Oatley and Johnson-Laird, 1987, p. 32, 39). EmMod
(3) cites Minsky as the main inspiration for its architecture, producing complex behaviours via
the interactions of many, simple units (Ushida et al., 1998, p. 63). Cathexis (2) compares its
models of secondary emotions to Minsky k-lines, connecting primary emotions to encountered
stimuli (Veldsquez, 1998, p. 73).

Empirical data, as the best source for replicating observable phenomena, has been used for:
defining degrees of emotion positivity and negativity (Ojha and Williams, 2017, p. 4) and emotion
effects (Hudlicka, 2019, p. 136); deriving emotion intensity functions (Ochs et al., 2012, p. 419);
quantifying the relationship between emotion intensity, desires, and expectations (El-Nasr et al.,
2000, p. 232; Duy Bui, 2004, p. 125); and gesture models (Marsella et al., 2000, p. 302). Some
systems have moved to purely data-driven approaches (e.g. Ojha et al. (2019), Bai et al. (2021)).

5.6 Summary!'!

We have examined how CMEs from different application domains use emotion theories for emotion
generation (i.e. for emotion representation and elicitation) and expression. We found that each
type of emotion theory filled a similar role regardless of the domain: discrete theories define which
emotions a CME can represent and express, and how it does so; dimensional theories can provide
a simple and powerful representation that describes emotion numerically and with respect to other
types of affect; appraisal theories chiefly drive the elicitation process; and neurophysiologic theories
unite the reactionary and deliberative emotion views, tying them to measurable body states.

These roles can be complementary. Appraisal theories seem the best starting point for emo-
tion generation CMEs, as they explicitly describe emotion processes and are relatively easy to
implement. Discrete theories can improve a CME’s comprehensibility, and dimensional theories are
useful for their quantitative representation of emotions (and other types of affect) in a common
space. The neurophysiologic theories can contribute to emotion process definitions, but tends to
increase a CME’s overall complexity—they should be used with care. Generally, the less realistic
that generated emotions need to be, the more efficient a CME can be.

" «“Conclusion” in Smith and Carette (2022).
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There are even more theories (e.g. see (Scherer, 2021, p. 280-281)), models, and data to draw
from for CME designs. For example, if one is considering V-A then they might consider Russell
(1980) too due to their similarities. Lastly, future CMEs might get inspiration from unlikely places
(e.g. Nallaperuma and Karunananda (2011)). This survey aims to be a resource for creating new

CME designs, providing a practical view of some emotion theories and existing CMEs to borrow
from and build on.
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e [t is common for CME designs to combine theories that have overlapping
concepts or when a chosen theory does not meet all of the CME’s design
requirements

e Discrete theories—such as Izard, Ekman, and Plutchik—are commonly used
to define what emotion kinds a CME can generate

e Dimensional theories like V-A and PAD Space appear when a CME wants
to represent different types of affect in a common space or to provide an
alternate view of emotions

e Appraisal theories—Frijda, Lazarus, Scherer, Roseman, OCC, Smith &
Kirby, and Oatley & Johnson-Laird—appear in CMEs to define variables
that map an evaluation of the world to emotion kinds and to specify the
emotion generation process

e Neurophysiological inspired theories such as Sloman, Damasio, and LeDoux
appear to distinguish between innate and deliberative emotion generation
or when emotions must influence planning

e Nearly all of the surveyed CMEs used at least one appraisal theory
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Part 11

Enter the EMgine

Warning: Game Corruption.

Main Frame Game Voice, Reboot

Good to see you again!

This part gives an account of EMgine’s design and development.
“Start Your EMgine: Requirements and Scope” (Chapter 6) reviews
EMgine’s high-level requirements and design scope, then begins de-
scribing the process for choosing its underlying emotion theories and
models. The process concludes in “Support Your EMgine: The Re-
quirements Choose the Theories” (Chapter 7). Additional examples
of this process in “Interlude: Choosing Theories for Other CMEs”
(Chapter 8) demonstrate how changes in high-level requirements and
design scope can change the outcome of the theory selection pro-
cess. “Spec Your EMgine: Defining the Pieces” (Chapter 9) de-
scribes EMgine’s models and their documentation method, followed
by “Build Your EMgine: Some Assembly Required” (Chapter 10)
that describes its architecture design, along with its documentation
method, and relevant implementation details. And last, but never
least, “Gather Your Tools: Defining Acceptance Test Case Tem-
plates” (Chapter 11) and “Inspect Your EMgine: Extending Ac-
ceptance Test Case Templates” (Chapter 12) details the steps taken
to build acceptance test cases that borrow elements from EMgine’s
models, yet exist independently of EMgine itself.

And now, the main event: Enter the EMgine!

-c0 n-@@. o=
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Chapter 6

Start Your EMgine: Requirements
and Scope

Everything that follows, is a result of what you see here.

Dr. Lanning’s Hologram, I, Robot (2004)

Here, the design of EMgine begins in earnest. EMgine is a Computational Model of Emo-
tion (CME) for emotion generation that strives to create a more engaging player experience via
believable Non-Player Characters (NPCs). Based on the proposed requirements analysis process
(Chapter 4.2.1), the first step is defining high-level requirements (Section 6.1). These guide the
definition of EMgine’s scope (Section 6.2) and which broad groups of emotion theories could sup-
port it (Section 6.3). This ensures that EMgine builds on theories that serve its larger design goals,
embedding support for them at the core of its design.

The theories and models examined are the same as those found in the survey of existing CMEs
(Chapter 5) because it already organizes emotion theories by perspective—discrete, dimensional,
appraisal, and neurophysiological—based on their general agreement about some aspects of emotion
such its representation (e.g. kinds, dimensions).

While one need not be an expert in Affective Science or psychology to reproduce this example,
it does require some understanding of the material to be able to recognize, interpret, and syn-
thesize pertinent information to draw conclusions from. This might involve reading additional
material in both affective science (e.g. Sander and Scherer (2009)) and computing (e.g. Picard
(1997)) to contextualize terms and concepts. It might also involve—as is common in document
analysis (Bowen, 2009, p. 32)—iteratively skimming, reading, and interpreting the literature until
enough information is available to draw conclusions (i.e. choose theories) from.

6.1 Requirements and the Game Designer

While CME designers do take emotion theories and the needs of the application domain into
consideration, they rarely consider future users (Osuna et al., 2020, p. 15). In particular, game
designers/developers attempting to create emotional NPCs have specific needs that CME designers
must integrate early in the design process (Ghezzi et al., 2003, p. 162-163) to improve the chances
of a CME’s adoption.

Although game developers do see the potential player experience (PX) improvements of emo-
tional NPCs (Prasertvithyakarn, 2018; Yannakakis and Togelius, 2015, p. 328), some believe that
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there is no player demand (Broekens et al., 2016, p. 218) and doubt that there would be sufficient re-
turn on investment. One should also consider how a CME might introduce unnecessary game design
restrictions. For example, relying on a specific agent architecture (Broekens et al., 2016, p. 218)
and generating a specific set of emotion kinds (e.g. Joy, Sadness) could be problematic, as they
might not be compatible with many games in both technical and design capacities. By extension,
when and how to implement emotion in NPCs should also be the developer’s decision (Mascarenhas
et al., 2022, p. 8:13). There also appears to be a link between the “authoring experience” and the
adoption rate of potential solutions (Guimaraes et al., 2022, p. 5). These concerns prompt several
requirements that a game development-oriented CME must have to have a chance of being adopted,
collected here into two broad groups—flexibility requirements (RF) and ease-of-use requirements

(RE)".

Flexibility High-Level Requirements

Flexibility is about making EMgine adaptable so that it can meet game designer needs (Re-
illy, 1996, p. 30). The aim is for EMgine to be applicable to a range of game designs while
avoiding making decisions for the game developer. These requirements include:

RF1 Independence from an agent architecture so that designers can choose how to integrate
EMgine into their game (Loyall, 1997, p. 25-26; Rodriguez and Ramos, 2015, p. 443,;
Broekens et al., 2016, p. 218)

RF2 Allowing the game designer to choose which of EMgine’s tasks to use, as well as when
and how to use them (Mascarenhas et al., 2022, p. 8:13; Guimaraes et al., 2022, p. 20)

RF3 Allowing the customization or redefinition of EMgine’s preexisting configuration para-
meters (Reilly, 1996, p. 30; Guimaraes et al., 2022, p. 20) such as the definition of
time and emotion decay rates

RF4 Allowing designers to integrate new components into EMgine that influence or are
influenced by emotion (Rodriguez and Ramos, 2015, p. 450; Castellanos et al., 2019,
p. 353), such as mood, personality, motivations, culture, gender, and physical state

RF5 Allowing designers to choose which kinds of emotion EMgine produces (i.e. which
emotions an NPC can have) (Hudlicka, 2014a, p. 331), (e.g. Anger, Joy)

RF6 Allowing designers to specify how to use EMgine’s outputs to accommodate different
ways of expressing emotion and/or using emotion as an influence to external sys-
tems (Loyall, 1997, p. 86)

RF7 Allowing designers to use EMgine with NPCs of different complexities (Broekens et al.,
2016, p. 220), e.g. a Pac-man ghost (Namco, 1980) and a Skyrim citizen (Bethesda
Game Studios, 2011) might not require the same type and/or quantity of information
to evaluate if they are experiencing an emotion

RF8 Being resource/time efficient and scalable to minimize EMgine’s impact on overall
game performance (Popescu et al., 2014, p. 42)

'EMgine’s software requirements specification (SRS) documents these as nonfunctional requirements. The full
specification is at https://github.com/GenevaS/EMgine/blob/main/docs/SRS/EMgine_SRS.pdf.
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Ease-Of-Use High-Level Requirements

Ease-of-use concerns the usability of EMgine and showing how it supports game develop-
ment. These requirements include:

RE1 Hiding the complexity of emotion generation so that game designers do not have to
be knowledgeable of affective science or computing to use EMgine (Reilly, 1996, p. 28;
Broekens et al., 2016, p. 220; Guimaraes et al., 2022, p. 5)

RE2 Providing a clear and understandable Application Programming Interface (API) or
similar that shows how to use the different aspects of EMgine (Broekens et al., 2016,
p. 218)

RE3 Minimizing authorial burden as game developers add NPCs to their game (Guimaraes
et al., 2022, p. 5)

RE4 Allowing EMgine’s outputs to be traceable and understandable (Loyall, 1997, p. 86;
Guimaraes et al., 2022, p. 5, 19-20)—critical for testing—Dby providing ways to view
the range, intensity, and causes of emotion per NPC, per NPC group, and per game
world area (Broekens et al., 2016, p. 219-220)

RE5 Giving developers the option to automate the storing and decaying of EMgine’s in-
ternal emotion state (Loyall, 1997, p. 86)

RE6 Showing that EMgine improves PX, since a subpar design could be a detriment to the
overall game and would not be useful for game development

RE7 Providing examples as to how EMgine can create novel game experiences (Broekens
et al., 2016, p. 221)

Note that this is not a static list—it is intended to change as more information emerges. These
requirements are also theory-agnostic, so any affective theory/model that supports them is a reas-
onable choice. They might also be applicable to other game entities that are not NPCs because
they describe what the CME must allow game developers to do, not what they must create.

6.2 Defining EMgine’s Scope

A CME’s design scope (i.e. analysis context) describes what it should do, which must be coherent
with its requirements. Here, EMgine considers what general Affective Computing tasks it must do,
what an NPC’s embodiment might be, and what emotion components EMgine should give NPCs.
This helps judge the suitability of broad groups of emotion theories (Section 6.3).

While it is tempting to dismiss some theories based on design scope alone, it is too early to
make these decisions. Some theories might not explicitly suit the design scope, but they might help
define an interface between EMgine and external modules to support Allowing the Integration of
New Components (RF4).

Figure 6.1 illustrates the flexibility requirements’ influence on EMgine’s design scope. EMgine
automatically considers all requirements to be in scope, although the ease-of-use requirements did
not contribute to the design at this point. Boxes with outgoing solid arrows point to boxes they
conflict with, and are therefore eliminated from EMgine’s scope. Conversely, dotted arrows indicate
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Figure 6.1: Overview of Influences on EMgine’s Design Scope Showing the Connection to the
High-Level Requirements (Shaded boxes are within scope; Solid arrows indicate conflicts with,
dotted arrows indicate support for)

support for a box/component. Shaded boxes without incoming solid arrows and are therefore within
EMgine’s scope.

6.2.1 CME Tasks

Affective Computing tasks (Chapter 4.1) of relevance to NPCs “with emotion” include:

e Emotion Generation to produce an emotion state given the current program and environment
state

e Emotion Effects on Behaviour to change a NPC’s “observable” behaviour (e.g. facial expres-
sions, gestures, or movements) given an emotion state, and
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e Emotion Effects on Internal Cognitive Processes or Cognitive Consequences of Emotions to
change a NPC’s internal processing behaviours.

Since it only produces emotion states, EMgine should focus on emotion generation alone. In
terms of the design scope, this means that it excludes anything outside of taking inputs for eval-
uation and producing an emotion state. EMgine leaves these tasks to other modules which might
not be available. Consequently, the tasks Emotion Effects on Behaviour and Emotion Effects on
Internal Cognitive Processes are out of scope. There are other reasons to exclude these tasks
from EMgine’s scope: they both conflict with Allowing Developers to Specify How to Use Outputs
(RF6), as they decide what to do based on a given emotion state and even suggesting an association
between behaviours and emotions encodes an assumption about how the game designer should use
them (Gratch and Marsella, 2015, p. 57); and it could also conflict with Independence from an
Agent Architecture (RF1) depending on the implemented behaviours and effects.

6.2.2 NPC Embodiment

EMgine should not impose constraints on an NPC’s embodiment, which would make it dependent
on what components and/or processes that NPC has. Doing so could violate several requirements,
including Independence from an Agent Architecture (RF1), Ability to Operate on Different Levels
of NPC Complexity (RFT7), and—potentially—DBe Efficient and Scalable (RF8). Instead, and in
support of the requirement to Allow the Integration of New Components (RF4), it should be simple
to integrate EMgine with external modules at its input and output points.

6.2.3 Emotion Components

Emotions have multiple components that affect different aspects of behaviour and experience
(Hudlicka, 2019, p. 133; Scherer, 2001, p. 92). Based on evidence from psychology and neuros-
cience, there are up to five components in computers “with emotions” (Picard, 1997, p. 60-70).
A CME need not have all of these components to be effective for its job, “just like simple animal
forms do not need more than a few primary emotions...” (Picard, 1997, p. 68):

e Emergent Emotions attributed to the system based on their “observable” behaviours,

o Fust Primary Emotions, the hard-wired and potentially inaccurate responses to innate know-
ledge elicited by fundamental mechanisms (e.g. instinctual fear of pain),

o Cognitively Generated/Slow Secondary Emotions, those emotions that require some level of
reasoning to elicit (e.g. learned fear of public speaking),

e Emotional Experience, comprised of cognitive awareness of emotions being experienced, physi-
ological changes, and subjective feelings—requiring self-awareness and consciousness to identi-
fy—and

e Mind-Body Interactions, the interactions between emotions and other cognitive and non-
cognitive system components (e.g. bidirectional interactions between emotions and decision-
making).

Emergent Emotions are out of scope because they depend on Emotion Effects on Behaviour
(Section 6.2.1), which is itself out of scope. These would fall to game developers as part of Allowing
Developers to Specify How to Use Outputs (RF6). Emotional Experience is also out of scope because
NPCs do not necessarily have to reason about their emotions to interact with players. Mind-Body
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Interactions are also out of scope due to their reliance on external components and processes which
are not reliably available due to the lack of restrictions on NPC embodiment (Section 6.2.2).
Both the fast primary emotions and cognitively generated/slow secondary emotions are within
EMgine’s scope because they describe two ways of generating emotion. The Affective Science lit-
erature supports modelling these as distinct processes (e.g. Damasio (1995); LeDoux (1998)), and
would also integrate some support for the Ability to Operate on Different Levels of NPC Com-
plezity (RET), and—potentially—Be Efficient and Scalable (RF8). Game developers can choose
to use both, only primary—best for smaller games with few emotional stimuli—or only secondary
emotions—for NPCs that have some planning or reasoning abilities—as their game requires.

6.3 Examining Perspectives of Emotion

With its design scope defined, EMgine examines broad groups of emotion theories (i.e. “themes” for
thematic analysis) to see if they could support it and the high-level requirements. For this example,
EMgine defines groups following the themes/perspectives from the CME survey (Chapter 5.4) which
found that the perspectives frequently appear in specific roles in CME designs:

e Discrete theories” for defining a representation of an emotion state with clearly distinguishable
categories and consequences of that state (e.g. facial expressions)

e Dimensional theories for creating simple models of emotion, viewing emotion categories from
a different perspective, and defining a common space for representing different kinds of affect
(e.g. emotion, personality, mood) and their interactions

e Appraisal theories for defining emotion processes and mechanisms

e Neurophysiological theories® guide architecture-related decisions that distinguish between
fast, primary emotions and cognitively generated/slow, secondary emotions

EMgine uses these observations as a starting point to determine which ones warrant an explor-
ation of individual members (Chapter 7). Figure 6.2 shows the conclusions. EMgine automatically
considers all requirements to be in scope. Boxes with outgoing solid arrows point to boxes they
conflict with, and therefore do not support EMgine’s scope. Conversely, dotted arrows indicate
support for a box/component. Shaded boxes might be useful for EMgine’s design, warranting a
closer examination.

6.3.1 Discrete Theories

One of the core features of the discrete theories is the definition of distinct emotion kinds, like Fear
and Anger, that are recognizable by a set of observable features (e.g. facial expression, typical
behaviours). This “...fits with the way we talk about emotion every day...people automatically and
effortlessly perceive emotion in themselves and others...” (Barrett, 2006, p. 47-48). While true
facial expressions (Barrett et al., 2019, p. 46) and survival-based behaviours (Barrett and Finlay,
2018, p. 177) are likely more variable and context-dependant than originally thought, caricatures
of emotions are the most unambiguous depictions of them. Animators use these to amplify the
believability of their characters (Gard, 2000; Loyall, 1997, p. 2; Williams, 2001, p. 315-316)*. NPCs

*Rodriguez and Ramos (2015) call these hierarchical theories.
3 Although they rarely appear (Lisetti and Hudlicka, 2015, p. 98; Rodriguez and Ramos, 2015, p. 451).
“The animated movie Inside Out credits Dr. Ekman as a scientific advisor (Paul Ekman Group, 2021).
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Figure 6.2: Overview of Influences on EMgine’s View on Perspectives of Emotion Showing the
Connection to the High-Level Requirements and Design Scope (Shaded boxes are in scope; Solid
arrows indicate conflicts with, dotted arrows indicate support for)

are also animated characters, so they also benefit from exaggerated expressions (Livingstone, 2006,
p. 5). This suggests that players could recognize which emotion an NPC is expressing based on
emotion kinds, which is useful for creating player studies for Showing that EMgine improves PX
(REG).

The simplicity offered by emotion kinds also suggests that the discrete theories have a greater
chance of being understood by game developers, which they can use to convey the intended in-
ternal state of an NPC to players (Broekens, 2021, p. 352-353). This implies excellent support for
several requirements, including Allowing developers to choose which kinds of emotion EMgine pro-
duces (RF5), Providing a clear and understandable API (RE2) for outputs, and Allowing EMgine’s
outputs to be traceable and understandable (REA4).

The discrete theories propose that innate, hardwired circuits or programs elicit emotions (Or-
tony, 2022, p. 41; Scherer, 2021, p. 280). While this is within the scope of fast, primary emotions
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(Section 6.2.3), they are unable to define cognitively generated/slow, secondary emotions because
there are no clearly defined processes or mechanisms to do so. This makes discrete theories unable
to satisfy many of EMgine’s requirements such as Allowing the game developer to choose which of
EMgine’s tasks to use (RF2), Allowing the customization or redefinition of the EMgine’s preexisting
configuration parameters (RF3), Hiding the complezity of emotion generation (RE1), Providing a
clear and understandable API (RE2) for inputs, Allowing EMgine’s outputs to be traceable and
understandable (REA4), and Allowing developers the option to automate the storing and decaying of
EMgine’s emotion state (RE5). However, they cannot conflict with these requirements either.

Although they cannot satisfy EMgine’s needs alone, the benefits of discrete theories might
outweigh their lack of emotion elicitation processes. Therefore, EMgine examines the discrete
theories individually with respect to each high-level requirement.

6.3.2 Dimensional Theories

These theories can more easily distinguish between different emotions (Scherer, 2010b, p. 12; Smith
and Ellsworth, 1985, p. 813) using a small number of continuous dimensions. The dimensional
theories view emotion as an individual’s interpretation of their current “core affect” (Broekens,
2021, p. 353) (i.e. elementary affective feelings). While any point in dimensional space is part of
“core affect” (Lisetti and Hudlicka, 2015, p. 97), it is possible for individuals to verbally label points
representing their subjective feeling of an emotion (Scherer, 2010b, p. 12). This creates an effect
of “plotting” emotion kinds (e.g. as in discrete theories) as points in the space, implying that the
dimensional theories could also support Providing a clear and understandable API (RE2) for out-
puts and Allowing EMgine’s outputs to be traceable and understandable (RE4). However, emotions
defined by dimensions alone might be more difficult to label with everyday language (Johnson-Laird
and Oatley, 1992, p. 213) implying that they are harder to understand intuitively than discrete
emotion kinds without supplemental qualitative information.

“Core affect” can also relate other psychological constructs such as personality and thought
(Broekens, 2021, p. 353), making dimensional theories ideal for creating seamless interaction dy-
namics, Allowing developers to integrate new components into EMgine that influence or are influ-
enced by emotion (RF4). The nature of dimensions also affords a more granular way to define
emotion-driven responses, affording more ways for Allowing developers to specify how to use EM-
gine’s outputs (RF6).

The numerical nature of dimensional theories could also support requirements like Allowing
the customization or redefinition of EMgine’s preezisting configuration parameters (RF3), and are
likely to Be efficient and scalable to minimize the overall impact on game performance (RF8). As
a bonus for CME development, these theories are convenient to implement (Rodriguez and Ramos,
2015, p. 440).

The dimensional theories “...say comparatively little...about how the different emotions are pro-
duced, and what useful or other effects they have...” (Reisenzein et al., 2013, p. 250). This makes
them, like the discrete theories, unable to satisfy or conflict with EMgine’s ability to produce cog-
nitively generated/slow, secondary emotions. Unlike the discrete theories, the dimensional theories
cannot define fast, primary emotions either.

Given the number of requirements they could support compared to those they cannot, EMgine
examines the dimensional theories individually with respect to each high-level requirement. How-
ever, like the discrete theories, it is unlikely that they could support EMgine’s needs sufficiently on
their own.
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6.3.3 Appraisal Theories

Appraisal theories propose that emotions arise from evaluations of the relationship between an indi-
vidual’s well-being and their environment rather than the environment’s objective qualities (Smith
and Kirby, 2000a, p. 86). This naturally accounts for individual differences since someone can ap-
praise a situation differently than another (Smith and Kirby, 2009a, p. 1353). These theories often
conceptualize more than one emotion processing pathway (Smith and Kirby, 2001, p. 129), allowing
for flexible behaviours with different response times. This implies that appraisal theories do not
conflict with the requirement to have both fast, primary emotions and cognitively generated/slow,
secondary emotions in EMgine’s design scope (Section 6.2.3). However, these theories mainly focus
on the link between cognitive processing and emotion elicitation (Broekens, 2021, p. 354) so EMgine
should only rely on them to define cognitively generated/slow, secondary emotions. The existence
of multiple processing pathways implies the potential for variable levels of component complexity
in multi-component emotion generation depending on the information available to the CME. This
supports Allowing developers to use EMgine on different levels of NPC complexity (RFT7).

Since the appraisal perspective is the only one that addresses the cognitively generated/slow,
secondary emotions aspect of the design scope, EMgine must incorporate it. This is unsurprising;:
appraisal theories appear the most frequently in Affective Computing (Lisetti and Hudlicka, 2015,
p. 97; Gratch and Marsella, 2015, p. 55) compared to discrete, dimensional, and neurophysiolo-
gical theories. They can be relatively simple to realize computationally and often meet several
CME requirements concerning input evaluation, emotion elicitation, and emotion response genera-
tion (Rodriguez and Ramos, 2015, p. 439). However, which of the appraisal theories EMgine should
use is less clear so it must examine them more closely.

6.3.4 Neurophysiological Theories

Although they support the inclusion of the fast, primary emotions and cognitively generated/slow,
secondary emotions components in the design scope (Section 6.2.3), processes and mechanisms
in neurophysiological theories rely on the surrounding agent architecture (Sloman, 1987, p. 218,
225-226), learning mechanisms (e.g. Somatic Marker Hypothesis (Damasio, 1995, p. 179-180)),
and/or the body’s somatic and visceral responses (Damasio, 1995, p. 249-250; LeDoux, 1998,
p. 41, 176). Since the Mind-Body Interactions emotion component is beyond the scope of EMgine
(Section 6.2.3), and consequently cannot truly support Independence from an Agent Architecture
(RF1), EMgine should not use theories from the neurophysiological perspective. There might be
variations of these theories that could work, but the effort necessary to determine this is beyond
the current scope.

6.4 Summary

Without criteria to measure with, choosing affective theories for EMgine is ineffectual. To ensure
that EMgine embeds its focus in the design, the criteria are its high-level requirements and scope.
The high-level requirements capture some of the needs of game designers, categorized as:

e Flexibility requirements, such that designers can adapt the CME to a variety of games, and
e Ease-of-use requirements, to minimize the burden of its use during development.

EMgine’s scope is emotion generation alone. This means that it ignores any tasks concerned
with expressing emotion, reasoning about emotion, or defining interactions between emotions and
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other components. There are also no assumptions about NPC embodiment to maximize EMgine’s
flexibility. Within the emotion generation task, EMgine should be able to generate fast, reactive
emotions and slow, cognitively driven ones. Designing these independently allows game designers
to control them individually for maximal flexibility.

Examining the theories broadly as perspectives shows that the neurophysiological theories are
not suitable for satisfying EMgine’s requirements. Therefore, EMgine only further examines theories
from the discrete, dimensional, and appraisal perspectives with respect to high-level requirements.
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e Defining the high-level requirements and scope of EMgine provides a frame-
work for choosing which affective theories to use

e One must consider the game designer’s needs to increase a CME’s chance
of being adopted in practice

e The high-level requirements of a CME for believable NPCs include those
that make the CME flexible and easy to use and guide the selection of
affective theories that form the CME’s theoretical foundation

e EMgine’s scope includes fast, primary emotions and slow, secondary emo-
tions within the emotion generation task with no assumptions about NPC
embodiment

e The discrete, dimensional, and appraisal theoretical perspectives on emo-
tion are likely to be the most helpful for EMgine’s design, whereas the
neurophysiological theories are not ideal due to conflicts with some high-
level requirements

-e@ .‘%? e
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Chapter 7

Support Your EMgine: The
Requirements Choose the Theories

Scan complete.

Baymax, Big Hero 6

With the broad “themes” of emotion theories identified, EMgine proceeds to examine theories
(Table 7.1) within those themes to see “how well” they satisfy each high-level requirement indi-
vidually given EMgine’s design scope and domain of NPC behaviour for player engagement (i.e.
content analysis stage in document analysis). It does this by identifying features of each theory and
interpreting their “ability” to support a high-level requirement (Section 7.1). This data guides the
final selection process (i.e. drawing recommendations/conclusions, Section 7.2). This analysis is,
in part, subjective because a judgment—however well-supported by evidence from the literature—is
made without true objective measures or methods. A different understanding of the requirements
and evolution of Affective Science could produce variations in the results.

7.1 Approaching Theory Analysis

EMgine divides its high-level requirements into system-level, which applies to EMgine as a whole,
and component-level for requirements that only apply to specific pieces of EMgine (Table 7.2). The
analysis assigns categories for component-level requirements solely to appraisal theories because
they concern process-related elements that discrete and dimensional theories do not address. Each

Table 7.1: Theories Analyzed for EMgine

Perspective Theories
Discrete Ekman & Friesen (Ek.), Izard (Iz.), Plutchik (Plu.)
Dimensional Valence-Arousal (V-A), PAD Space (PAD)
Frijda (Frj.), Lazarus (Laz.), Scherer (Sch.), Roseman (Ros.), Ortony,
Appraisal Clore, and Collins (OCC), Smith & Kirby (S & K), Oatley &

Johnson-Laird (O & JL)

Appendix B has notes about these theories/models
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Table 7.2: Summary of High-Level Requirement Division

System Component

RF1 Independence from an Agent Architecture v

RF2  Choosing Which Tasks to Use v
RF3  Customization of FExisting Task Parameters v
RF4  Allowing the Integration of Components v

RF5  Allowing Designers to Choose What Emotions an NPC can Have v

RF6  Allowing Developers to Specify How to Use CME Outputs v

RFE7  Ability to Operate on Different Levels of NPC Complezity v

RF8  Be Efficient and Scalable v

RE1  Hiding the Complezity of Emotion Generation v
RE2  Having a Clear API (Input) v
RE2 Having a Clear API (Output) v

RE3  Minimizing Authorial Burden Excluded from analysis
RE4  Traceable CME Outputs v
RE5  Allowing the Automatic Storage and Decay of the Emotion State v
RE6  Showing that Emotions Improve the Player Ezxperience v

RE7  Providing Examples of Novel Game Experiences v

theory has unique elements which might make it better or worse for satisfying a particular require-
ment. The analysis notes these. However, is not unusual for theories from the same perspective to
satisfy a requirement equally well. In these cases, the requirement examination treats these theories
as a collective unit. Since the perspective-level analysis showed that the neurophysiological theories
are ill-suited for EMgine, it does not analyze them in detail.

7.1.1 Scoping Some Requirements

While most of the high-level requirements do not need additional scoping for this analysis, some
do to better focus on what information to search for.

The analysis separates Providing a clear and understandable API (RE2) into two—Input and
Output—to get a better feel for each theory’s usefulness and to acknowledge that some theories
are better for emotion expression such as Ekman & Friesen.

The requirement for Allowing the Integration of New Components (RF4) is broad and EMgine
should scope it for its initial design. New EMgine components could be non-affective—such as
attention—and affective—like personality—in nature. Integrating non-affective components should
be theory-agnostic because they are in separate components of mind (American Psychological Asso-
ciation, 2020a). From a software engineering perspective, one could view the mind as a system with
distinct, interacting subsystems. Modular interfaces that control interactions between EMgine—
the affective subsystem—and components from other subsystems would support this concept while
also supporting EMgine’s requirements for Independence from an Agent Architecture (RF1) and
Allowing Developers to Specify How to Use Outputs (RF6). Integrating other affective components
would depend on EMgine and its foundational theories, limited to only those components that its
emotions or other types of affect can represent and connect to.

This requirements analysis focuses on three other types of affect as defined in Chapter 3.1:
“core” affect, mood, and personality. Of these, it prioritizes personality because it is necessary
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for creating the consistent and coherent agent behaviours that influence believability (Reilly, 1996,
p. 26; Loyall, 1997, p. 19; Ortony, 2002, p. 203).

Finally, the analysis excludes Minimizing authorial burden (RE3) because it focuses on helping
game developers manage the creation of an increasing NPC population which is agnostic of the
underlying theories.

7.1.2 Making Notes About and Scoring Emotion Theories

With these more specific high-level requirements, examining each theory with guidance from indi-
vidual requirements produces a set of notes. After reviewing the notes, each theory has an assigned
score describing its relative “suitability” for that requirement (Table 7.3). This step is somewhat
subjective because the evaluations do not have true objective measures or methods. As an ex-
ample, notes about the dimensional theories and RF5 are here, while the rest are in Appendix C.
Tables 7.4, 7.5, 7.6, and 7.7 summarize the scores for each theory and requirement.

Table 7.3: Summary of Scoring Categories

Score Category Symbol Definition

Stron e The theory appears to satisfy the requirement in a clear,
g understandable way and is likely to aid in EMgine’s usability

Good e The theory appears to satisfy the requirement and is somewhat
defined

Weak e The theory describes ways that could satisfy the requirement, but it
is not fully defined or could make EMgine harder to use
The theory does not seem likely to be able to satisfy the requirement,

Disqualified - or it violates other requirements when it can (including psychological

validity)
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Dimensional Theories: Allowing Designers to Choose What Emotions an NPC
can Have (RF5)

Neither V-A or PAD strictly enforce the inclusion of specific emotion types. Instead, the
use of dimensions allows for an infinite number of affective states. While this trivially
supports the ability to Allow Designers to Choose What Emotions an NPC can Have (RF5),
the dimensional theories might not be practical for EMgine on their own. Instead, point
locations representing named emotions guide the addition of specific ones. This removes the
burden of deciding where an emotion’s location in dimensional space is from game designers
if they do not want to do so themselves.

e V-A (i’l’)

— Space represented by Valence and Arousal only represents part of an emotion
episode (Yik et al., 2002, p. 90; Roseman, 2011, p. 441; Lisetti and Hudlicka,
2015, p. 97)

— Not ideal — some emotions, like Anger and Fear, are difficult to differentiate
without additional information

x Might be some of the most common emotions that a game designer will use
— could be the only two emotions required in some games (e.g. NPCs in
oppositional First Person Shooters (FPSs) due to the game’s pace and the
limited time and ways that players interact with them)

— Adding new emotions cannot be adequately contained in V-A
e PAD (%)

— Accompanied by a list of 151 emotion labels (Mehrabian, 1980, p. 42-45) iden-
tified from empirical data — notes their average location in PAD space and the
standard deviation in the data

— List is still finite and cannot account for cultural differences, might not cover all
of the affective states that a game designer needs — list is long enough that there
is a reasonable chance that a game designer can find all the affective state labels
that they require

— Prone to interpretation errors, as the designer’s definition and the definition used
to locate points in PAD space might not be the same — designers can make their
own judgments of the suitability of a term based on its coordinates, potentially
violating Hiding the Complexity of Emotion Generation (RE1)

75



McMaster University—Software Engineering

Ph.D. Thesis—G. M. Smith

“u0yDLIUIL U0120D Jo und S1 31 9sMDIAQ $S200.4 burdoy) ay) SAPNIITIT c

'su013d140s9p flu0b2)00 94005 U0f &), 2]qD], 928

220 220 288 220 288 288 288 288 8L 2 2 2 §20ULATG 2WIDE) (200N Jo sajdwnzsy buipraotg )Y
EBlVEINE fival
R R % R 2RARL 2RL Ry 2RL Ry R Ry Ry 42fiD] g 2Yp 2004dwi] suorpows 10Yyy buimoys odd
Rrv D v S v D v <N - SRD v SD.SD SD SP SR P v (mdmno) 1dy wop) v busany 7y
IO MBS DODO  'S0d  'UYo§ G.N@H g avda v-A md 'zl ™
SyuoWRIMboY [0AST-YSIH 9s)-Jo-oser [PAdT-o)sAG 10 j1oddng :G), d[qe],
2d0oos uoyvyuswa)dusr 4of flinssadou 10U a4v $40300f dwos [1 anosdwir Jybipy \mj
(NVIDO) 1PPOJ 40390, 201, 2Y) U0 pasnq uouviborus fiynuos.io e
figyouosio g ypum uoyvibajur sjioddns fijppaigo «
“figyouosiad puv ‘poows affv 2100, uo buisnoof fijporys g
“UO0YDLIUID 10130D Jo 1und S 91 9SNDIIQ §59004] burdoy) 2yj sapnjoTs] q
"su013d140s9p flu062300 94005 40f &), 2]QD], 998
JARSORRSO2RL 3% ORL RRL gORL SO 21q[Pos puv JuYd g 81y
S
fipzaydwo))
RYYS RY-YAS RYYS RYYS RS RS RS RYS RS RYYS RYAS RYYS OdN \0 ENE . wﬁmL&m@Q uo 29049d() 03 \MENET Ld4d
simdng FWD 9.4
JRRL SRARL SRRL SRRL SRS SARL JRRL SARL SRARL Ry Ry Ry 28] 01 mof fif1dadg 07 sitadojpaa(q buimoyy |
PaDE UDI DN UD
R 3% B R B a3 3 A 3 RAE B 3% SUOWOWSL IDYA| 9500Y)) 07 SALub1sa(T buimoyyy e
v P4 Py v e XL 2L XL v Nwﬁm«w N%\\w @M»«w @M\\w XL s spuauoduwioy) fo uoyvibayuy 2y buimoy)y  paAu
2280 2280 2280 288 — 8L 2280 2L 288 288 P SUND Y 3 9UNP0291YILY QUL up wouf 2dudpuadapur Ty
1720 MZBS OO0 's0d 'Us§ G.qu g avd V-A nid ZI "

sjuewWOINboY [0AST-YSIH AM[IQIXS] ] [0A0T-0)sAQ 10} p1oddng ), 9[qeR],

76



Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

Table 7.6: Support for Component-Level Flexibility High-Level Requirements

Frj. Lazl Sch. Ros. OCC S&K O&JL

RF2  Choosing Which Tasks to Use w w PAAAS - PAAS PAAS PAAG
RF3 Customization of Existing Task e e B ve ve e
Parameters

See Table 7.8 for score category descriptions.

[] Excludes the Coping Process because it is part of action generation.

Table 7.7: Support for Component-Level Ease-of-Use High-Level Requirements

Frj. Laz.q Sch. Ros. OCC S&K O&JL

RE1 Hiding the Complezity of Emotion P e WYY Y e e e

Generation
RE2  Having a Clear API (Input) PAAg PAAS PAAG W Y PAAAS
RE4  Traceable CME Outputs AL A A g w PAAAGEEIA A XS PAAAS PAAAS
RE5 Allowing the Automatic Storage e e e B e ve ve

and Decay of the Emotion State

See Table 7.3 for score category descriptions.

q Excludes the Coping Process because it is part of action generation.

7.2 Theory Selection

After examining theories from the perspective of a high-level requirement, EMgine can compare
their scores for their relative suitability (i.e. drawing recommendations/conclusions). For each
requirement, counting occurrences of the score categories assigned to each theory gives them a
“rank” relative to the others (Tables 7.4, 7.5, 7.6, and 7.7). This means that choosing theories that
best serve a high-level requirement becomes a min/max problem where the goal is to maximize
the number of Strong and Good scores while minimizing the Weak and Disqualified ones. More
sophisticated analyses are not possible because the score categories are nominal/categorical data—
code assignments representing a “suitability” attribute—so mathematical operations on them do
not yield meaningful information (MacKenzie, 2013, p. 134-135).

If there is only one requirement, it is a straightforward selection process that could result in few
theories to pick from. Choosing one of those theories requires some additional experimentation to
see how well one can formalize them and which ones might be preferable. In practice, it is likely
that there are multiple requirements to satisfy.

Choosing theories when there are multiple requirements means finding a balance between those
theories that strongly satisfy some, but often not all, requirements. In some cases, it might be
necessary to choose a theory that satisfies a high-priority requirement strongly and a low-priority
one weakly. Referencing the CME’s design scope helps with requirement prioritization and guides
the theory selection task.
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7.2.1 Choosing Only One Theory

If a CME design can use only one theory as its foundation (e.g. limiting design complexity, target
game is relatively simple) the decision process is simple: pick the theory that most strongly satisfies
the most requirements in priority order.

If this was the case for EMgine, eliminating the theories that have Disqualified scores in
Tables 7.4, 7.5, 7.6, and 7.7 leaves Frijda, OCC, Smith & Kirby, and Oatley & Johnson-Laird.
Of these, only Smith & Kirby and Oatley & Johnson-Laird have Good or Strong scores for the
prioritized requirements. Either of these could be good choices, but experimenting with Oatley &
Johnson-Laird for its suitability should be first because it has only Good and Strong scores for all
requirements whereas Smith & Kirby have a few Weak scores for non-prioritized requirements.

7.2.2 Choosing Multiple Theories

It would be ideal if there was a single theory to explain affective phenomena. However, creating one
theory of affect would require reconciling narrowly defined existing theories and their architectural
assumptions (Lisetti and Hudlicka, 2015, p. 99). Instead of trying to create one unified model of
emotion, one can combine theories to address different modelling needs.

If a CME can use more than one theory, the selection process becomes more difficult. One
tactic would be to immediately eliminate theories that cannot satisfy a requirement (i.e. have
a Disqualified score), but this might eliminate a theory that is well-suited in other aspects. For
example, Tables 7.4, 7.5, 7.6, and 7.7 (no assigned score implies Disqualified) shows that the
discrete and dimensional theories have considerably more Disqualified scores (6 to 7) than the
appraisal theories (0 to 3). This is unsurprising because those requirements relate to the process
of emotion generation, which reinforces the discrete and dimensional theories’ inability to satisfy
the need for cognitively generated/slow, secondary emotions specified in EMgine’s design scope
(Chapter 6.2). However, by choosing theories by this information alone we might prematurely
eliminate theories that we could use to specify some requirements very well (e.g. PAD Space for
integrating multiple types of affect). Choosing theories based on occurrences of Strong scores creates
a similar problem, where a theory might be excellent for a few requirements but a poor choice for
many others. Instead, the coverage achieved by the set of chosen theories must satisfy all prioritized
requirements. It also becomes possible to build better support for non-prioritized requirements due
to overall requirements coverage, unlike in the single-theory example (Section 7.2.1).

Finding such a set of theories benefits from a systematic decision-making process where in-
formation about the CME’s high-level requirement scores and their derivation justifies each step
(Figure 7.1):

(A) Prioritize (“sort”) the high-level requirements using the CME’s design scope, then go to B.

(B) Choose one theory or model that most strongly satisfies the high-level requirements in priority-
order, then go to C.

(C) Decide if the CME can use more than one theory and/or model in its design.

(a) If NO (e.g. limiting design complexity, target application is relatively simple), then go
to H.

(b) If YES, then go to D.

(D) Decide if the CME can use theories and/or models from different perspectives (e.g. discrete,
dimensional, appraisal) in its design (see Section 7.2.2 for discussion).
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Figure 7.1: Overview of the Proposed Decision Process for Choosing a CME’s Emotion
Theories/Models
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(a) If NO, disqualify all theories from the perspectives that the initial theory/model does
not belong to and go to E.

(b) If YES, decide if the CME can use more than one theory and/or model from the same
perspective in its design.
(i) If NO, disqualify all theories from the perspectives that the initial theory/model
does belong to and go to E.
(ii) If YES, then go to E.

(E) Determine if there are any unsatisfied or weakly satisfied requirements.

(a) If NO, then go to F.
(b) If YES, determine if they are priority requirements.

(i) If NO, then go to F.
(ii) If YES, then go to G.

(F) Decide if the decision-making process should continue. Requirement priority, time constraints,
and personal preference influence this decision.

(a) If NO, then go to H.
(b) If YES, then go to G.

(G) Determine if there are still emotion theories and/or models to choose from.

(a) If NO, then go to H.
(b) If YES, do one of:

e Choose a theory/model that satisfies an unsatisfied requirement, in priority-order,
then go to D.b.

e Choose a theory/model that satisfies an already satisfied requirement more strongly,
in priority-order, then go to D.b.

e Disqualify a theory/model, then go to D.b.
(H) End the process.

The decision-making process terminates after satisfying all prioritized requirements and the
process is voluntarily stopped, or when there are no theories and/or models left to choose from
because they have already been chosen or disqualified. This process also works for designs that can
only use one theory because steps A., B., and C. are the same as those described in Section 7.2.1.

Can You Combine Theories From Different Theoretical Perspectives?

Depending on the CME’s intended purpose, it is possible to combine theories from different per-
spectives in a single design. The discrete, dimensional, and appraisal perspectives are complement-
ary' (Broekens, 2021, p. 354-355) and capture key features of emotion phenomena (Figure 7.2).
Theorists from different perspectives generally agree that emotions are part of a coherent, organ-
ized system that largely serves adaptive functions (Smith and Kirby, 2001, p. 121). People should,
instead, view each perspective as an alternate conceptualization of the same ideas with their own
explanations, scope, and empirical data (Hudlicka, 2014a, p. 306-307). Consequently, and as shown

! Appraisal and discrete theories appear to be especially compatible (Reisenzein et al., 2013, p. 250).
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PHASES
Low-Level High-Level Goal/Need E)ann;\_ining Behaviour Behaviour Communication/
Evaluation Evaluation Priority Setting ction Preparation Execution Social Sharing
Alternatives
Cognitive
o | Physiological Frijda N
= Lazarus
u Scherer Ekman & Friesen
o Expressive Roseman Izard
S s Plutchik
o Smith & Kirby I
o o Oatley & Johnson-
Motivational Laird
Feeling V-A, PAD Space
| I I

* OCC has been moved to this section because "The theory we propose is decidedly not about emotion words...we believe that the
structure of the emotion lexicon is not isomorphic with the structure of the emotions themselves..." (Ortony et al., 1988, p.1--2)

Figure 7.2: Coverage of Different Perspectives for Emotion Processes and Components (Adapted
and Modified from Scherer (2010b, p. 11))

by the perspective-level analysis (Chapter 6.3), they provide different degrees of support for mod-
elling emotion processes that designers can combine to address gaps in models. It is not surprising
that CME designs, at least implicitly, combine multiple theories in their design (Hudlicka, 2014b,
p. 10).

The complementary nature of these theoretical perspectives implies that choosing theories from
different perspectives can support different functions and provide better support for more require-
ments than any perspective individually. However, this increases the CMFE’s internal complexity
and also comes with the risk of lowering a CME’s psychological validity if design-time decisions
create conflicting assumptions and/or models (Lisetti and Hudlicka, 2015, p. 99). A CME’s tol-
erance for this risk depends on its intended purpose and application domain (see Chapter 4.1 for
discussion).

Using the Decision-Making Process for EMgine

Referring to the theory scores in Tables 7.4, 7.5, 7.6, and 7.7 and the information that drove their
derivation (i.e. design scope (Chapter 6.2), analysis of broad perspectives (Chapter 6.3), and notes
about how theories could satisfy requirements (Appendix C)), EMgine choose three theories for
EMgine—Oatley & Johnson-Laird, Plutchik, and PAD Space:

1. Prioritize High-Level Requirements (Step A.)

EMgine prioritizes RF1, RF6, RF7, RF8, RE1l, RE2, and RE4 because it is unlikely that
developers will adopt EMgine without them. The remaining requirements offer more options
to tailor it to different game designs (RF2, RF3, RE5) and/or could be satisfied as an extension
later on (RF4, RF5, RE6, RET).

2. Choose an Initial Theory or Model (Step B.)

The first chosen theory must support as many requirements as possible for both the system-
level and component-level (Section 7.1) to maximize coverage. For EMgine, this means choos-
ing an appraisal theory because discrete and dimensional theories cannot support the prior-
itized component-level requirements RE1, RE2 (Input), and RE4.
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There are three appraisal theories that have Disqualified scores (Table 7.8): Lazarus, Scherer,
and Roseman. Both Lazarus and Scherer are Disqualified for a priority requirement (RE2
(Input) and RF1 respectively), so EMgine should not choose them. Neither should it choose
Roseman because it has a Weak score for a priority requirement. Roseman also has an ill-
defined emotion elicitation process compared to the others (e.g. Appendix C.3.2) which makes
it a weak initial choice for EMgine, an emotion generation-focused CME.

Of the remaining theories, Oatley & Johnson-Laird is the most promising: it has Strong
scores for all but one priority requirement (RE1) and only Good and Strong scores for non-
prioritized ones. Compared to the remaining appraisal theories—Frijda, OCC, and Smith &
Kirby—Oatley & Johnson-Laird has the same score as the next strongest candidate for all
requirements except for RF3 (Frijda), RF7 (Smith & Kirby), and RE1 (Frijda). While two
of these are priority requirements, it is a reasonable trade-off for achieving a minimum score
of Good for all requirements. Therefore, EMgine’s initial theory is Oatley & Johnson-Laird.

3. Can EMgine use more than one theory? YES (Step C.b.)

EMgine could use one theory but would be difficult for it to have all of the required emotion
components (Chapter 6.2.3), as none of the discrete, dimensional, or appraisal perspectives
provides them all. There is no reason to limit EMgine to one theory because the added
complexity would be internal to EMgine (otherwise it would conflict with RE1, a priority
requirement), so it should consider a combination of them.

4. Can EMgine use theories from different perspectives? YES (Step D.b.)

From the analysis of broad perspectives (Chapter 6.3), the discrete and dimensional theories
cannot satisfy the need for cognitively generated/slow, secondary emotions in EMgine’s design
scope (Chapter 6.2.3). This means that it must use at least one appraisal theory. It also knows
that the discrete theories can best address the need for fast, primary emotions. Therefore,
EMgine should choose at least one appraisal and one discrete theory. This approach is
sufficient because EMgine is a domain-specific model (see Chapter 4.1 for discussion)—it
does not need to faithfully replicate affective processes (Hudlicka, 2019, p. 131).

5. Can EMgine use multiple theories from the same perspective? NO (Step D.b.i.)

There does not appear to be a need for more appraisal theories because the motivation for
using multiple theories is to address different aspects of EMgine’s design scope that only one
type of theory cannot satisfy. Since Oatley & Johnson-Laird already satisfy every high-level
requirement with a minimum score of Good, EMgine removes the remaining appraisal theories
from the candidate pool.

6. Are there any unsatisfied or weakly satisfied requirements? NO (Step E.a.)

Every requirement is currently satisfied with a minimum score of Good.

7. Should EMgine continue to choose theories? YES (Step F.b.)

The motivation for using theories from different perspectives is to address different aspects of
EMgine’s design scope (see step 4). Therefore, the decision-making process continues because
there are other theories to choose from.

82



Ph.D. Thesis—G. M. Smith McMaster University—Software Engineering

Table 7.8: Summary of Support for High-Level Requirements by Appraisal Theories

Frj. OCC S&K  O&JL Laz. Sch. Ros.
% pEl Independence from an Agent yyve v vy v ve B yve
Architecture
%  RFG Allowing Developers to Specify How to ¥y v v v v v v
Use CME Outputs
% RE7 Ability to Opemtf? on Different Levels e e v e v yyve yve
of NPC Complexity
# RFS8 Be Efficient and Scalable PAXS PARS PAAAS PAAAS PAAAS PAAS PA¢
% REI Hiding the Complezxity of Emotion yyve e e e yyve yuve yve
Generation
# RE2 Having a Clear API (Input) PAAg ¥ PAAg PAAAS - PiAg PAAg
% RE2 Having a Clear API (Output) PAK¢ PAAG PAAAS PAAAS PAAAG PA¢ PAAAG
#® RE4 Traceable CME Outputs PAAA PAAA PAAAS PARAS PAAAS w PAAAS
RF2  Choosing Which Tasks to Use w AAS PAAS Y w PAAAG -
RF3 Customization of Fxisting Task v e e e B e B
Parameters
RF4 Allowing the Integration of e v ¥ v ¥ e ¥
Components
RFE5  Choosing NPC Emotions w PAS w PAAAS w PAAG PAAS
RE3  Minimizing Authorial Burden Excluded from analysis
RE5 Allowing the Automatic Storage and I e e e e e B
Decay of the Emotion State
RE6 Showing that 'Emotions Improve the e e e e e Ve e
Player Experience
RE7 Prom'cﬁng Examples of Novel Game ¥ e e e e e e
FExperiences
# Priority requirement
8. Are there still emotion theories and/or models for EMgine to choose from? YES (Step G.b.)
The other appraisal theories are no longer in the candidate pool (see step 5), leaving the
discrete and dimensional ones. Of these, EMgine likely needs a discrete theory (see step 4),
S0 it examines these next. Since Oatley & Johnson-Laird satisfy all requirements, EMgine
is looking for a theory to either more strongly satisfy an already satisfied requirement or a
theory to disqualify.
Table 7.9 shows that the discrete theories’ scores vary for only three requirements: RF4, RF5,
and RE2 (Output). Izard is Disqualified for one requirement that the others are not (RF5)
and has no Strong scores. Therefore, it cannot satisfy any requirement more strongly than
Oatley & Johnson-Laird—which has a minimum score of Good for all requirements—and
EMgine should not use it. Therefore, it disqualifies Izard from the candidate pool.
9. Can EMgine use multiple theories from the same perspective? NO (Step D.b.i.)
EMgine has only chosen one theory so far, an appraisal theory, and removed all other appraisal
theories from the candidate pool. Therefore, it continues to the next step.
10. Are there any unsatisfied or weakly satisfied requirements? NO (Step E.a.)

Every requirement remains satisfied with a minimum score of Good.
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Table 7.9: Summary of Support for High-Level Requirements by Discrete Theories

Ek. Plu. Iz.
#* RF1 Independence from an Agent Architecture PAAS A A
#* RF6  Allowing Developers to Specify How to Use CME Outputs PAAS PAAS PAAS
#* RF7  Ability to Operate on Different Levels of NPC Complexity AAg AA¢ A
# RFS8 Be Efficient and Scalable PAAS PAAS PAAS
#® RE1 Hiding the Complexity of Emotion Generation = = =
# RE2 Having a Clear API (Input) - - -
# RE2 Having a Clear API (Output) PAAAG AAd w
#* RE4 Traceable CME Outputs - - -
REF2  Choosing Which Tasks to Use = = =
RF3  Customization of Existing Task Parameters — — -
RF4  Allowing the Integration of Components W Y ¥
RF5  Choosing NPC Emotions W PAA L -
RE3  Minimizing Authorial Burden Excluded from analysis
RE5  Allowing the Automatic Storage and Decay of the Emotion State - - -
RE6  Showing that Emotions Improve the Player Experience YAAS YAXS PAAS
RE7  Providing Examples of Novel Game Experiences W W w

# Priority requirement

11. Should we continue to choose theories for EMgine? YES (Step F.b.)

12.

The reasoning is the same as step 7.

Are there still emotion theories and/or models for EMgine to choose from? YES (Step G.b.)

EMgine has not yet considered all discrete theory candidates, so it continues its examination
to find one that better satisfies a requirement than Oatley & Johnson-Laird or that it can
disqualify.

Ekman & Friesen and Plutchik have different scores for three requirements (Table 7.9): RE2
(Output) (Ekman & Friesen Strong, Plutchik Good), RF4 (Ekman & Friesen Weak, Plutchik
Good), and RF5 (Ekman & Friesen Weak, Plutchik Strong). By scores alone, neither of
these theories satisfy any requirement better than Oatley & Johnson-Laird. Certainly not for
RF4 which Oatley & Johnson-Laird have a Strong score for. However, scrutinizing Ekman
& Friesen for RE2 (Output) and Plutchik for REF5 shows small but significant differences in
their support of those requirements.

For RE2 (Output), EMgine notes that Ekman & Friesen wrote their publication on facial
expressions for the general public (Appendix C.1.3). However, Oatley & Johnson-Laird’s
identification of basic emotions are partially based on and “[are] consistent with” Ekman &
Friesen’s findings (Oatley and Johnson-Laird, 1987, p. 33, 47). This implies that EMgine’s
overall design would not benefit from using Ekman & Friesen explicitly because it can leverage
these strengths implicitly through Oatley & Johnson-Laird.

Concerning Plutchik and RF5 (Appendix C.1.2), EMgine sees that it uses a colour wheel
analogy to describe the creation of “new” emotions based on how a layperson understands
“emotion combinations”. This does not require additional processes/data sources like Oatley
& Johnson-Laird do, which create “new/complex” emotions by adding semantic content to
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13.

14.

15.

16.

17.

18.

19.

“basic” emotions (Appendix C.3.5). This implies that EMgine would benefit from Plutchik as
it could support RF5 in entities with low complexity as required by RF7. Happily, Plutchik
also has a better score distribution than Ekman & Friesen (Seven to five Good scores and equal
counts of Disqualified and Strong scores). Therefore, EMgine chooses Plutchik to address fast,
primary emotions in its design scope while also improving coverage of RF5.

Can EMgine use multiple theories from the same perspective? NO (Step D.b.i.)

EMgine does not appear to need multiple discrete theories for (see step 4 for rationale) and
Ekman & Friesen’s benefits are implicitly captured by Oatley & Johnson-Laird (see Step 12
for rationale). Therefore, EMgine removes all remaining discrete theories from the candidate
pool.

Are there any unsatisfied or weakly satisfied requirements? NO (Step E.a.)

Every requirement remains satisfied with a minimum score of Good.

Should EMgine continue to choose theories? YES (Step F.b.)

One could stop here, ignoring the dimensional theories. The coverage of Oatley & Johnson-
Laird and Plutchik satisfies all requirements with a minimum score of Good. However, from
the perspective-level analysis (Chapter 6.3), EMgine knows that dimensional theories are
especially suitable for representing different types of affect and their interactions in a com-
mon space—which is promising for RF4—and afford more control over what emotions could
“do” in an NPC, which is promising for RF6. The additional design freedom afforded to
game developers for believable NPC behaviours suggests that including a dimensional theory
could increase EMgine’s overall flexibility. Therefore, EMgine continues the decision-making
process.

Are there still emotion theories and/or models for EMgine to choose from? YES (Step G.b.)

The dimensional theories remain, so EMgine examines these now. V-A and PAD Space
have identical scores except for one—RF5—which PAD Space scores higher on (Table 7.10).
Therefore, EMgine considers this model first.

The scores for PAD Space do not make it obvious if it better satisfies any requirement than
the coverage achieved with Oatley & Johnson-Laird and Plutchik. However, the rationale in
step 15 suggests that PAD Space could add new ways to address RF4 and RF6. Therefore,
EMgine chooses to include it to improve its coverage of these requirements.

Can EMgine use multiple theories from the same perspective? NO (Step D.b.i.)

There does not appear to be a benefit in including a second dimensional theory in EMgine.
Additionally, EMgine could construct V-A in PAD Space due to their overlapping dimensions
(Table 7.11), so there is no need to explicitly include it. Therefore, EMgine removes all
remaining dimensional theories from the candidate pool.

Are there any unsatisfied or weakly satisfied requirements? NO (Step E.a.)

Every requirement remains satisfied with a minimum score of Good.

Should EMgine continue to choose theories? YES (Step F.b.)

Answering this question with NO here does not change the outcome. For illustrative pur-
poses, EMgine chooses YES to show that this process terminates when every candidate
theory/model has been chosen or disqualified.
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Table 7.10: Summary of Support for High-Level Requirements by Dimensional Theories

V-A PAD
#* RF1 Independence from an Agent Architecture Y A
#* RF6  Allowing Developers to Specify How to Use CME Outputs pAALS PAA LS
#* RF7  Ability to Operate on Different Levels of NPC Complexity 1A w
# RFS8 Be Efficient and Scalable A W
#® RE1 Hiding the Complexity of Emotion Generation = =
# RE2 Having a Clear API (Input) - -
# RE2 Having a Clear API (Output) 1A w
#* RE4 Traceable CME Outputs - -
REF2  Choosing Which Tasks to Use = =
RF3  Customization of Existing Task Parameters - -
RF4  Allowing the Integration of Components PAAAS pAaLg
RF5  Choosing NPC Emotions ¥ pLAg
RE3  Minimizing Authorial Burden Excluded from analysis
RE5  Allowing the Automatic Storage and Decay of the Emotion State - -
RE6  Showing that Emotions Improve the Player Experience YAXS PAAS
RE7  Providing Examples of Novel Game Experiences PAAS Y&

# Priority requirement

20. Are there still emotion theories and/or models for EMgine to choose from? NO (Step G.a.)

Since EMgine chose not to use multiple theories from the same perspective, it disqualified
all theories/models except for the chosen three: Oatley & Johnson-Laird, Plutchik, and PAD
Space. The decision-making process ends.

This execution of the process for EMgine produced three theories that fully cover all its high-
level requirements: Oatley & Johnson-Laird because it has only Strong or Good scores for all
requirements; Plutchik because it provides additional, complementary support for RF5; and PAD
Space to afford more flexibility for RF4 and RF6 without detracting from Oatley & Johnson-Laird

and Plutchik.

7.3 Summary

Although somewhat subjective, examining each theory in the discrete, dimensional, and appraisal
perspectives and assigning them a categorical score reveals which high-level requirements they could

Table 7.11: Comparison of Dimensions in Dimensional Theories

. . Valence-Arousal PAD
Dimension
(V-A) (Mehrabian, 1996b)
Pleasure/Valence v v
Arousal v v
Dominance v
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satisfy and how well. It is clear that EMgine needs at least one appraisal theory because they are
the only ones that can satisfy component-level requirements. The next question is which and how
many appraisal theories EMgine should use, and if it also needs theories from the discrete and/or
dimensional perspectives.

EMgine must have an appraisal theory to specify cognitively generated/slow, secondary emo-
tions and a discrete theory for fast, primary emotions to satisfy EMgine’s design scope. Using
a systematic decision-making process, EMgine chose three theories to fully cover all its high-level
requirements (Table 7.12): Oatley & Johnson-Laird as its appraisal theory because it has the best
requirements score distribution with only Strong or Good scores; Plutchik as its discrete theory
because it provides additional, complementary support for RF5; and PAD Space, a dimensional
theory, because it affords more flexibility for RF4 and RF6 without detracting from Oatley &
Johnson-Laird and Plutchik. EMgine does not necessarily need to use PAD Space, so it can be
safely removed from the design if it proves difficult to integrate.

Table 7.12: Coverage of EMgine High-Level Requirements by Chosen Theories

O&JL Plu. PAD
# RF1 Independence from an Agent Architecture W\ﬁ’ Y PAAG
# RF6  Allowing Developers to Specify How to Use CME Outputs pAALg PAAS %X‘(\E
# RFE7  Ability to Operate on Different Levels of NPC Complexity %k\ﬁ Axd w
# RF8 Be Efficient and Scalable W\ﬁl PAAG PAe
# REl Hiding the Complezity of Emotion Generation %‘(‘ﬁ} = =
#® RE2 Having a Clear API (Input) W\ﬁ’ - -
# RE2 Having a Clear API (Output) %&‘ﬁ’ PAAS LA
#® RE4  Traceable CME Outputs W\ﬁ’ - -
RF2  Choosing Which Tasks to Use i&\ﬁ} = =
RF3  Customization of Existing Task Parameters %&(f - -
RF4  Allowing the Integration of Components PALA¢ PAAS %&\ﬁ}
RFE5  Choosing NPC Emotions PAAAS W‘ﬁ PAAS
RE3  Minimizing Authorial Burden Excluded from analysis
RE5  Allowing the Automatic Storage and Decay of the Emotion State %‘(\ﬁ - -
RE6  Showing that Emotions Improve the Player Experience AAS AXS PAAS
RET  Providing Examples of Novel Game FExperiences PAAG i e PAAg

# Priority requirement

Best satisfies requirement
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e EMgine’s high-level requirements are the evaluation perspective that it
views theories from the discrete, dimensional, and appraisal perspectives
from

e For each requirement and theory, notes record information from the Affect-
ive Science literature relevant to their evaluation

e After reviewing those notes, categorical scores show a theory’s “suitability”
for satisfying a requirement

e Assigned scores are at least partially subjective, which could change based
on how requirements and theories are understood and developments in af-
fective science

e Scores form the basis for selecting theories to based EMgine’s design on

e A combination of theories is best for EMgine as there are no strict restric-
tions on its design complexity and it takes advantage of each perspective’s
strengths while mitigating their weaknesses

e After examining their scores in Tables 7.4, 7.5, 7.6, and 7.7, EMgine uses
Oatley & Johnson-Laird (appraisal), Plutchik (discrete), and PAD Space
(dimensional)

-e@ .‘%? e
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Chapter 8

Interlude: Choosing Theories for
Other CMEs

Come with me if you want to live.

The Terminator, Terminator 2: Judgment Day

The vision for EMgine is to afford game developers a way to integrate emotion in their Non-
Player Characters (NPCs) such that they enhance player engagement. It also aims to give game
developers complete freedom to specify how to use its outputs (RF6) because they know how to
best engage players with “emotional” NPCs.

Due to the choice of theories, EMgine can provide both categorical (e.g. emotion types) and
dimensional (e.g. variables) data, which offers a wider range of mechanisms for expressing NPC
emotions. This is important because these mechanisms vary with the game—a text-based game
does not have the same ways to express NPC emotions as one with graphics, which itself varies
with resolution (e.g. 2D sprites versus 3D models). This also allows developers to specify how
EMgine synchronizes with other game elements (e.g. camera, story manager) that might have their
own concept of “emotion” to create a cohesive, contextually-relevant player experience (PX). The
methodology and decision-making process led to three theories—Qatley & Johnson-Laird, Plutchik,
and PAD Space—that support the vision for EMgine (Section 7.2.2). This begs the question: is
the methodology useful for choosing theories for Computational Models of Emotion (CMEs) with
different requirements and/or scope?

8.1 Sketch of Choosing Theories for a CME that Expresses Emo-
tion

Another kind of CME that is beneficial for games—and complementary to one that generates
emotion—is one that selects an NPC’s facial expression based on its current emotion. During
player-NPC dialogue interactions, the NPC’s facial expression often conveys more information that
influences a player’s response because “the face is one of the most powerful channels of nonverbal
communication” (De la Torre and Cohn, 2011, p. 377). For example, Orgnar’s expression helps
convey how he feels about different conversation topics to add “flavor” to the interaction, while
Samara’s expression shows us her grief for her estranged daughter which could interest a player in
other conversation options that could lead to new tasks or missions (Figure 8.1).

It is common for Ekman & Friesen to appear in CMEs that model facial expressions (Hudlicka,
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(a) Orgnar from The Elder Scrolls V: (b) Samara from Mass Effect 2 (BioWare, 2010)
Skyrim (Bethesda Game Studios, 2011)

Figure 8.1: Character dialogue screens where their facial expressions are a prominent aspect of
the interface and contribute to the interaction

2014b, p. 4). This is an expected outcome for this short example of a facial expression-oriented
CME—EMgine/Express—aimed at character dialogue screens where the character’s face is prom-
inently visible:

1. Reviewing the high-level requirements (Chapter 6.1) with respect to generating facial expres-
sions from emotion labels or dimensions/appraisal variables, RF6 and RE7 no longer apply
because EMgine/Express targets a specific output method with a specific purpose (facial
expressions in NPC dialogue screens)—there is no need to account for emotion expression
mechanisms or their influence on CME processes. RE1 is also no longer applicable because
EMgine/Express gives the designer control over how and when a character shows their emo-
tion, which requires some level of understanding of those mechanisms/rules. RE5 might still
apply if game designers want to treat the “decay” of facial expressions separately from the
emotions themselves. The remaining requirements are still applicable to EMgine/Express.

2. For the design scope (Chapter 6.2), EMgine/Express focuses on Emotion Effects on Behaviour
because facial expressions are an observable (i.e. external) behaviour of an internal emotion
state. Since it is targeting NPC dialogue screens where their face is visible, EMgine/Ex-
press scopes the NPC’s embodiment to those that include a face. Finally, EMgine/Express
chooses to focus on the emergent emotions emotion component because it is not eliciting
emotions (primary and secondary emotion components), reasoning about them in connection
with other aspects of the NPC (emotional experience), nor connecting facial expressions into
the NPC’s internal systems (mind-body interactions). Including these components requires
assumptions about the NPC’s other elements and additional aspects of its embodiment that
EMgine/Express does not want to make.

3. From the examination of the perspectives of emotion (Chapter 6.3), EMgine/Express chooses
to delve into discrete theories because they categorize emotion types by their observable fea-
tures that laypeople typically recognize. It also chooses to delve into dimensional theories
because they can relate different types of affect. Their numerical representation might be
also useful for generating “in-between” expressions for more fluid animation transitions. EM-
gine/Express will not examine the appraisal and neurophysiological theories because of their
focus on internal processes and their relative complexity.
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4. After analyzing each candidate theory in the discrete and dimensional perspectives with
respect to the high-level requirements (Chapter 7.1), EMgine/Express derives the example
scores shown in Table 8.1. Finally, it begins the decision-making process (Chapter 7.2):

(a)

EMgine/Express prioritizes requirements that enforce a game developer’s ability to tailor
an NPC’s expressions (perhaps in collaboration with their character artist(s)) in their
chosen development environment easily and to ensure that players can observe the results
with minimal effort so that it does not interfere with the intended message. Therefore,
it prioritizes RF1, RF3, RF5, RF7, RF8, RE2, RE3, RE4, and RE6.

For the initial theory, EMgine /Express sees that: V-A and PAD Space weakly satisfy pri-
ority requirements RF1, RE2, and RE6; Izard weakly satisfies RF5; and Plutchik weakly
satisfies RE6. Since Ekman & Friesen have only Strong and Good scores for all priority
requirements, it is the best option for an initial theory. Therefore, EMgine/Express
chooses it.

This makes sense because Ekman & Friesen focus on facial expressions as an indicator
of emotion kinds (Ekman, 2007) and has a well-known system for identifying facial
expressions from facial muscle movements (Ekman et al., 2002). This makes it ideal for
guiding the design of a system that controls them. This example also illustrates that
relying on counts of Strong alone is not reliable because Ekman & Friesen, V-A, and
PAD Space have equal counts of Strong scores.

For argument’s sake, EMgine/Express assumes that it can use multiple theories. They do
not have to be from the same perspective, nor be the only one chosen from a perspective.
Now EMgine/Express must decide if it should continue the decision-making process or

Table 8.1: Example Scores for EMgine/Express, a Facial Expression-Oriented CME

Discrete Dimensional
Ekman & Friesen Izard Plutchik V-A PAD Space
# RF1 PAAS PAAS PAAS PAG PAS
RF2 PAAS PAKS PAAG PAAAS PAAAS
% RF3 PAALS PAAS PAAS PAAAS PAAAS
o e1s RF4 PAAA PAXS PAS PAAAS PAAAS
Flexibility % REF5 e vs e e e
RF6 Not applicable
# RF7 PAAAS PAAG PAe PAAAS PAAAS
#% RFS8 PAXS PAKS PAAS PAAAS PAAAS
RE1 Not applicable
# RE2 PAAAS PAAAS PAAS w PAS
# RE3 PAAAS PAAAS PAAS PAAAS PAAAS
Ease-of-Use # RE4 PAAAL PAAAS PAS PAAd PAAd
RE5 W w AS PAAAS PAAAS
% REG6 PAAAL PAAAL Ve PAS Ve
RET Not applicable

# = Priority Requirement

W= Strong, W= Good, %= Weak, — = Disqualified
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(2)

end it. Ekman & Friesen have only one weakly satisfied requirement and it is not a
priority one (RE5). Although it could stop the process here, EMgine/Express chooses
to continue because there are only four other options to examine and it will be easy to
exhaust them.

In this cycle, EMgine/Express compares the discrete theories and finds that Izard also
uses facial expressions as an indicator of emotion kinds (Izard, 1977) and has a system
for identifying facial expressions from facial muscle movements (Izard, 1995) like Ekman
& Friesen. Izard also appears to identify more expressions than they do. However, Izard
is unable to better satisfy any requirement than Ekman & Friesen, so EMgine/Express
disqualifies it.

Later, EMgine/Express might use Izard to justify the configuration of expressions for
emotion kinds that Ekman & Friesen do not specify (e.g. Interest, Shame (Izard, 1977,
1971)). Ekman & Friesen could implicitly support this due to their significant overlap
and by specifying them as a “blend” of other expressions (Ekman, 2007, p. 3, 69).

Continuing the selection process, EMgine/Express examines Plutchik. This theory iden-
tifies emotion kinds by their intended “effect” (e.g. Fear has the intended effect of
“Protection”) (Plutchik, 1984) and does not explicitly connect them to expression mech-
anisms. Since EMgine/Express is focusing on facial expressions specifically, it chooses
to disqualify Plutchik from the candidate pool.

EMgine/Express now considers V-A and PAD Space because they can satisfy RF2, RF8
(a prioritized requirement), and RE5 better than Ekman & Friesen. In this case, V-A
and PAD Space have identical scores for all requirements so EMgine/Express must look
more closely to see which, if either, one it chooses to use.

People tend to judge facial expressions in a circumplex structure along the V-A di-
mensions (Barrett and Bliss-Moreau, 2009) and researchers have connected these di-
mensions to individual facial muscle movements (Smith and Scott, 1997). PAD Space
also makes some connections between its dimensions and facial expressions (Mehrabian,
1980, p. 186), although they are less defined than V-A. However, PAD Space offers an
additional dimension that developers can manipulate to produce more variation in NPC
expressions while retaining the benefits of the V-A dimensions (Bakker et al., 2014).
Therefore, EMgine/Express chooses PAD Space over V-A.

In the previous step EMgine/Express reasoned that PAD Space could adequately capture
V-A within itself, so it disqualifies V-A. The decision-making process now stops because
there are no more theories to choose from.

By following the methodology and decision-making process, EMgine/Express first chose Ekman
& Friesen—an expected outcome—and found that PAD Space could also be useful. Existing fa-
cial expression-generating CMEs have combined these theories successfully (Bidarra et al., 2010;
Breazeal, 2003)%2, implying that they are reasonable outcomes.

!The Soul (60) and Kisme