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ABSTRACT

Context. Microservice architectures are an emergent service-oriented paradigm widely used in industry to develop and deploy scalable software systems. The underlying idea is to design highly independent services that implement small units of functionality and can interact with each other through lightweight interfaces. Objective. Even though microservices are often used with success, their design and maintenance pose novel challenges to software engineers. In particular, it is questionable whether the intended independence of microservices can actually be achieved in practice. Method. So, it is important to understand how and why microservices evolve during a system’s life-cycle, for instance, to scope refactoring and improvements of a system’s architecture or to develop supporting tools. To provide insights into how microservices evolve, we report a large-scale empirical study on the (co-)evolution of microservices in 11 open-source systems, involving quantitative and qualitative analyses of 7,319 commits. Findings. Our quantitative results show that there are recurring patterns of (co-)evolution across all systems, for instance, “shotgun surgery” commits and microservices that are largely independent, evolve in tuples, or are evolved in almost all changes. We refine our results by analyzing service-evolving commits qualitatively to explore the (in-)dependence of microservices and the causes for their specific evolution. Conclusion. The contributions in this article provide an understanding for practitioners and researchers on how microservices evolve in what way, and how microservice-based systems may be improved.

1. Introduction

Microservices have originated from industry, and only recently researchers started to explore them (Joseph and Chandrasekaran, 2019). For instance, researchers have proposed methodologies for migrating systems towards microservices (Kecskemeti et al., 2016; Wolfart et al., 2021), developed tools for benchmarking (Siriram and Wenisch, 2018) and identifying microservices (Assunção et al., 2022; Assunção et al., 2021; Carvalho et al., 2020), studied the pros and cons of microservices (Bogner et al., 2019; Viggiato et al., 2018; Vučković, 2020), or explored relations to other research fields, such as product-line engineering (Assunção et al., 2021, 2020; Benni et al., 2020; Krüger et al., 2022). In such works, maintaining and evolving microservices has been identified as a highly important challenge. Specifically, the high independence of microservices is intended to allow developers to separately evolve individual microservices. However, the technological heterogeneity and potential design misconceptions have caused concerns regarding this assumption—resulting in the perception of co-evolving microservices. For example, dependencies may be caused by the additional interfaces required to integrate heterogeneous technologies (e.g., breaking APIs (Zdun et al., 2020)), intertwined microservices that address similar functionality (e.g., not enough separation of concerns (Waseem et al., 2021)), or microservices heavily building on each other (e.g., feature interactions (Benni et al., 2020)). The consequent dependencies complicate the evolution and maintenance of...
microservice-based systems, which can cause unnecessary costs, bugs, and design flaws (Bogner et al., 2019; Sampaio Jr. et al., 2017; Vučković, 2020).

In this article, we report an empirical study of how such dependencies manifest during the evolution of microservices, essentially asking: **How do microservices evolve?** For this purpose, we analyzed 7,319 commits of 11 open-source microservice-based systems. Particularly, we distinguished between different types of evolution (i.e., technological, services, miscellaneous) and recurring patterns (e.g., independent evolution, evolution in tuples) based on a quantitative analysis. The results of this analysis show that several microservices typically co-evolve with each other. However, we also observed that changes are commonly unrelated to a system’s microservices that represent business logic (i.e., they primarily relate to technological or miscellaneous changes). To understand the reasons for microservice co-evolution, we performed a qualitative analysis on a subset of the commits to manually identify the respective causes.

In detail, we contribute to the following in this work:

- We report a quantitative analysis of how microservices (co-)evolve, separating different types of evolution by identifying recurring patterns.
- We describe a qualitative analysis to understand why microservice (co-)evolve along the patterns identified.
- We discuss the implications of our findings on the established notion of independent microservices.
- We publish our material in an open-access repository.¹

Our insights help understand, assess, and potentially resolve unintended or expensive co-evolution of microservices, for instance, by refactoring and improving a system’s architecture. Additionally, our findings can help researchers understand the evolution of microservice-based systems, which can guide the design of new techniques for supporting developers.

The remainder of this article is structured as follows. In Section 2, we describe the methodology we employed for our empirical study. We present and discuss the results to our research questions in Section 3. Then, we discuss threats to the validity of our study in Section 4. In Section 5, we describe the related work for this article. Finally, we conclude and present our lessons learned in Section 6.

### 2. Methodology

To address our research goal of understanding microservice evolution, we decided to conduct a **multi-case study** (Yin, 2018). Thus, we analyzed, in a homogeneous way, a number of microservice-based systems to obtain in-depth insights, while also improving on a single case study. In this section, we explain the design of our study. We display an overview of our methodology in Figure 1.

¹Submitted as supplementary material, will be put on Zenodo.

### 2.1. Research Questions

When studying microservice architectures, state-of-the-art research focuses on aspects such as (i) migrating to microservices (Kecskeméti et al., 2016; Wolfart et al., 2021), (ii) structural and dynamic dependencies (Esparrachiari et al., 2018), or (iii) smells and patterns (Neri et al., 2019; Taibi et al., 2020). In contrast, we explore the evolution of microservices in open-source systems to understand whether and how these may co-evolve, complementing such research. To execute our multi-case study, we leveraged version-control data by analyzing commits as well as atomic changes. For example, a commit can comprise changes to multiple files, each of which we consider an individual atomic change (see Section 2.3 for more details).

We used this data to tackle two research questions:

**RQ1** **How do microservice-based systems evolve?**

First, we studied how microservices have evolved in our 11 open-source subject systems. To this end, we manually labeled (cf. Section 2.4 for more detailed definitions) the atomic changes of each system to distinguish whether the evolution was **technical** (e.g., library updates), **service**-driven (e.g., updates on a microservice’s functionality), or due to something system specific that we classified as **miscellaneous** (e.g., updating icons). Using a quantitative analysis, we identified four recurring observations that help understand and manage the evolution of microservices.

**RQ2** **Why do microservice-based systems evolve in that way?**

Second, we aimed to understand the causes for our observations. To this end, we used a qualitative analysis in which we studied relevant commits (e.g., code changes, commit messages, issues, and pull-requests) and the systems’ documentations (e.g., documented architectures). For instance, we identified technical issues (e.g., dependencies between microservices) and development practices (e.g., tangled commits) to cause some of our observations.

Based on our findings, we discuss implications for the evolution of microservice-based systems, and for the assumption of independence between individual microservices.

### 2.2. Subject Systems

Since microservices are intended to represent the business logic of a system, there are not many architectures available outside of industrial settings in which non-disclosure agreements are required. In parallel, due to the popularity of the microservice paradigm, searching for open-source projects “in the wild” returns thousands of toy examples. To mitigate these problems of selecting suitable subject systems, we inspected all projects listed on a curated GitHub list² of microservice-based systems (Rahman et al., 2019). This list is becoming a **de facto** standard in research related to analyzing open-source microservice architectures. Using such a curated

---

¹https://github.com/davetailibi/Microservices_Project_List

²https://github.com/davetailibi/Microservices_Project_List
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**IC** _3_ The system must have received updates at least until 2018 to reflect on recent microservice evolution. Note that we cloned the systems with all of their branches (which we also analyzed) in the beginning of 2021.

The first and third authors agreed that 13 systems fulfilled our criteria, while 23 did not.

Regarding 19 of the 55 systems, the two authors had opposing opinions (4) or were both unsure whether to include them (15), for instance, because the authors perceived the number of commits as too small (IC _2_ ) or the additional documentation as too limited (IC _1_ ). For these 19 cases, the second author performed an independent review, which recommended the exclusion of all of these cases. We derived a final decision for all 55 projects during a discussion among the three authors in which especially the second author justified why the 19 systems should be excluded. Note again that those were the cases for which at least one of the other two authors was tending towards exclusion already (with one exception tending towards inclusion before), and we agreed that the concerns were justified (e.g., that the additional documentation did not provide information on the microservices, but only on libraries or frameworks used).

In Table 1, we present the 13 systems we considered as potentially feasible for our multi-case study. These were maintained for a reasonable time (IC _3_ ), had a size that is comparable to systems used in other empirical studies on microservices architectures (IC _2_ ), and contain enough documentation to support the identification of the different services and infrastructure technologies in the source code (IC _1_ ). We then continued with preparatory analyses to gain a first understanding of the 13 systems.

During these preparatory analyses (i.e., commit labeling as we describe in Section 2.4), we identified a few issues with two of the systems:

- **S04** is larger than all other systems (3,917 commits; 113,418 atomic changes), and represents by itself 50% of the dataset. This posed technical challenges (e.g., manually analyzing all changes in spreadsheets) and would introduce either imbalance or sampling bias into our dataset.

- **S13** has been a multi-repository project in which each service resides within an own repository, and thus was unsuitable for our analysis workflow. Precisely, changes to the microservices are split into the different repositories, which means that the evolution looks completely independent, even though it may not be (i.e., co-evolution is not represented by atomic changes being tangled in commits and requires extensive expert knowledge about the system to identify).

In a consequent discussion of the labeling process, we decided to exclude these two systems (we list them in Table 1 for completeness and consistency). The rationale behind these two exclusions differs. We excluded S13, because of its multi-repository structure preventing the identification of any co-evolution in the version-control system—making it unsuitable
for our research methodology. In contrast, we excluded S04 to support a homogeneous study of the systems. Analyzing such a system would require to sample the change dataset to conduct a manual labeling with reasonable effort. Doing so, we would have to also sample all other systems following the same sampling methodology. As a result, and after having consulted experts in research data management, we preferred to provide a homogeneous and complete analysis of the remaining 11 systems, instead of analyzing a sampled dataset. It is also important to note that sampling can introduce bias when datasets are unbalanced, which is the case in this study.

Finally, we continued with the 11 systems we summarize in Table 1 into our actual study. We can see in Table 1 that the systems are highly diverse regarding their sizes, programming languages, number of contributors, and the number of commits we could analyze; spanning a period from 2014 until early 2021. Note that main languages refers to those programming languages (excluding HTML, CSS, etc.) that had contributed to more than 5% to a system according to GitHub’s statistics when we extracted the data. Furthermore, we included only a single academic system that provides a benchmark (S01), while the other systems have been developed by industry—or at least by practitioners (i.e., the repository is owned by a developer, not a company or institution). One of the systems (S02) is a real-world product of an organization, while most systems serve as reference systems. Thus, they provide a reference architecture for demonstrating how to implement certain systems (e.g., webshops) based on microservice technologies. While potentially not ideal (i.e., they do not represent actual products, but these are rarely available), these systems have been developed by practitioners and are intended to guide the development of microservice-based systems.

Most systems are small to medium-sized in terms of lines of code (between $\approx 1,000$ and $\approx 400,000$) as well as microservices (between four to 16). However, if we identify problems with co-evolution already for such smaller and more manageable systems, we argue that it is likely that similar patterns occur for large systems with hundreds or thousands of developers and microservices. Consequently, we argue that these systems are suitable for our multi-case study. Additionally, the selected systems also involve authority projects (the academic and two reference systems), namely by the Descartes group (S01), Google (S05), and Microsoft (S11). Overall, we argue that our subject systems represent a diverse and appropriate sample to understand the evolution of real microservice-based systems.

2.3. Formalizing Changes

Version-control systems are designed to record and track the different versions of a given piece of software. Several formalisms exist to model how such versions are reified and managed (Ananieva et al., 2022a,b, 2020; Conradi and Westfechtel, 1998; Hindle and German, 2005). Industrial systems like CVS,3 SVN,4 or Git5 follow an operational description method, by documenting their internal structure (Chacon and Straub, 2014). Other systems like Mercurial,6 Darcs,7 or more recently Pijul,8 provide a fully-fledged formal representation. The most known one is the patch theory popularized by Darcs (Jacobson, 2009). In this model, software is considered as a sequence of patches, applied sequentially to build a given version. Denoting $R_n$ a given revision of a software and $P = [p_1, \ldots, p_n]$ the sequence of patches recorded to build it, we can rebuild any intermediate release $R_i$ of $R_n$ by applying a sub-sequence of $P$ (with $i < n$). This ability is essential when mining software history, as it gives access to each step used to develop the system.

A common point to all of these models is that they support the extraction of information regarding how a given software was written. We rely on Git, which is one of the most commonly used version-control systems at the time of writing. So, for the sake of conciseness, we rely on Git vocabulary only. It is important to note that these concepts can be translated to any version-control systems. Using Git, developers have access to versioning operations at the file system level, such as adding or removing files from the versioning history. They can assemble all their changes (e.g., a new file was added, an old file was deleted, or some modification were made to an already versioned file) in a commit, which records a consistent set of atomic changes into the version-control system, in a transactional way. In a nutshell, a commit $C_n$ records the status of the system at a given time $t_n$, storing all the changes made to the system between $t_{n-1}$ and $t_n$.

As a consequence, from a descriptive point of view, we can consider a change as a pair (file, modifier), where file is a reference to a given file (e.g., a path) and modifier is one of the modification type recognized by the version-control system (e.g., add, delete, or modify). A commit $C$ is defined as a triple binding together an unordered collection of independent and atomic changes $\{c_1, \ldots, c_n\}$, an author, and a timestamp. Formal models like the patch theory also include operational semantics to formalize how changes are applied to concretely build a piece of software. However, considering that this article is about observing which changes were made while developing microservices, we stay at the description level.

2.4. Commit Labeling

Before our actual case analyses, the first and third authors independently labeled the commits $C_i$ of each system by labeling each atomic change $\{c_1, \ldots, c_i\}$ stored in these commits. For this purpose, they manually analyzed commit messages, code changes, as well as all associated documentation (e.g., pull requests or issues) to understand the evolution of each system. This step was essential to understand the architecture.
of all systems we studied in this work, and to enable us to discriminate the nature of each change made to the system in a comprehensive way. After this manual analysis, both authors derived regular expressions (examples in quotations, see also Table 1) to semi-automatically distinguish three types of atomic changes based on file types, code changes, and commit messages.

We remark that these types of changes reflect on the state-of-practice distinguishing between technical and business-driven (i.e., service) changes:

Technical (T) changes represent changes to the technologies that enable the development of the actual microservices, for instance, to underlying frameworks, libraries, or the architecture. Consequently, such changes are not directly related to the (functional) business logic of microservices. This type of change includes changes related to the deployment environment (e.g., Docker, Kubernetes), the build process (e.g., update to the continuous integration pipeline), or dependencies (e.g., changing a dependency in a Maven descriptor). For example, after a manual analysis of the technologies used in a given system, we could capture its architectural changes by looking for specific configuration files. Specifically, we used “config” as keyword in combination with “.*\.xml$|.*\.properties$|.*\.config$|.*\.json$” as regular expression for file types.

Service (S) changes are concerned with evolving the business logic of the system, and not the underlying technology. We tailored the respective labels and expressions individually to each system we analyzed based on manually identified boundaries (i.e., using the system’s documentation) of each bounded context that defines a microservice inside a certain system. All the analyzed systems follow the good practice of isolating services into modules (e.g., package or maven modules in Java, modules in Go and Python) that are reflected as directories at the file system level. Our manual analysis here was to identify which sub-parts of these directories where containing the business code, and to capture such information into a regular expression. For example, in a system where the customers package contains all the business logic related to business-driven customer management as Java classes, we tracked the evolution of the services with the following regular expression: “.*customers\.*java$”.

Miscellaneous (M) changes are associated to file types that are highly specific to the system and not concerned with technical or service changes, such as updating icons or publishing a static web user interface. For example, the user interface layer of a system using the Java Server Face technology (where web pages are implemented as Java classes, modules in Go and Python) that are reflected as directories at the file system level. Our manual analysis here was to identify which sub-parts of these directories where containing the business code, and to capture such information into a regular expression. For example, in a system where the customers package contains all the business logic related to business-driven customer management as Java classes, we tracked the evolution of the services with the following regular expression: “.*customers\.*java$”.

---

### Table 1
Overview of the 11 subject systems we included in our multi-case study.

<table>
<thead>
<tr>
<th>id</th>
<th>origin</th>
<th>type</th>
<th>main languages</th>
<th>ms</th>
<th>loc</th>
<th>cont</th>
<th># from</th>
<th>until</th>
<th>period</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>Academia Benchmark</td>
<td>Java</td>
<td></td>
<td>9</td>
<td>31,740</td>
<td>17</td>
<td></td>
<td>47ebf3a</td>
<td>a794f0b</td>
</tr>
<tr>
<td>S02</td>
<td>Industry Product</td>
<td>Java</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S03</td>
<td>Industry Reference</td>
<td>Java, JavaScript</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S04</td>
<td>Practitioner Reference</td>
<td>Java, JavaScript</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S05</td>
<td>Industry Reference</td>
<td>Python, Go, C#</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S06</td>
<td>Industry Reference</td>
<td>shell (C#, Java, TypeScript)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S07</td>
<td>Practitioner Reference</td>
<td>Java, JavaScript</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S08</td>
<td>Practitioner Reference</td>
<td>C#</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S09</td>
<td>Practitioner Reference</td>
<td>JavaScript, PHP, Java, Python, shell</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td>Practitioner Reference</td>
<td>Go</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>Industry Reference</td>
<td>Java, JavaScript</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td>Industry Product</td>
<td>Java</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S13</td>
<td>Academia Benchmark</td>
<td>Java</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(...): languages in nested repository; ms: number of microservices; loc: lines of code; cont: number of contributors.
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Note that we derived the respective expressions for each system individually (since each system used different architectures and technologies), and manually validated the automatic classification. Each expression (see Figure 2 for an example overview) is a more specific description of a change’s purpose, and we relied on an open-coding-like process to derive the expressions from the investigated artifacts. Through this step, for each system, we obtained a label for each unique atomic change $c_i$. The labeling process ensures that only one label is associated to each atomic change, and that all changes are labeled inside a given system to ensure consistency. In a functional way, we rely on a function $\text{label}(c_i) = T|S|M$.

After labeling all changes, the two authors cross-validated whether the regular expressions of each system were reasonably by manually comparing the other authors’ expressions to a sample of labeled commits and the atomic changes therein of the respective systems. The inspection did not reveal unfeasible or wrongly assigned labels. As commits are defined as sets of atomic changes, a given commit can contain changes of different nature (i.e., with different label). Since all changes are labeled, a commit has at least one (it is uniform, all changes are of the same nature) and up to three labels. The labels associated to a given commit are the union of the labels associated to each of its atomic changes. As a result, the label(s) associated to a given commit $C_i$ are the powerset of $S, T, M$ (excluding the empty set): $\text{labels}(C_i) \in \{ \{T\}, \{S\}, \{M\}, \{T, S\}, \{T, M\}, \{S, M\}, \{T, S, M\} \}$. In summary, we can investigate atomic changes (i.e., individual code changes) and their tangling in commits (i.e., a set of atomic changes that have been submitted together) when analyzing the evolution of microservices.

2.5. Case Analyses

To address our research questions, in a first step, we performed descriptive (e.g., descriptive statistics) and exploratory (e.g., plotting microservice co-evolution) analyses of the labeled commits and atomic changes to obtain an overall understanding of the systems’ evolution. In particular, we investigated the distributions of change types across our dataset, in each of the systems, and regarding their (co-)evolution (see Figure 7 for visualizations we used). Based on this analysis, we obtained a deeper understanding of the microservice evolution in our subject systems, which we used to observe trends. Each of these trends represents observations we made multiple times in our dataset. For instance, some microservices evolve almost always independently, while others almost exclusively co-evolve.

In a second step, we aimed to understand the causes for the recurring observations. For instance, we found that most (co-)evolution in our subject systems has been caused by technical changes. To focus on actual microservice evolution (i.e., the business logic of the systems), we extended our analysis and focused only on this type of change. For this purpose, we re-visited each system’s documentation (e.g., wiki pages, pull-requests, discussions, and readme) and architecture (e.g., reverse engineered class diagrams, models in the documentation) to identify microservices defined by the developers using an open-coding-like process (i.e., we collected services the developers explicitly named in the documentation and causes for each service change, such as performance issues or bugs, reported in commit messages or other documentation). Then, we assigned each service change to its corresponding microservice by mapping the identified names to pull requests, commit messages, code comments, or the actual source code and by considering whether the evolved code or files belong to a specific service. Using this mapping, we created UpSet plots (Lex et al., 2014) to visualize the co-evolution of the microservices (cf. Figure 9 for an example). Based on the documentation, our plots, and the source code, we refined our previous observations. In particular, we discussed the manually elicited causes for service changes we identified during our analysis to understand why the recurring observations occur.

3. Findings & Discussion

In this section, we describe our observations on microservice evolution and aggregate them into findings (F). We then discuss possible causes for these findings based on the insights we obtained while analyzing the evolution histories of the systems manually. Building on the first step of our case analysis (cf. Section 2.5), we focus on the quantitative analysis of our data, aiming to understand coarse-grained evolution trends (e.g., what type of changes are the main drivers of evolution and how they co-evolve). Then, based on removing the technical noise and incorporating more of our qualitative analysis during the second step, we describe more fine-grained observations regarding the evolution of actual microservices. Note again that we relied on atomic changes or commits during our analysis, depending on the respective goals (e.g., we considered commits to investigate the tangling of service atomic changes). For simplicity, we use tuples to express a certain combination of atomic changes, for instance, $<t, s, m>$ refers to technical ($t$) and service ($s$) changes (e.g., when comparing them or investigating their tangling in commits) and excludes (m) miscellaneous (m) changes.

3.1. Coarse-Grained Evolution

To obtain a first understanding of how microservice-based systems evolve, we consider individual (i.e., each system individually) and global (i.e., across all systems) evolution trends in our 11 subject systems. In detail, we observe these trends in terms of what the primary type of changes is in each subject system. For this analysis, we focus on the amount of atomic changes to each system’s artifacts (e.g., modifications of configurations or libraries represent technical atomic changes).

Observations (RQ1). At first, we compared the distributions of labels we assigned to each atomic change within each system in our dataset. In Table 2, we summarize for each subject system the amount (in per cent) of each type of change: technical, service, and miscellaneous. For each system, we defined that it is driven by a certain evolution trend based on the type of change that accounts for the
How do Microservices Evolve?

atomic changes
labels
BUILD
DOCS
CI_CD
DEPL
ENV
CONFIG
TESTS
WEB_UI
DB
MONITORING
DISCOVERY_SERVER
technical
service
miscellaneous
CONFIG_SERVER
SERVER
SAMPLES
CLIENT_SERVICE
ADMIN_SERVER
VETS_SERVICE
CUSTOMER_SERVICE
API_GATEWAY
VISIT_SERVICE
V1

Figure 2: Labels assigned to the atomic changes of S03, highlighting for the type of change (technical, service, miscellaneous).

Table 2
Coarse-grained evolution trends of atomic changes.

<table>
<thead>
<tr>
<th>system</th>
<th>t (%)</th>
<th>s (%)</th>
<th>m (%)</th>
<th>trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>41.74</td>
<td>37.59</td>
<td>20.67</td>
<td></td>
</tr>
<tr>
<td>S02</td>
<td>14.09</td>
<td>84.73</td>
<td>1.19</td>
<td>s</td>
</tr>
<tr>
<td>S03</td>
<td>32.25</td>
<td>18.41</td>
<td>49.34</td>
<td>m</td>
</tr>
<tr>
<td>S05</td>
<td>58.50</td>
<td>41.27</td>
<td>0.23</td>
<td>t</td>
</tr>
<tr>
<td>S06</td>
<td>55.74</td>
<td>38.93</td>
<td>5.33</td>
<td>t</td>
</tr>
<tr>
<td>S07</td>
<td>48.17</td>
<td>31.73</td>
<td>20.10</td>
<td>t</td>
</tr>
<tr>
<td>S08</td>
<td>76.75</td>
<td>20.81</td>
<td>2.44</td>
<td>t</td>
</tr>
<tr>
<td>S09</td>
<td>63.42</td>
<td>23.70</td>
<td>12.87</td>
<td>t</td>
</tr>
<tr>
<td>S10</td>
<td>40.27</td>
<td>23.15</td>
<td>36.58</td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>57.58</td>
<td>7.66</td>
<td>34.76</td>
<td>t</td>
</tr>
<tr>
<td>S12</td>
<td>51.60</td>
<td>31.65</td>
<td>16.76</td>
<td>t</td>
</tr>
</tbody>
</table>

t: technical, s: service, m: miscellaneous

highest amount of atomic changes. Note that we consider a system to follow a certain trend only if the predominant type of change occurs at least 15% more often than the next type of change (typically, it is much more, e.g., 61.35% for S08). These 15% serve as a sanity check to discard small majorities (e.g., 4.15% for S01) and increase our confidence in the trend, since we cannot conduct a statistical test for this purpose. Out of the 11 systems, and despite the claim of microservices being “business-oriented” (i.e., they should be primary concerns of evolution), we only observed a single service-driven evolution trend (S02). In contrast, we can see seven technical-driven (S05, S06, S07, S08, S09, S11, S12) and one miscellaneous-driven evolution trends (S03). Two of the systems do not exhibit a certain trend (S01, S10), since the difference between at least two types of changes is less than 5% in both (i.e., <t,s, _> and <t, _, m>, respectively).

In Figure 2, we display a bar chart with the amount of atomic changes in S03 together with their more fine-grained expressions. We can see that miscellaneous changes are predominant, primarily driven by changes to the web user interface (WEB_UI). For this case, we considered the user interface to represent miscellaneous changes, since it has been implemented as an independent application instead of a reusable microservice, and thus it is system-specific. The evolution of this user interface contributes to around 46% of the changes in the system (3,963 atomic changes).

For two systems, namely S01 (cf. Figure 3) and S10 (cf. Figure 4), we found no type of change that clearly outperforms the other two. Regarding S01, we can see a tie between technical and service atomic changes, while for S10 the tie is between technical and miscellaneous atomic changes. Note that both ties involve the technical type of change. In the same direction, technical atomic changes are predominant in seven systems and occur more often than service atomic changes in all but one system (S02). As we can see in Figure 3, technical atomic changes include building (BUILD), deploying (DEPL), configuring (CONFIG), and testing (TESTS) a system, as well as setting up its environment (ENV, LIBS). Interestingly, our more detailed analysis revealed that even S02 with 16 microservices may not be as dominantly service-driven as it seems. In fact, many of the service atomic changes represent refactorings, because S02 seems to have been involved in a large re-engineering.

In Figure 5, we display box-plots to compare between the three types of changes across all of our subject systems. We can see that, on average, more than half of all atomic
changes in our dataset represent technical changes. Changes to the actual business logic (i.e., microservices) or system specifics (i.e., miscellaneous) each occur in less than 25% of the atomic changes. Moreover, we can see that miscellaneous changes vary the most, while service changes are comparably constant across the systems (with S02 being a drastic outlier).

**F1:** **Evolution is Rarely Service-Driven**

Out of the 11 systems, only one exhibits a service-driven evolution trend, while technical atomic changes represent the majority of evolution across all systems.

**Discussion (RQ2).** The fact that technical atomic changes are predominant in the life-cycle of our subject systems (seven out of 11 trends) is caused by the distributed and heterogeneous nature of microservice-based systems (Dragoni et al., 2017; Soldani et al., 2018). For this reason, microservice-based systems involve many technical components, for instance, to support communication (e.g., commits with a focus on implementing or changing proxies), deployment (e.g., atomic changes in Docker files), or to improve a system’s security (e.g., changes related to authentication and cryptography mechanisms). In the seven systems driven by technical changes, a common trend is that a large amount of changes is related to deployment (e.g., Dockerfiles, deployment scripts) and configuration (e.g., properties or JSON file containing configuration options for service registry, database, or external providers). For instance, this represents up to 40% of all the changes involved in S11. Two outlier projects (S07, S12) exhibit a significant amount of changes in their build system (a mix of Makefiles and Maven configurations), which we can explain due to these systems relying on external dependencies for concerns, such as load-balancing, API gateway exposition, and circuit breaking. A tremendous effort is spent in these projects to keep up to date with the release cycle of such external libraries. Interestingly, none of these two projects is using automatic tooling like Dependabot\(^{10}\) to keep track of such dependencies.

Other systems that exhibit miscellaneous-driven trends (e.g., S03) differ from this trend, due to their mono-repository culture that integrates microservices with other applications (i.e., web user interface). Consequently, the version history is unbalanced towards miscellaneous changes. S01 is particularly interesting to observe, since its technical dependency heavily relies on modifying the build configuration as well as its environment. This system does not exhibit a technical trend, because it is “polluted” by the inclusion of the web user interface in the system. It is interesting to notice that

---

\(^{10}\)https://github.com/dependabot

---

**Figure 3:** Labels assigned to the atomic changes of S01, highlighting for the type of change (technical, service, miscellaneous).

**Figure 4:** Labels assigned to the atomic changes of S10, highlighting for the type of change (technical, service, miscellaneous).
the objective of the developers of S01 to develop a reference infrastructure that is highly configurable for research purpose is reflected in its change history.

Summary. It is most interesting that our observations contradict the proclaimed service-driven development and evolution of microservice-based systems. Instead, the evolution of our microservice-based systems is primarily technical-driven (RQ₁). This implies that developers’ efforts are not focused on developing the actual microservices, but go primarily into technical changes. Since such technical changes are often related to updates in underlying technologies (RQ₂), further automation to propagate and manage updates (e.g., to avoid breaking API changes) would be helpful. In fact, the many technical changes we identified even for such smaller systems indicate that the technologies used for combining heterogeneous microservice architectures are not yet mature enough for maintaining microservices and require further research as well as developer support. Then, developers could pay less attention to technical changes and instead could focus on developing the actual microservices.

3.2. Coarse-Grained Co-Evolution

In the previous section, we considered atomic changes to unveil fundamental evolution trends. Next, we focus on commits and the types of atomic changes they comprise to understand the co-evolution of change types. To this end, we distinguish sets of commits based on the tuples of our change types. For instance, a commit classified as <_,s,m> is a commit that contains atomic changes related to the service and the miscellaneous type. Note that we classified a few commits as comprising none of the three types of changes (<_,_,_>), for instance, merges, initial commits, or other version-control specifics that are not relevant for our study.

Observations (RQ₁). We display the different tuples of types of changes and the ratios with which they occur across our subject systems in Figure 6. Again, we can see that most evolution relates to technical changes, and commits with only technical atomic changes (<t,_,_> are predominant; representing more than half of all commits. All other tuples (except for the empty one) are more similar, contributing to roughly between 2% and 15% of the commits on average. We can also see that service atomic changes are more often part of commits with multiple change types (<t,s,>, <_,s,m>, <t,s,m>) than an independent commit (<_,s,>).

- F₂: TECHNICAL BURDEN DRIVES EVOLUTION
  Reinforcing F₁, commits containing only technical atomic changes occur far more often than all other possible combinations. For some systems, up to 70% of the commits only involve purely technical atomic changes, which do not modify any microservices.

Discussion (RQ₂). The overwhelming amount of technical-only commits is surprising in the context of microservice architectures, in which business-oriented development is promoted. This enforces F₁, showing that even if technical changes are an important part of the architectural history, they are primarily contributed standalone. For example, we can study commit 581415 from S01. This commit is a good example of a technical set of atomic changes, specifically adding new libraries, modifying the configuration files to refer to the new libraries, and updating the build artifact with the new information—while, at the same time, making a very small modification to a servlet involved in a business service to change how the business logic handles a parameter. In the same system, commit bc1f66a represents service-driven evolution for the persistence, authentication, and web interface that has to include a technical dimension by modifying a configuration file named aop.xml to support the evolution of the persistence service. From a broader point of view, we can explain this discrepancy with the interleaving of technical concerns inside a system, where modifying one artifact (e.g., container networking) can impact others (e.g., distributed logging). Consequently, any change in a system often causes additional technical changes to handle the diversity of existing artifacts (e.g., to update dependencies, interactions, or interfaces between them). By investigating the version-control history, we found that this is due to developers apparently not distinguishing the types of changes. Thus, even though microservices are often advocated to be business-oriented, their evolution is heavily entangled with other concerns; preventing developers to focus on the actual business concerns. Similar results have been found in related studies, which indicate that despite their benefits, microservices lead to huge technical complexity (Bogner et al., 2021; Wang et al., 2021).

Summary. Our observations contradict the advocated business orientation that microservice-based systems would allow for. In contrast, we found that the evolution of microservice-based systems is heavily driven by technical-only changes (RQ₁). As a result, developers seem to be almost always concerned with technicalities of their systems, which asks for better tool support to help them focus on the actual...
microservices. As the primary cause for this issue, we identified the heavy tangling of technical concerns with all other concerns of a microservice-based system, which seems to stem form a conflict between aiming for independent—yet interacting, diverse, and depending—microservices that can build on various technologies (RQ2).

### 3.3. Coarse-Grained Evolution Over Time

Until now, we investigated the total amounts of changes occurring in our subject systems. However, we did not yet analyze whether the identified trends and observations change over time (i.e., in a system’s life-cycle). For this purpose, we now study to what extent each type of atomic changes occurs during each system’s evolution. We present a corresponding overview in Figure 7, showing the ratios of changes over the period of time covered by our analysis. Please note that these plots do not represent the total amount of changes in a period, but only their distribution (i.e., at different points in time the 100 % may represent 10 or 100 commits). Similarly, we remark that S12 seems to be completely stable for a long period, but this is caused by a single commit to a branch roughly one year after the last previous commit.

**Observation (RQ1).** We can observe two primary trends in Figure 7. First, for most systems, service atomic changes occur more frequently in earlier phases of their life-cycle (i.e., S01, S03, S06, S07, S08, and S10). In some systems, service atomic changes even constitute the main type of changes at this point in time. This softens our previous observations that evolution is not driven by business concerns. Instead, the business logic seems to drive the initial development of most systems. A prime example for the evolution shift over time is S06 (cf. Figure 7e). Early on, service atomic change contribute to roughly 45 % of all changes, with a decline through the middle of the life-cycle, until all atomic changes become purely technical. In between, miscellaneous atomic changes occur.

Second, the other systems (i.e., S02, S05, S09, S11, and S12) show a more stable distribution of the types of changes over their whole life-cycle—with some exhibiting interesting outliers (e.g., S11). For instance, we can see for S09 (cf. Figure 7h) that the amount of service atomic changes starts small, expands, collapses, and expands again. Consequently, there is quite some variation in the extent of service evolution throughout the system’s life-cycle. Interestingly, S11 (cf. Figure 7j) starts with almost no service atomic changes, which only occur in the second half of the system’s life-cycle before completely diminishing again. These observations could be explained with developers starting by setting up the technical environment before implementing the actual microservices and typical differences in a system’s life-cycle.

**Discussion (RQ2).** Typically, microservices are advocated as a concept to align business logic and system implementation. Hence, we expected that the business logic would play an important role in the development and evolution of microservice-based systems. Based on our detailed analysis, the more “stable” trend is sometimes close to this expectation: The developers find a routine in terms of development, working in increments that add business logic and update the underlying technology to support the incremental advancement. Abstracting our previous observations that most changes are related to technical concerns, this evolution trend is similar to the advocated assumption and indicates a constant activity in developing business logic.

On the contrary, and predominant in our subject systems, the “decrease” trend does not align to the expectation, since service changes constitute less and less of a system’s evolution. Instead, the systems are primarily maintained and updated on a technical level, which may be a bias of observing some open-source systems that serve as reference architectures. In such cases, the initial effort may go into developing the showcase and reference architecture, until only dependencies and libraries are updated. That S02 (cf. Figure 7b) as a real-world product exhibits the “stable” evolution trend would support this assumption, but the data again seems skewed due to the large re-engineering in this system. It is interesting future work to explore which of these evolution trends characterizes what type of microservice-based system (e.g., showcase versus real product), whether the trends depend only on user requests (e.g., the reference architectures may be forked and evolved independently by users), or imply a certain workflow implemented by the developers.

**Summary.** The novel observations in this section somewhat soften the previous observations we obtained, indicating that there are two recurring evolution trends: a “decreasing” in service atomic changes and a “stable” distribution of all types of changes (RQ1). It is unclear which of these trends is valuable or representative for what types of systems. Building on our understanding of the systems, we speculate that these trends depend on the purpose of and interest in a system (RQ2), but to what extent this is the case and what best practices may be relevant in each trend is an opportunity for future research.
3.4. Microservice Co-Evolution

To focus on the co-evolution of microservices themselves, we next analyzed the subset of atomic changes that are related to the business logic of a system. For this purpose, we filtered all atomic changes to only involve those labeled as service. Then, we considered two (or more) microservices as co-evolving if atomic changes to both were part of the same commit. Visualizing the resulting co-evolution sets of a complete evolution history using Venn diagrams would be incomprehensible, due to the large number of intersections. So, we relied on the more structured alternative representation of UpSet plots (Lex et al., 2014) used in biology research to study genomics.

As an example, consider the UpSet plot in Figure 8. Each line represents one microservice, with the total number of commits involving that microservice on the left. For instance, the line checkout indicates that 48 commits involved atomic changes to that microservice. Each column represents a subset of that service set, highlighting the intersection between microservices (i.e., atomic changes to these microservices occur in the same commits) as well as how often these occur. For instance, the first column displays that the microservice cart occurs 28 times on its own in a commit without any...
other microservice. In contrast, the last column shows that one commit involved atomic changes to seven (out of 11) different microservices (i.e., a “shotgun surgery” commit).

**Observations (RQ1).** Investigating the UpSet plots for all systems, we identified two classes of systems:

1. those in which microservices evolve primarily independently from each other, and
2. those in which microservices primarily co-evolve.

We display examples for these two classes in Figure 8 and Figure 9, respectively. A common point we observed for all systems is that the co-evolution plots have a long-tailed distribution: Whatever the actual co-evolution pattern, commits with co-evolving services occur always—even if not frequent.

On the left side of the distributions, we can observe whether some microservices co-evolve frequently. For example, S05 (see Figure 8) has a subset of three regularly (13 commits) co-evolving microservices: shipping, product_catalog, and checkout. Moreover, these microservices are involved in much more co-evolution with the other microservices, too. Overall, they evolve less often independently than in combination with other microservices—namely, shipping alone occurs only in eight commits, which are fewer commits than the three-service subset we exemplified alone. Additionally, email has never been evolved independently. Finally,
we can see that the core microservices of S05 (checkout, shipping, product_catalog, recommendation, cart) evolve the most. Since these represent typical functionalities of a webshop, this observation supports the idea that microservices reflect the business logic of a system if we remove technical and miscellaneous changes.

In Figure 9, we display S06, in which microservices are evolved much more independently. We can see that seven out of eight microservices evolve primarily alone, contributing to the majority of commits (113 of 139). Still, delivery (last line) is not only the microservice with the most independent evolution (42 commits), but also the one with the most co-evolution (23 commits). It is only missing from two co-evolution commits for the whole history of S06, and it co-evolves with every other microservice. Nonetheless, the evolution in this system is primarily independent, particularly compared to other systems (e.g., S05).

**F4: Microservice Co-Evolution is the Norm**

Even when focusing only on business logic, microservices do rarely evolve in isolation.

**Discussion (RQ2).** Microservices emphasize the idea of loose coupling and lightweight interfaces. Some books dedicate entire chapters to such concerns (Newman, 2015), but based on our study results, we doubt that the envisioned independence of microservices can be achieved in real-world systems. For instance, consider the service delivery from S06 (cf. Figure 9). During our detailed analysis, we found that this is a fundamental microservice for the system (an e-shop)—but even though the developers aimed to evolve it independently (42 commits), it also co-evolves with all other microservices. We found that refactorings to shared APIs are a primary cause for this situation. Arguably, such co-evolution patterns will occur even more frequently if we consider systems with many more microservices.

An interesting situation occurs when a new feature is introduced into a system, resulting in changes to multiple microservices to support the feature. For example, commit d08a58 of S05 introduces a reliable process for ordering. Thereby, it requires changes to product catalog, shipping, and checkout. According to the design philosophy of microservices, such cross-cutting features should not exist in microservices. Instead, they should be designed within one or as a new, individual microservice. However, in S05, there is no microservice dedicated to ordering goods from the e-shop, which is why changes to multiple microservices are needed. While it may seem counter-intuitive that this microservice does not exist in an e-shop, we found that it can be easily explained by the way microservice APIs are used. Introducing a microservice for ordering would cause a central bottleneck, which would hamper the scalability and lead to static coupling between microservices through API calls. Thus, the developers decided to introduce the cross-cutting feature instead of creating a new microservice—resulting in co-evolution and hidden (but implicit) coupling.

**Summary.** We observed that even in such systems in which microservices are evolved somewhat independently, co-evolution occurs (RQ1). There are differences in the degree of co-evolution, but it seems an emergent problem how to manage or resolve the co-evolution between subsets of microservices (e.g., “shotgun surgery” commits). Inspecting the causes, we found that intentional design decisions about a system’s architecture can cause co-evolution, for instance, when introducing cross-cutting features (RQ3). Reflecting on all of our observations, we argue that the independence of microservices is challenging to achieve in practice, and we require tool support to facilitate developers’ tasks.

4. Threats to Validity

In the following, we present the internal and external threats to validity that may bias our findings.

**Internal Validity.** Since we performed a large-scale analysis (i.e., 99,804 atomic changes by hundreds of developers), it was not possible to involve the original developers to validate the labeling. So, there may be wrongly labeled changes in our dataset, for instance, because we are missing specific domain knowledge. We aimed to mitigate this threat by cross-checking our labels and using regular expressions, also ensuring that they were comparable between the systems. Moreover, the large number of changes we analyzed means that our results are less error-prone to such faults.

We considered commits and the involved files to represent a system’s (co-)evolution. As we found when aiming to label and analyze the systems (cf. Section 2.2), this does prevent us from analyzing certain projects, for instance, those employing a multi-repository philosophy. Moreover, developers may misuse commits and commit policies can vary between projects in a way that is not immediately explicit when analyzing open-source projects. Both issues threaten our results, since we could not consider all commits and cannot be absolutely sure that they are all reliable. Still, studying software evolution based on commits is an established research method, and this threat is mitigated by the fact that we considered systems that should have legit version-control histories (e.g., by Microsoft and Google). The data for such systems is similar to the remaining ones, increasing our confidence in our results. By analyzing 11 systems from the state-of-practice, extracted from a curated list of projects known for their intrinsic quality, we believe that we mitigated this threat as good as we can.

**External Validity.** The main threat to the validity of our study is whether the initial corpus of systems we analyzed is representative. We mitigated this risk by starting from a curated list of 55 systems and using a rigorous selection process to select 11 feasible ones. As a result, we cover a diverse set of microservice-based systems, including authority and productive systems. Still, we considered only open-source systems (due to availability) with a smaller number of microservices and primarily reference architectures. So, our results may not be fully transferable into practice—but parts...
of our results align to experience reports and related research (cf. Section 5), which increases our confidence.

Like any empirical study relying on repository mining, our study relies on commits as atomic units for version control, which are the only source of information available at large scale. The immediate threat is that the commit history is not immutable, and thus follows the Napoleon principle: “History is a set of lies agreed upon.” In our case, such lies can be squash operations (which squash commits into a single one) or git commands employed with a --force argument. There is no way to identify such cases, since the history only contains the resulting commit graph and not the way it was build. We mitigated this risk by looking at (i) the way developers were integrating merge requests in the main project and (ii) the commit frequency in each system’s main repository. Based on this information, we believe that the history of the 11 projects are viable for our study, since they exhibit regular commit frequency and no signs for squashing policies.

Finally, we focused on single-repository systems only, because identifying co-evolution of changes requires that the changes are committed at the same time. This leads to a validity threat, since we did not consider multi-repository projects. Still, it is not possible to investigate such projects using our methodology. That being said, we did not define multi-repository projects as an exclusion criterion, and we only had one multi-repository project in our 13 candidates. So, we argue that the exclusion of (one) multi-repository systems does not threaten our results.

5. Related Work

Microservice principles advocate for an evolutionary design, since they are supposed to be independent and autonomous (Balalaie et al., 2018; Lewis and Fowler, 2014). However, similar to any architectural style, the concrete implementation of microservices can be of arbitrary quality (Bogner et al., 2021). That is, the design of microservices is a fundamental aspect of their evolvability (Haselbock et al., 2018). For example, wrongly defining microservice boundaries and responsibilities can cause different anti-patterns (Martin, 2002; Taibi et al., 2020), such as the ones we discussed. Despite this, very few research has focused on the evolution, maintenance, or technical debt of microservice (Bogner et al., 2021). This reinforces the need for studies like the one we have presented in this article.

Esparrachiarri et al. (2018) discuss dependency management as a crucial activity for microservice-based systems. In contrast to our study, the authors focus on dependencies to third-party software and services. Similarly, Neri et al. (2019) conducted a multi-vocal review on design principles, architectural smells, and refactorings for microservices. Again, the authors are concerned with dependencies, but only in the context of multiple microservices in one container contradicting advocated design principles. Our study complements such works with a focus on dependencies among the microservices within the same system. In a recent study Taibi et al. (2020), present a taxonomy of 20 microservice anti-patterns based on an extensive mixed-methods study involving an industry survey, a literature review, and interviews. Four of those anti-patterns are related to dependencies, namely (i) cyclic dependencies due to cyclic chain calls, (ii) miss-scoped microservices, (iii) shared libraries, and (iv) shared persistence. We observed and discussed similar problems in our study, complementing such research with empirical evidence. Lastly, Bogner et al. (2019, 2021, 2017) conducted different empirical studies to understand the maintenance and evolution of microservices. For instance, the authors performed a gray literature review and interviews with practitioners to identify challenges in assuring the evolvability of microservices. Their research highlights the need for providing specialized techniques, tools, and metrics to developers to manage microservices and their dependencies. However, Bogner et al. have not investigated the actual evolution of microservices, which is a gap our study fills—emphasizing similar problems, but with more in-depth insights into how and why real microservice-based systems evolve.

A recent literature survey (Tran et al., 2020) summarizes the diverse research that has been conducted on the (co-)evolution in service-oriented architectures in general. The authors find that various types of changes have been defined (e.g., deep versus shallow), and that tool support is required to help developers keeping services compatible. Similarly, we argue that developers require further tool support to facilitate the technical evolution of microservice-based systems and allow them to focus on (co-)evolving the actual microservices. Moreover, Tran et al. discuss how the literature they surveyed relates to microservices, indicating that managing co-evolution of microservices is likely challenging developers even more due to the heterogeneous nature and complexity of such systems. Our article provides empirical data that underpins this hypothesis, and thus highlights the need for further investigating (co-)evolution and its management in microservice-based systems—which exhibit different properties than other service-oriented architectures (e.g., loose coupling of small services).

6. Conclusion

As a consequence of large organizations (e.g., Netflix and Uber) adopting them, microservices have gained a lot of attention in both industry and research in recent years. In the literature, we can find many pieces of work that provide recommendations on how to design microservice-based systems from scratch, however the (co-)evolution of microservices has rarely been discussed. Also, there is a lack of evidence whether the intended independence of microservices, which is proclaimed by existing design recommendations, can actually be achieved in practice. To fill these gaps, we reported a large-scale empirical study on the (co-)evolution of microservices in 11 open-source systems, covering a history of 7,319 commits. Based on our analysis, we presented and discussed four key findings:

\[ F_1 \] Technical changes drive the evolution of microservices more than the actual business logic.
How do Microservices Evolve?

F₂ Even when changes are related to business logic, they are mostly intertwined with technical changes.

F₃ The evolution of microservice-based systems can vary heavily over time, and it is unclear which trends represent best practices.

F₄ Even when focusing on business logic alone, isolated microservices are an illusion.

Our insights can guide practitioners when evolving their microservices and researchers in designing new techniques for managing microservice evolution.

By deriving these findings through our study, we learned two key lessons. First, while business logic is essential when defining microservice, the business logic’s role fades over time and is often subsumed by technicalities to keep up with the pace of software dependencies and technological updates. The costs of such technical maintenance must be investigated in an industrial context rather than an open-source one. Second, the co-evolution of microservices is something that is not taken into account by classical architecture smells for microservices. This is an important problem in terms of the architectural designs, since microservices are supposed to be independent by design. We believe that further studying what types of smells exist in microservice-based systems (e.g., disposable co-evolution) and how to identify them as soon as possible by leveraging version histories is an urgent research direction to support software developers.

As future work, we plan to validate our findings with practitioners by replicating our study in industry and conducting other confirmatory studies (e.g., surveys). Furthermore, there is a need for tool support to identify and monitor undesired co-evolution of microservices, and to improve the independence of microservices (e.g., using specialized refactorings). Finally, we need to understand what impact certain microservice smells exhibit in practice to identify what problems they can cause.
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