
Big Data Clustering: Models and Applications



Big Data Clustering: Models and Applications

By
DEWAN. F. WAHID,

B.Sc., M.S. (Mathematics); M.Sc. (Computer Science)

A Thesis Submitted to the School of Graduate Studies
in the Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy
in

Computational Science and Engineering

McMaster University
Hamilton, Ontario

© Copyright by Dewan. F. Wahid, May 2, 2023

http://www.mcmaster.ca/


Doctor of Philosophy (2023)
Computational Science & Engineering
McMaster University
Hamilton, Ontario, Canada

TITLE: Big Data Clustering: Models and Applications

AUTHOR:
Dewan. F. Wahid,
B.Sc., M.S. (Mathematics, University of Chittagong, Bangladesh);
M.Sc. (Computer Science, University of British Columbia, BC, Canada)

SUPERVISOR:
Dr. Elkafi Hassini
Professor, Operations Management, DeGroote School of Business,
McMaster University, ON, Canada

SUPERVISORY COMMITTEE CHAIR:
Dr. Kai Huang,
Associate Professor, Operations Management, DeGroote School of Business,
McMaster University, ON, Canada

SUPERVISORY COMMITTEE MEMBERS:
Dr. Wael El-Dakhakhni
Professor, Civil Engineering,
McMaster University, ON, Canada

Dr. Manish Verma
Professor, Operations Management, DeGroote School of Business,
McMaster University, ON, Canada

EXTERNAL EXAMINATION COMMITTEE MEMBER:
Dr. Stan Dimitrov
Professor, Department of Management Sciences, University of Waterloo, ON, Canada

NUMBER OF PAGES: xvi, 191

ii

https://computational.mcmaster.ca/
http://www.mcmaster.ca/


Lay Abstract
This thesis presents big data clustering frameworks that tackle application problems in
different real-world scenarios. Primarily, two main approaches have been used in devel-
oping these clustering frameworks. The first approach utilizes problem-specific keywords
network formulation and network (graph) clustering models with corresponding integer
linear programming formulation-based heuristic algorithms, which can identify communi-
ties or clusters in big datasets. Furthermore, different procedures were followed based on
related application areas to interpret and utilize identified clusters or communities. The
second approach is an augmented artificial intelligence hybrid framework of unsupervised
clustering and supervised classifiers with a set of minimal labelled data. All approaches
have been tested with real-world data that included university researchers’ publication
networks and subscription-based accounting firm customers’ transactions’ network data.
In addition, this thesis presents a cross-disciplinary taxonomy-based literature review
and a bibliometric analysis for correlation clustering, a well-known network clustering
problem.
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Abstract
This thesis presents frameworks for data clustering on big datasets that can arise in
different real-world applications. The main contributions of this thesis can be divided
into the following four areas of data clustering.

Correlation clustering is a well-known problem that appears in different scientific
areas with various names that identify clusters when qualitative information about ob-
jects’ mutual similarities or dissimilarities is given. The first contribution of this thesis
is to present a unified discussion on the cross-disciplinary taxonomy-based literature re-
view, bibliometric analysis, literature gaps and dominant research topics related to this
problem.

As the second contribution, this thesis presents the concept of a common-knowledge
network and a heuristic algorithm for clustering editing to identify authors’ communities
in a research institution. Furthermore, several analyses, such as the dominant research
topic and collaboration incident corresponding to each identified research community,
are proposed in this thesis to investigate multidisciplinary research activities in research
institutions.

The third contribution constitutes a framework for user-generated short-text clas-
sification based on identified line-item categories. The line-item identification phase
uses the Cograph Editing-based clustering on keywords network formulated from short-
texts. An integer linear programming formulation for the Cograph Editing on weighted
networks and a corresponding heuristic algorithm to identify clusters in large-scale net-
works are also proposed. The framework has been applied to categorize invoices for a
subscription-based invoicing and accounting company.

An augmented artificial intelligence (AI) hybrid fraud detection framework in the
presence of minimal labelled data sets. This framework uses unsupervised clustering,
a supervised classifier, red-flag prioritization, and augmented AI processes. Finally,
this thesis outlines an application of this framework to identify fraudulent users in an
invoicing platform.
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Chapter 1

Introduction

Clustering is an unsupervised machine learning that identifies natural and meaningful
partitions or clusters in a set of data based on their mutual similarity (Usama et al.;
2019). It also organizes data in such a way that rewards high intra-cluster and low inter-
cluster similarity (Wunsch and Xu; 2008). Therefore, clustering aims to identify latent
patterns in the input data, and it is widely used in many scientific disciplines, such as
data mining, social network analysis, machine learning and pattern recognition (Zhang
et al.; 2021; Best et al.; 2022). In this thesis, we designed clustering based-models for
identifying clusters in different application problems.

1.1 Motivation

The works presented in this thesis are motivated by the huge investments in big data
infrastructures by companies and the increasing availability of big data sets. In such
environments, senior management is putting pressure on data science and analytics de-
partments to establish healthy returns on investments in big data capabilities. The
author’s MITACS (Mathematics of Information Technology and Complex Systems) in-
ternship with an industrial partner has been instrumental in grounding this research in
real problems and providing big data sets and computational platforms.

The thesis has a common goal of designing data clustering models that can be imple-
mented in different empirical settings. In this regard, our research was derived from data
availability in research indexing platforms and industrial partners. In addition to iden-
tifying clusters from data and developing associated algorithms, this thesis also focused
on interpreting those clusters based on corresponding application areas.
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1.2 Background

1.2.1 Data Clustering Definition and its Classification

This section focuses on the general definition and classification of clustering. The clus-
tering problem can be defined formally as follows (Breaban and Luchian; 2011):

Definition 1.1 Let X = {x1, x2, ..., xn} where xi = {xi1, xi2, ..., xil} ∈ Rm, be a set
of n data points with l numerical features. Also, let C = {C1, C2, ..., Ck}, such that⋃k

p=1 Cp = X and Cp ∩ Cq = ∅, ∀p, q = 1, 2, .., k; q ̸= q; k ∈ {1, 2, ..., card(C)}, be a
possible partition (set of clusters) of the input data. The clustering problem identifies an
optimal partition C∗ such that

C∗ = arg max
C∈Ω

F(C), (1.1)

where Ω is the set of all possible partitions of the input data X , and F is a function that
measures the quality of each partition C ∈ Ω.

Generally, the quality function F is based on the data structure and domain of ap-
plication of the clustering algorithm. Many clustering problems have been proposed in
the past few decades, such as K-Means, Fuzzy C-Means, hierarchical clustering, Clus-
tering Editing, and Correlation Clustering (Bansal et al.; 2004), targeting different data
structures and applications.

1.2.2 Challenges with Big Data Clustering

Clustering algorithms are optimization problems, most often NP-hard, and they are
very effective in extracting useful patterns from data (Xu and Tian; 2015). However,
these algorithms come with high computational costs due to the high dimensionality
and complexity associated with contemporary data (Zerhari et al.; 2015; Saeed et al.;
2020). The digital revolution in every sector in recent years is adding more challenges
to this issue that urges more research for designing improved clustering algorithms for
big data. In the discussion of big data, often the following question arises: ‘how big
is the big data?’ To address this issue, Shirkhorshidi et al. (2014) presented a scale
for data sizes categorization based on Hathaway and Bezdek (2006)’s study (given in
Table 1.1). It is worth noting that size is not the only defining factor for big data. As
discussed below, there are four other defining aspects of big data. For example, big data
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can be characterized by small data that is generated from a variety of sources and has
heterogeneous types, such as numeric, text and graphics.

Big Data
Bytes 106 108 1010 1012 10>12

Size Medium Large Huge Monster Very Large

Table 1.1: Hathaway and Bezdek (2006) categorization for big
data (Shirkhorshidi et al.; 2014).

The challenges of clustering big data are characterized into five main components
(Shirkhorshidi et al.; 2014; Sivarajah et al.; 2017; Cappa et al.; 2021):

• Volume: The scale of data is increasing exponentially due to modern technology.
Unfortunately, clustering algorithms do not scale with big datasets (Mahdi et al.;
2021) and require more costly computing resources (Jagadish et al.; 2014).

• Velocity: Due to real-time tracking in every platform, the velocity of incoming
real-time data is increasing drastically. Clustering algorithms must improve to
deal with the high rate of dynamic data that can provide useful information in
real-time (Khalilian and Mustapha; 2010).

• Variety: Data are generated from different sources with different features. There-
fore, managing, merging, and governing unstructured and heterogeneous data is
extremely challenging (Lomotey and Deters; 2013).

• Variability: Another challenge of managing unstructured and heterogeneous big
data is inconsistent data flow, i.e., having short daily or seasonal peak/off-peak
load (Lomotey and Deters; 2013).

• Complexity: Connecting data with correlated relationships and data linkage from
different sources with different features is necessary. But unfortunately, the com-
plexity gets out of control quickly in the case of unstructured and heterogeneous
big data (Altman and Raychaudhuri; 2001).

The main research goal in this area of research is to scale up and speed up cluster-
ing algorithms without sacrificing the clustering quality. In the research literature, big
data clustering algorithms can be classified into two major categories: single-machine
(Alguliyev et al.; 2020) and multiple-machine clustering (Zerhari et al.; 2015). Single-
machine clustering algorithms include sample and dimension-reduction-based approxi-
mate and heuristic algorithms (Djouzi and Beghdad-Bey; 2019). On the other hand,
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multiple-machine clustering algorithms include parallel and MapReduce-based heuristic
clustering (Chierichetti et al.; 2014; Pan et al.; 2015; Shi et al.; 2021).

Motivated by the computing infrastructure that is available to our industrial part-
ner, and indeed most small to medium enterprises, this thesis primarily focused on
designing single-machine-based heuristic clustering algorithms that can be implemented
in empirical settings. In future research, the proposed algorithms can be extended to
multiple-machine (parallel or MapReduce) algorithms.

1.2.3 Research Community Platform

Due to the web revolution, many communities have evolved based on common interests,
such as sharing programming or technical support (e.g., Stack Overflow and GitHub)
and reviewing movies (e.g., IMBD and Rotten Tomatoes) in the past few decades. In
general, a research community is very similar to any other community where a group
of researchers come together to share and discuss research ideas and share data and
publication lists (Brandes; 2005; Clauset et al.; 2004). Like other communities, research
community members also tend to query, discover and monitor relationships among their
peers in the community (DeRose et al.; 2007). Examples include arXiv, ResearchGate,
Social Science Research Network (SSRN), and Web of Science. Researchers subscribe
to these networks for different purposes, including the need to identify the potential
for collaboration across the disciplines inside or outside of their organization and ana-
lyze mutual interactions among the corresponding members inside those communities.
To construct and discover mutual relationships and community-wise attributes, many
network formulations, such as collaboration networks (Newman; 2001) and co-citation
networks (Egghe and Rousseau; 2002), have been proposed in the research literature
(Yan and Ding; 2012; Ji et al.; 2022).

1.2.4 Subscription-based Invoicing Platforms

The use of electronic invoices is becoming ubiquitous in all sectors of the industry (Cedillo
et al.; 2018). The COVID-19 pandemic has reinforced this trend and helped accelerate
the move to online transactions for all sizes and types of businesses. Companies generally
use different invoicing platforms to generate their business invoices, send these invoices
electronically to their clients, and receive payments directly to their banks (Asatiani
et al.; 2019). These platforms are efficient and reliable, and they provide real-time ac-
cess to business data (Christauskas and Miseviciene; 2012). Several studies indicate that
small and medium-sized enterprises (SMEs) can avoid several red-tapes and mitigate
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cash flow issues using invoicing platforms to manage their accounting and bookkeeping
(Lee; 2016; Guerar et al.; 2020). However, maintaining an ‘in-house’ IT department to
run an invoicing platform (system) is often very expensive for many SMEs. Following
the increasing demand, many Cloud-based Accounting and Invoicing Service (CB-AIS)
companies started offering subscription-based invoicing platforms to SMEs (Asatiani and
Penttinen; 2015). With these subscription-based invoicing platforms, SMEs are under-
taking their accounting and invoicing in the cloud instead of hiring external accountants
or IT personnel (Ma et al.; 2021).

With growing popularity, subscription-based invoicing platforms are facing different
practical challenges. Chapters 4 and 5 of this thesis focus on two such challenges in
subscription-based invoicing platforms: categorizing invoices based on line-items and
identifying fraudulent users.

1.3 Thesis Overview and Contributions

The next four chapters (Chapters 2–5) of this thesis present four publication manuscripts
(published and submitted) related to data clustering literature, frameworks and applica-
tions. These frameworks were inspired by empirical problems. They were designed using
real-world data and tested in real-world settings. Finally, Chapter 6 presents an overall
conclusion and future research directions for this thesis. Brief overviews of contributions
corresponding to Chapters 2–5 are provided below.

1.3.1 Correlation Clustering: Cross-Disciplinary Taxonomy with Bib-
liometric Analysis

Correlation clustering is a multidisciplinary problem that identifies clusters when quali-
tative information about objects’ mutual similarities or dissimilarities is given in a signed
network. In this signed network, each node represents an object, and each link represents
the mutual similarity or dissimilarity between two objects. The Correlation clustering
problem is suitable for clustering objects when obtaining the features vector is difficult
(Bonchi et al.; 2022), and has several applications in data mining (Néda et al.; 2006;
Cohen and Richman; 2002), aggregating multiple clusters (Gionis et al.; 2007), and link
classification (Cesa-Bianchi et al.; 2012). Over the years, the Correlation clustering
problem appeared in the research literature in different scientific areas in various forms
and names. Contributions in these fields have largely been islands of knowledge with
little effort to link them and ensure a consistent effort of advancing Correlation clus-
tering knowledge with no significant overlap. For example, in the social context, it was
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proposed as the ‘structural balance’ problem Doreian and Mrvar (1996); in the signed
network-based graph modification context, it was referred to as the ‘clustering editing
problem’ Shamir et al. (2004); in the business management context it was introduced as
‘multiple correlation clustering’ Doyle (1992); and finally, in the data mining context it
proposed as the ‘correlation clustering’ problem Bansal et al. (2004).

Chapter 2 of this thesis consists of the submitted text of a paper published in the
Operations Research Forum journal, which presents a cross-disciplinary taxonomy and
bibliometric analysis-based literature review on the Correlation clustering problem. The
citation of this work is given below.

Wahid, D. F., Hassini, E.(2022). A Literature Review on Correlation
Clustering: Cross-Disciplinary Taxonomy with Bibliometric Analysis,
Operations Research Forum. 3(3): 1-42. URL.

The study presented in this chapter extends a unified discussion, including a de-
tailed discussion of mathematical formulations and solution approaches, to enhance the
cross-fertilization of knowledge and mitigate gaps between disciplinary approaches to the
Correlation clustering problem. In addition, a taxonomic development for several vari-
ant classes, solution procedures and applications of the Correlation clustering problem
is also presented in this chapter. Furthermore, it provides a bibliometric-based analysis
to investigate the collaborations, citation progressions, dominant research topics, and
knowledge clusters in this area.

1.3.2 Common-Knowledge Network-based Research Community Clus-
tering

A group of researchers who share similar knowledge or expertise and use common
methodologies can be defined as a research community (Malmberg and Maskell; 2002).
Identifying and analyzing knowledge-based research communities helps research institu-
tions adopt appropriate policies for knowledge-creating investments, including utilizing
the latest technology to stimulate research and developing activities (Connelly et al.;
2012; Malmberg and Maskell; 2002). Several network formulations, such as collabora-
tion networks (Clauset et al.; 2004; Hu et al.; 2019), co-citation networks (Ding; 2011;
Muñoz-Muñoz and Mirón-Valdivieso; 2017), and co-word networks based on publication
keywords (Katsurai; 2017; Zhao et al.; 2018), have been proposed in the literature to
capture the knowledge structure of a research institution or a scientific field.
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Chapter 3 of this thesis consists of the submitted manuscript of a paper published in
the Decision Analytics Journal, which presents the concept of a ‘common-knowledge net-
work’ of authors in a research institution based on the mutual commonality of knowledge
elements extracted from corresponding published articles. The citation of this published
work is presented below.

Wahid, D. F., Ezzeldin, M., Hassini, E., & El-Dakhakhni, W. W. (2022).
Common-Knowledge Networks for University Strategic Research Plan-
ning. Decision Analytics Journal, 2, 100027. URL.

The study presented in this chapter illustrates a common-knowledge network-based
model to investigate the interdisciplinary research productivity among researchers over
time. This study considers publication keywords as the knowledge elements that rep-
resent authors’ areas of expertise and formulate a network based on the commonality
of knowledge elements (keywords) among the researchers. In addition, a heuristic al-
gorithm for clustering editing problems on weighted networks is presented to identify
research communities from the formulated common-knowledge network. Furthermore,
to illustrate the synergy and interaction among researchers in identified communities,
several metrics or topics, such as collaboration and publication count, dominating re-
search topic, top influential authors, and affiliated departments, are presented in this
study, corresponding to each research community.

1.3.3 Short-Text Classification Framework and Invoice Line-Item Iden-
tification

Without accurate labelling, millions of user-generated short-texts appear on different
online platforms and marketplaces (Cevahir and Murakami; 2016). These short-texts
generally have a limited number of words (Inches et al.; 2010), semantic properties
(Sriram et al.; 2010) and contextual information (Song et al.; 2011), and consist of
different noises, such as misspellings and grammatical errors (Hadar and Shmueli; 2021).
Short-texts are more challenging to classify and analyze than long and well-written texts,
such as news articles and textbooks.

Chapter 4 of this thesis consists of the submitted manuscript for publication, which
presents a framework for classifying user-generated short and noisy texts based on the
mutual co-existing keywords relationship. The submitted title of this manuscript is as
below, which is under review at the time of writing.
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Wahid, D. F., Hassini, E.. User-Generated Short Text Classification using
Cograph Editing-based Network Clustering with an Application in Invoice
Categorization.

The study presented in this chapter outlines a process of identifying line-item cate-
gories (classifying labels) for short-text classification based on keyword (co-exiting) net-
works. This study proposes a Cograph Editing-based heuristic clustering algorithm using
an integer linear programming formulation to identify keyword clusters from large-scale
weighted networks. Furthermore, an application of the proposed framework to identify
and classify invoices based on line-item categories is also presented in this study.

1.3.4 Hybrid Fraud Detection Framework for Invoicing Platforms

In recent years, invoice-related fraud incidents have been surging using various invoicing
platforms (Guerar et al.; 2020). Multiple studies show that small and medium-sized
enterprises (SMEs) are more vulnerable to invoice fraud and suffer disproportionate
losses than large companies (Kramer; 2015). In addition to harming its users, invoice
fraud damages the public reputation and creates financial dents to the service-providing
company (Guerar et al.; 2020).

Chapter 5 of this thesis consists of another submitted manuscript for publication,
which presents a hybrid fraud detection framework for invoicing platforms. The submit-
ted title of this manuscript is as below, which is under review at the time of writing.

Wahid, D. F., Hassini, E.. Hybrid Fraud Detection Framework in Invoic-
ing Platforms using an Augmented AI Approach

The study presented in this chapter outlines a hybrid framework for identifying fraud-
ulent users on invoicing platforms where human review is required in the final decision-
making process. This framework uses a combination of unsupervised and supervised
machine learning processes and a small amount of labelled data to identify fraud risk
cluster(s) in the model training process. In addition, in this study, a weighted center for
the fraud risk cluster based on the feature importance score is also presented and used
in the red-flag prioritization and augmented AI processes. Finally, a case study of the
hybrid framework in a weekly segmented structure is also discussed in this study.
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1.4 Challenges of Conducting Research with Real-World
Big Data

The big data generated in the real world produces new opportunities for discovering new
values of any system and helps us to have a deeper understanding of the hidden struc-
tures (Shehab et al.; 2021). However, these real-world data are noisy and unstructured
and often incur new challenges to organize and manage effectively (Palominos et al.;
2017). Acquiring and preprocessing big data for industries are time-consuming and
computationally expensive (Zhang et al.; 2003; Luengo et al.; 2020). Many researchers
have discussed the issue of getting approval and overcoming red tape to acquire data in
the public sectors (Ung et al.; 2019; Hsieh et al.; 2018). From our experience, this issue
of acquiring data from a fin-tech private company creates another level of complexity,
such as building trust with the business partner and handling the restrictions that non-
disclosure agreements could put on reporting on the research work. Other researchers,
such as Samarajiva et al. (2015) and Taylor et al. (2014), briefly focused on this issue in
their studies.

A recent survey (Press; 2016) shows that data scientists spend almost 80% of their
time acquiring and preprocessing data (Luengo et al.; 2020). While the opportunity to
do Ph.D. research in partnership with industrial partners offers deep insights into their
respective fields, it also comes with several challenges. First, while more than 80% of a
researcher’s time is spent on data preprocessing, not much of that work is worthy of re-
porting in the dissertation. This could create gaps in knowledge translation and research
reproducibility. The second challenge occurs in the research problem formulation when
the researcher needs to balance the immediate needs for a "satisficing" solution by the
industry partner with the requirement to position the research in the literature and en-
sure that one is filling some gaps in the literature. The third challenge is concerned with
maintaining a balance between respecting the industrial partners’ need for confidentiality
and the expectation that research in a public institution should have open access. This
matter also affects the reproducibility of scholarly works in the future. Many researchers,
such as Edwards (2016) and Mebane et al. (2019), have discussed the challenge of repro-
ducibility of industrial collaboration research and possible incentive-based approaches
for industries to overcome it.
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Abstract

The correlation clustering problem identifies clusters in a set of objects when the qualita-
tive information about objects’ mutual similarities or dissimilarities is given in a signed
network. This clustering problem has been studied in different scientific areas, including
computer sciences, operations research, and social sciences. A plethora of applications,
problem extensions, and solution approaches have resulted from these studies. This
paper focuses on the cross-disciplinary evolution of this problem by analyzing the taxo-
nomic and bibliometric developments during the 1992 to 2020 period. With the aim of
enhancing cross-fertilization of knowledge, we present a unified discussion of the problem,
including details of several mathematical formulations and solution approaches. Addi-
tionally, we analyze the literature gaps and propose some dominant research directions
for possible future studies.

Keywords: correlation clustering; balance theory; structural balanced; signed net-
work.
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2.1 Introduction

Identifying partitions or clusters in a group of objects based on their mutual similarity
and dissimilarity using qualitative information is a long-studied and multidisciplinary
problem (Nelson; 1973; Rosch; 1977). Due to the recent adaptation of the mutual simi-
larity/dissimilarity relation-based signed networks, our perception of real-world complex
systems has increased significantly. In this network representation, any two objects are
connected by a signed link representing mutual similarity (positive link)/dissimilarity
(negative link). Forming communities or clustering is one of the most inherent struc-
tural properties observed in these networks. In these clusters, similar objects are grouped
together. These similarities may come from the underlying complex behavioural pat-
tern among the objects. Therefore, identifying and analyzing these communities help us
understand the underlying behavioural pattern of the complex system. The correlation
clustering (CC) problem is arguably the most natural formulation of identifying clusters
in a complex system with information about mutual similarity/dissimilarity relation-
ships (Bonchi et al.; 2022). In its simplest setting, the CC problem can be defined as in
Definition 2.1 (Wirth; 2010).

Definition 2.1 Consider G = (V, E, s), a weighted signed network that represents the
mutual similarity/dissimilarity relationship of a set of objects (nodes) V = {1, 2, ..., n}.
Each link (i, j) ∈ E is associated with a non-negative weight wij and is labeled by a signed
function s : E → {+,−} to represent the mutual similarity (positive link)/dissimilarity
(negative link). E+ and E− are the sets of all positive and negative (weighted) links in
G such that E+ ∩ E− = ∅ and E+ ∪ E− = E. Let, C[.] be a mapping of the objects to
be clustered. That is, for any two objects i, j ∈ V , they are in the same cluster if and
only if C[i] = C[j]. The goal is to cluster these objects so that similar objects are in the
same clusters and dissimilar objects are in different clusters to the best possible extent.
Therefore, the goal if the CC problem find a clustering C that minimizes

∑
C[i] ̸=C[j];(i,j)∈E+

wij +
∑

C[i]=C[j];(i,j)∈E−

wij , (2.1)

or, equivalently, maximizes

∑
C[i]=C[j];(i,j)∈E+

wij +
∑

C[i]̸=C[j];(i,j)∈E−

wij . (2.2)
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Two types of cluster errors may arises in CC problem: negative-link errors, where
negative links exist inside clustered groups and positive-link errors, where positive links
exist between any two clustered groups. In Eq. (2.1), we minimize the sum of all positive-
link and negative-link errors. Similarly, in Eq. (2.2), we maximize the sum of all positive-
links inside clustered groups and negative-links between any two clustered groups. We
illustrate an example of the CC problem in Fig. 2.1, where we have two clustered groups
(group 1 and 2 ), and two clustering errors (minimized). The negative-link (dotted-red
link) and positive-link (solid-black link) errors are created by the links (v2, v3) and (v3,
v6), respectively.

V1

V2

V3 V4

V5

V6

(clustered group 1) (clustered group 2)

Figure 2.1: An example of the correlation clustering problem.

The field of clustering is a well-studied topic, and many clustering methods have
been proposed in different areas. To understand where the CC problem fits in that
field, we present a classification of clustering in Fig. 2.2. In general, clustering methods
are unsupervised, including the CC problem. As shown in Fig. 2.2, the CC problem is
a type of Graph-based Clustering method, a sub-class of Partitioning-based Clustering.
This problem optimizes the quality functions Eq. (2.1) or Eq. (2.1) based on mutual
similarity-dissimilarity. We also note that the CC and the well-known K-Means problems
are classified as Partitioning-based Clustering. However, K-Means is labelled as Distance-
based Clustering, whereas the CC problem is labelled as Graph-based Clustering.

The motivation for studying the CC problem comes from the broad generality that
makes it applicable to a wide range of problems in different real-world scenarios. In
particular, this problem is suitable for clustering objects when finding the feature vec-
tor is difficult to obtain (Bonchi et al.; 2022). In addition to identifying communities
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Figure 2.2: Overview of clustering classifications and the relative
position of the CC problem. In addition to our studies on this
topic, this figure is generated based on synthesized information
from the following surveys: Jain et al. (1999); Grira et al. (2004);
Schaeffer (2007); Kim (2009); Fortunato (2010); Nguyen et al.
(2015); Pandove et al. (2018); Rokach (2009); Xu and Wunsch
(2005); Bair (2013); Harenberg et al. (2014); Xu and Tian (2015);
Chunaev (2020).

Other references in Fig. 2.2 are: Cohn et al. (2003); Basu
et al. (2002); Hinneburg et al. (1998); Ester et al. (1996); Donath
and Hoffman (2003); Jain et al. (1999); Murtagh (1983); Xu et al.
(2007); Flake et al. (2004); Blondel et al. (2008); Pons and Latapy
(2005); von Luxburg (2006); Vragović and Louis (2006); Flake
et al. (2000); Newman (2004); Fortunato et al. (2004); Girvan and
Newman (2002); MacQueen et al. (1967); Böcker and Baumbach
(2013); Bansal et al. (2004); Bonchi et al. (2015)

.

(clusters) in real-world social networks, the CC problem can be a powerful tool for data
mining such as data integration (Néda et al.; 2006; Cohen and Richman; 2002; Bonchi
et al.; 2022) and agnostic learning (Néda et al.; 2009), aggregating multiple clusters
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(Gionis et al.; 2007), and link classification (Cesa-Bianchi et al.; 2012). To the best of
our knowledge, two survey papers: Il’ev et al. (Il’ev et al.; 2016) and Pandove et al. (Pan-
dove et al.; 2018); and a book Bonchi et al. Bonchi et al. (2022) have considered the CC
problem. These studies were mostly targeted to computer science reader. To enhance
cross-fertilization of knowledge, in this paper, we present a unified discussion of the
problem that targets operations research readers, including details of several mathemat-
ical formulations and solution approaches, and provide taxonomies for its applications,
classes, and solution procedures. In addition, to reporting on recent developments in
this field, this paper aims to present a bibliometric-based analysis to investigate col-
laborations, citation progressions, and dominant research topics. Based on our study,
we observed significant citation gaps for the research articles that appear in different
scientific communities, with the exception of Doreian and Mrvar (Doreian and Mrvar;
2009), Figueiredo and Moura (Figueiredo and Moura; 2013), Levorato et al. (Levorato
et al.; 2015). This review will help bridge this gap and hopefully spur more interest in
the field. Finally, we also used bibliometric studies to identify knowledge clusters and
related future research venues.

2.2 Early Works on CC

The CC problem can be traced back to several independent studies in different areas.
In the social balance context, Heider (1946) first described this problem to explain the
theory of friendly and hostile relationships balance in a social group. According to
Heider’s balance theory, a systematic social balance can be achieved by putting people
who share similar mutual friendly attitudes in the same social group and vice-versa.
Heider was also the first to use the signed graph network (a.k.a., signed network) to
represent a social group in which a node represents a person and a positive (negative) link
represents the mutual friendly (hostile) attitude between two persons (Fig. 2.3). Based
on Heider’s balance theory, Cartwright and Harary (1956) and Davis (1967) formalized
the definition of a structurally-balanced signed network to be that where clustered groups
have only friendly attitudes (positive links) and hostile attitudes (negative links) exist
only between clustered groups (Fig. 2.4).

Doreian and Mrvar (1996) was the first to formulate the problem as an optimization
model to analyze the structural balance in a signed social network. Ben-Dor et al. (1999)
introduced clustering based only on node similarity measures on a complete network, in
which each pair of nodes are connected by a link. They applied it to cluster gene expres-
sion patterns. Chen et al. (2001) used the same model to reconstruct the phylogenetic
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V1

V2 V3

V1

V2 V3

V1

V2 V3

(triad 1) (triad 2) (triad 3)

Figure 2.3: The network representation of Heider’s balance the-
ory using three signed networks (triad 1, 2, and 3 ) with mutu-
ally connected nodes (persons) v1, v2, and v3. The black-solid line
(positive link) represents the mutual friendly attitude between two
nodes; similarly, the red-dotted line (negative link) represents the
mutual hostile attitude between two nodes. Thus, according to Hei-
der’s balance theory, triad 1 and triad 3 are structurally balanced,
and triad 2 is imbalanced.

V1

V2

V3 V4

V5

V6

(clustered group 1) (clustered group 2)

Figure 2.4: An example of a structurally balanced signed network
with two clusters. In this state, positive links only exist inside
clusters, and negative links exist only between two clusters.

tree. Later, Shamir et al. (2004) categorized this class of problems as clustering editing
or graph modification problems. This clustering editing problem can be seen as a special
case of Doreian and Mrvar (1996)’s node similarity and dissimilarity-based optimization
problem. Doreian and Mrvar’s optimization problem was unnoticed by the rest of the
scientific communities for a long time.
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On the other hand, in the data classification context, Zahn (1964) proposed the prob-
lem of finding an equivalence relationship that ‘best approximates’ a given symmetric
relationship (which is equivalent to Eq. (2.1)). They also solved this problem as a special
network class representing two- and three-level hierarchies. Régnier (1965) introduced
a mathematical program for searching for the ‘best approximate’ from several given
equivalence relationships. This problem is equivalent to the MaxAgree problem given
in Section 2.3.1. Several studies have been done later on such equivalence relationship
problems (Mirkin; 1974; Ambrosi; 1984; Barthelemy and Monjardet; 1981; Opitz and
Schader; 1984; Marcotorchino and Michaud; 1981b,a).

In the business management context, Doyle (1992) was the first to introduce the
concept of clustering objects in 1992 based on their mutual similarities and dissimilarities.
However, in later years, we have not observed much attention to this problem in the
business management field.

In 2004, the attention to this optimization problem independently started in com-
puter science, especially in the machine learning community, when Bansal et al. (2004),
inspired by applications in the area of document clustering, gave the name Correlation
Clustering (CC) to this problem. At the same time, Shamir et al. (Shamir et al.; 2004)
also independently introduced this problem. Bansal et al. (2004)’s work played a signif-
icant role in disseminating knowledge about this problem, evidenced by its leadership in
citation counts.

2.3 Problem Variants and Complexity Analysis

2.3.1 CC Problem Variants

According to Definition 2.1, only positive links can exist inside a clustered group, and
only negative links can exist between any two clustered groups. Based on this definition,
a positive link can be considered as a clustering agreement if its corresponding end-nodes
are in the same cluster. In contrast, it can be regarded as a clustering disagreement if its
corresponding end-nodes are in different clusters. On the other hand, a negative link can
be considered as a clustering disagreement if the end-nodes connected by this link are in
the same cluster, whereas it can be regarded as a clustering agreement if the end-nodes
are in different clusters. The following three variants of the CC problem have been used
in the literature depending on the clustering agreement and disagreement.
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For a given signed network in which positive and negative links, respectively, connect
similar and dissimilar objects (nodes):

i Minimum Disagreements (MinDisAgree) Problem: The objective is to minimize
clustering disagreements: the sum of all positive links between any two clusters and
all negative links inside clusters.

ii Maximum Agreements (MaxAgree) Problem: The objective is to maximize clus-
tering agreements: the sum of all positive links inside clusters and all negative links
between any two clusters.

iii Maximum Correlation (MaxCorr) Problem: The objective is to maximize the cor-
relation metric: the difference between the number of clustering agreements and
clustering agreements.

In order to formally define the above three variants of the CC problem, let G =
(V, E, s) be a general weighted signed network where V and E are the node and link
sets, respectively, and |V | = n. Each link (i, j) ∈ E has a non-negative weight wij .
Let every link (i, j) be labelled by a signed function s : E → {+,−}, E+ and E− be
the sets of all positive and negative (weighted) links in G such that E+ ∩ E− = ∅ and
E+ ∪ E− = E. A node partition P = {P1, ...,Pk}; k = 1, ..., m, is a collection of k

disjoint subsets (clusters) of nodes. Then the clustering disagreements due to the given
partition P can be defined as follows in Eqs. (2.3) and (2.4):

D+(P) =
∑
{wij : (i, j) ∈ E+; i ∈ Pi, j ∈ Pj , i ̸= j} (2.3)

D−(P) =
∑
{wij : (i, j) ∈ E−; i, j ∈ Pi, i ̸= j} (2.4)

Similarly, the clustering agreements due to the given partition P can be defined as
follows in Eqs. (2.5) and (2.6):

A+(P) =
∑
{wij : (i, j) ∈ E+; i, j ∈ Pi, i ̸= j} (2.5)

A−(P) =
∑
{wij : (i, j) ∈ E−; i ∈ Pi, j ∈ Pj , i ̸= j} (2.6)

Therefore, the total (weighted) clustering disagreements, clustering agreements, and
correlation metric due to the partition P can be formulated, respectively, as follows:
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fD(P) = D+(P) + D−(P) (2.7)

fA(P) = A+(P) + A−(P) (2.8)

fC(P) = fA(P)− fD(P) (2.9)

According to the definitions, the quality of clustering for CC problem variants due
to a given partition can be represented by either the total clustering disagreements,
in Eq. (2.7), or by the total clustering agreements, in Eq. (2.8), or by the correlation
metric, in Eq. (2.9). Therefore, we can formulate the MinDisAgree, MaxAgree, and
MaxCorr problem variants based on the above quality functions as follows:

Problem 2.3.1 MinDisAgree
Input: A general weighted signed network G = (V, E, s), where |V | = n, s : E → {+,−},
and a function fD : P → N0.
Task: Find an optimal node partition P∗ such that, fD(P∗) = minP fD(P)

Problem 2.3.2 MaxAgree
Input: A general weighted signed network G = (V, E, s), where |V | = n, s : E → {+,−},
and a function fA : P → N0.
Task: Find an optimal node partition P∗ such that, fA(P∗) = maxP fD(P)

Problem 2.3.3 MaxCorr
Input: A general weighted signed network G = (V, E, s), where |V | = n, s : E → {+,−},
and a function fC : P → N0.
Task: Find an optimal node partition P∗ such that, fC(P∗) = maxP{fA(P − fD(P)}

Based on our literature review, we observed that almost all of the analysis and ap-
plications focus on the first two variants of correlation clustering: MinDisAgree and
MaxAgree.

2.3.2 Complexity Analysis

Bansal et al. (2004) proved the NP-hardness of MinDisAgree, or equivalently MaxA-
gree, on unweighted signed networks (each link’s weight is either +1 or −1) by reducing
the problem to that of the Partition into Triangle GT11 (Garey and Johnson; 1979). In
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this case, for a given unweighted signed network G = (V, E, s), they introduced an un-
derlying complete signed network on the same node-set (there exists either a positive
or negative link between each pair of nodes) G′ = (V, E′, s′), in which the sign function
labels the link (i, j) ∈ E′ as a positive link if (i, j) ∈ E; otherwise it labels it as a
negative link, where i, j ∈ V . To prove the NP-hardness for weighted signed network
cases, Bansal et al. (2004) introduced the reduction from the Multiway Cut problem
(Avidor and Langberg; 2007) for the signed complete network. In this case, they trans-
formed the input-weighted signed network G = (V, E, s) to a complete signed network
G′ = (V, E′, s′), by simply adding the link (i, j) in G′ with weight −∞, if (i, j) /∈ E.
Chen et al. (2001) studied the MinDisAgree problem in the context of the phylogenetic
tree from the network representation of species evolutionary similarity. In this network,
nodes are the species, and the link represents the evolutionary similarity between two
species. The problem is to reconstruct the phylogenetic tree from a species evolutionary
similarity network where the leaves of the phylogeny are labelled by nodes (i.e., species).
In this network, any two nodes are connected by a link if and only if their corresponding
leaves in the phylogeny are connected by a path of length at most k, where k is a prede-
termined proximity threshold. In this problem, the number of clustering disagreements
inside a partition is equivalent to the number of dissimilarities among the species from
the same phylogenetic tree root. Chen et al. (2001) also showed that it is NP-hard.
Bansal et al. (2004), and Charikar et al. (2005) both showed that MinDisAgree on
complete signed networks is APX-hard (i.e., it is NP-hard to approximate within some
constant factor greater than 1), and it is at least as hard to approximate as the Multiway
Cut problem. They also proved the existence of PTAS algorithms for the MaxAgree
problem on complete singed networks. Later, Demaine et al. (2006) showed the APX-
hardness on general weighted signed networks and proved that the integrality gap for
MinDisAgree is Ω(log n), where n is the number of nodes in the input network.

2.4 Taxonomy of the CC Problem and On-words

This section of the paper focuses on the taxonomic evolution of the CC problem. A
graphical overview of the taxonomic evolution of this problem is given in Fig. 2.5. The
different formulations of this problem (in yellow in Fig. 2.5) have already been discussed
in Section 2.3.1. Solution approaches (in blue colour in Fig. 2.5) will be addressed in
Section 2.4.1. CC with specific constraints (green colours in Fig. 2.5) will be discussed in
Section 2.4.3. Other clustering problems (orange colours in Fig. 2.5), which are developed
from the inspiration of the CC problem, will be briefly presented in Section 2.4.4. The
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overview of the CC problem’s applications in different areas (colours in Fig. 2.5) will be
presented in Section 2.4.5. The well-known clustering problems (grey colours in Fig. 2.5,
which can be reduced to the correlation clustering, will be addressed in Section 2.4.6.
Finally, in Section 2.5.7, we will briefly discuss an exciting but very few-explored area of
research: a comparison between well-known correlation clustering and machine learning
algorithms.
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Problem
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Blockmodeling
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Constraints
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Figure 2.5: Taxonomy of correlation clustering. Note that the
direction of the links represents the taxonomic evolution flow for
this problem.

2.4.1 Solution Approaches Classification

Several classes of solution approaches appeared in the research literature. A brief
overview of the solution approaches is given in Fig. 2.6. We can classify the solution ap-
proaches into four categories: Network-Structure (NS)-, Integer Linear Program (ILP)-,
Semi-Definite Program (SDP)-, and Block Modelling- (BM) based techniques. Brief
discussions on these solution approaches are given in the following subsections.

Network Structure (NS)-based Approach

The CC problem identifies communities in signed networks. Therefore, using the net-
work’s structural properties (e.g., node’s neighbours, random walk, path, etc.) to design
a solution algorithm is a very well-studied approach. For example, Ailon et al. (2008)
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CC Solution Approaches

NS-Based ILP-Based SDP-Based BM-Based

Figure 2.6: Solution approaches classification for the correlation
clustering problem.

used random pivots and nearest neighbours of nodes to identify the best candidates for
aggregating in a cluster. This study categorizes all the similar solution methods as the
network structure-based approach.

Integer Linear Program (ILP)-based Approaches

The integer linear program-based solution methods for the CC problem’s MinDisAgree
and MaxAgree variants appeared in several studies (e.g., Charikar et al. (2005); De-
maine et al. (2006); Demaine and Immorlica (2003); Wirth (2005)). To formally define
the ILP formulations for MinDisAgree (Problem 2.3.1) and MaxAgree (Problem
2.3.2), for a given signed weighted network G = (V, E, s) and |V | = n, consider a set
of
(n

2
)

binary decision variables {xij : 1 ≤ i < j <≤ n} to represent the mutual cluster
association of each distinct pair of nodes i, j ∈ V . For a given node partition P, we can
define the binary variable xij as follows:

xij =

0; if i and j are in the same cluster,

1; otherwise.
(2.10)

Using this definition, 1−xij = 1 if i and j are within a common cluster; and 1−xij = 0
otherwise. Note that if (i, j) ∈ E, then the non-negative weight associated with the link
(i, j) is wij ; otherwise, it is 0. Thus, from Eq. (2.7), the total number of clustering
disagreements due to the partition P is:

fD(P) =
∑

(i,j)∈E+

wijxij +
∑

(i,j)∈E−

wij(1− xij). (2.11)

Similarly, from Eq. (2.8), the total number of clustering disagreements due to the
partition P is:
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fA(P) =
∑

(i,j)∈E+

wij(1− xij) +
∑

(i,j)∈E−

wijxij . (2.12)

By using Eq. (2.11), the ILP formulation for MinDisAgree (Problem 2.1) can be
written as follows:

minP
∑

(i,j)∈E+

wijxij +
∑

(i,j)∈E−

wij(1− xij); ∀i, j ∈ V (2.13)

s. t.: xij + xjk ≥ xik; ∀i, j, k ∈ V, (2.14)

xij = xji; ∀i, j ∈ V, (2.15)

xij ∈ {0, 1}; ∀i, j ∈ V. (2.16)

The inequality constraint, in Eq. (2.14), enforces that for any distinct nodes i, j, k ∈
V , if i and j are in a common cluster, then k is also in that cluster. This constraint is
referred to as the triangle inequality constraint. The constraint, in Eq. (2.15), represents
the undirected link property of the input network.

Similarly, the ILP formulation for MaxAgree (Problem 2.3.2) by using Eq. (2.12)
can be written as follows:

maxP
∑

(i,j)∈E+

wij(1− xij) +
∑

(i,j)∈E−

wijxij ; ∀i, j ∈ V (2.17)

s. t.: xij + xjk ≥ xik; ∀i, j, k ∈ V, (2.18)

xij = xji; ∀i, j ∈ V, (2.19)

xij ∈ {0, 1}; ∀i, j ∈ V. (2.20)

As we mentioned above, CC is NP-hard; the exact problem based on the ILP formu-
lation is hard to solve. Therefore, the ILP formulation-based solution methods depend
on the relaxation of the integer constraints to generate an approximation or heuris-
tic solution to the problem (Pandove et al.; 2018). The relaxed ILP versions for the
MinDisAgree and MaxAgree can be formulated by replacing integer constraints in
Eqs. (2.16) and (2.20) with the following constraint in Eq. (2.21). The ILP-based so-
lution methodologies use different techniques, such as region growing (Demaine et al.;
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2006) and ultrametric distance (Wahid; 2017), to obtain a solution from the relaxed
solution of the ILPs.

0 ≤ xij ≤ 1. (2.21)

The complexity of the MaxAgree is PTAS (Bansal et al.; 2004) and MinDis-
Agree is a 2.06-approximation (Chawla et al.; 2015) for unweighted signed networks.
For general weighted signed network, the complexity is 0.7666-factor approximation for
MaxAgree (Charikar and Wirth; 2004; Swamy; 2004) and O(log n) for MinDisAgree
(Charikar et al.; 2005; Demaine et al.; 2006). A brief overview of the results related to
these two formulations can be seen in Table 2.2.

Semi-Definite Program (SDP)-based Approaches

Swamy (2004) and Wirth (2005) independently introduced the SDP relaxation-based
solution method for the MaxAgree (Problem 2.3.2) version of the correlation cluster-
ing problem. Later, this relaxed SDP formulation was used in several solution algo-
rithms and applications of correlation clustering studies (e.g., Abdelnasser et al. (2014);
Ahn et al. (2015); Charikar et al. (2005); Giotis and Guruswami (2006); Mathieu and
Schudy (2010); Zaw et al. (2017)). The SDP for MaxAgree addresses the scalabil-
ity issue of the correlation problem by reducing the number of variables (Ahn et al.;
2015; Samal et al.; 2018). To formulate the SDP, for a given node partition solution
P = {P1, ...,Pk}; k = 1, ..., m, on the general signed weighted network G = (V, E), set a
distinct basis associated with each cluster in P. For every node i in a cluster, we set the
unit vector vi to be that basis vector. Therefore, the clustering agreements for a given
partition P can be expressed as the dot product of the unit vectors associated with the
nodes. Set vi.vj = 1, if i and j are within a common cluster; and vi.vj = 0 otherwise.
Using this notation, the SDP relaxation for the MaxAgree can be written as follows:

maxP
∑

(i,j)∈E+

wij(vi.vj) +
∑

(i,j)∈E−

wij(1− vi.vj); ∀i, j ∈ V (2.22)

s. t.: vi.vi = 1; ∀i ∈ V, (2.23)

vi.vj ≥ 0; ∀i, j ∈ V. (2.24)
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Ahn et al. (Ahn et al.; 2015) presented a polynomial-time, O(n.polylog(n))-space
approximation algorithm for the SDP relaxation. A brief overview on the results related
to this formulation is in Table 2.2.

Polynomial Integer Program (PIP)-based Approaches

Bonizzoni et al. (Bonizzoni et al.; 2008) proposed a Polynomial Integer Problem (PIP)
formulation for the MaxCorr (Problem 2.3.3) and proved the existence of a PTAS for
this problem. To formulate the PIP for the MaxCorr, consider for a signed weighted
network G(V, E, s) with |V | = n, w+

ij and w−
ij are the positive and negative link weights

corresponding to links (i, j) ∈ E+ and (i, j) ∈ E−, respectively. For a given node
partition P = {P1, ...,Pk}, is a collection of k disjoint subsets (clusters) of nodes, set
the value of the binary variable xij = 1, if and only if, the nodes i and j are in the
same cluster; otherwise xij = 0. Consequently, define

∑
t xitxjt = 1, if and only if, i, j

are in the same cluster; otherwise
∑

t xitxjt = 0. Therefore, the PIP formulation of the
MaxCorr can be written as follows:

maxP
∑
(i,j)

,

(
w+

ij

∑
t

xitxjt + w−
ij

(
1−

∑
t

xitxjt

))
(2.25)

s. t.:
∑

t

xit = 1; for 1 ≤ i ≤ n, , (2.26)

xit ∈ {0, 1}. (2.27)

Blockmodeling (BM)-based Approach

The matrix-based blockmodeling-was first introduced by Lorrain and White (1971).
Later, Batagelj (1997) formulated and analyzed the optimization version of this problem.
Doreian and Krackhardt (2001) and first used the matrix-based Blockmodeling method
to analyze the structural balance in signed social networks in 2001. Later in 2009, Dor-
eian and Mrvar (Doreian and Mrvar; 2009) used this method to solve the MinDisAgree
(Problem 2.3.1) version of the CC problem. Though BM is a flexible method for ana-
lyzing signed networks, in practice, this method is only feasible and efficient for small
dense networks due to the limitation of handling large-scale matrices in the computa-
tional process (De Nooy et al.; 2018). BM method first appeared in the social sciences
journals, and most of its applications remained within that area (e.g., Doreian (2008);
Drummond et al. (2013); Figueiredo and Frota (2014)).
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BM method uses matrices as the computational and result visualization tools. This
method partitions the matrix representation of the given network into the initial matrix-
partition of positive and negative blocks (clusters). For a given matrix-block partition,
positive links in the positive block (grey-coloured) and negative links in the negative
block (white-coloured) can be specified as clustering disagreements. The method moves
the cells between blocks as a local optimization procedure. For a given network (Fig.
2.7), the matrix representation and initial partition of positive and negative blocks and
the output of the Blockmodeling method are presented in Table 2.1.

V1

V2

V3

V4

V5

V6

Figure 2.7: A signed network with nodes: v1, ..., v6. Positive links
(black lines): (v1, v3), (v1, v3), (v3, v4), (v2, v5), (v2, v6), and (v5, v6).
Negative links (red dotted lines): (v1, v2), (v2, v3), (v2, v4), (v3, v6),
(v4, v5), and (v4, v6).

v1 v2 v3 v4 v5 v6
v1 -1 1 1
v2 -1 -1 1 1
v3 1 -1 1 -1
v4 1 -1 1 -1 -1
v5 1 -1 1
v6 1 -1 -1 1

v1 v3 v4 v2 v5 v6
v1 1 1 -1
v3 1 1 -1 -1
v4 1 1 -1 -1 -1
v2 -1 -1 -1 1 1
v5 -1 1 1
v6 -1 -1 1 1

Table 2.1: (a) The matrix representation of the above-signed net-
work (in Fig. 2.7) with initial random blocks (clusters) separated
by the different colours.; (b) Balanced positive and negative blocks.
In this problem, the clustering error is zero. Positive and negative
blocks are coloured as grey and white, respectively.
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2.4.2 Algorithm Classifications

As we mentioned above, the CC problem is NP-hard; therefore, solving this problem in
an exact manner is challenging. Over the years, several solution algorithms have been
proposed to solve this problem. We can categorize the proposed solution algorithms into
three main groups: approximation, heuristic, and parallel algorithms. An overview of
the classification of these solution algorithms is given in Fig. 2.8. Brief discussions on
these algorithm categorizes are presented in Subsections 2.4.2 to 2.4.2.

Algorithm Classification

Approximate Algorithm

PTAS CFA

Heuristic Algorithm

General Heuristic Metaheuristic

Parallel Algorithm

Figure 2.8: Solution algorithms classifications for the CC prob-
lem.

Approximation Algorithms

Approximation algorithms efficiently provide approximate solutions for the hard opti-
mization problem with provable guarantees (Williamson and Shmoys; 2011). We classify
the approximation algorithms for the CC problem into two subcategories: Constant Fac-
tor Approximation (CFA) and Polynomial-Time Approximation Scheme (PTAS). Table
2.2 lists a summary of the approximation-based solution algorithms for the correlation
clustering problem. In this table, we can notice that about half of the approximation
algorithms followed NS-based solution approaches, and equivalently, about half of these
algorithms are designed for ±1 weighted (a.k.a., unweighted) signed networks. Also,
we can observe that most of the studies that design approximation algorithms focus on
MinDisAgree and MaxAgree problem variants, and only two studies on the Max-
Corr problem.

Heuristic Algorithms

Heuristic algorithms are generally designed to overcome the complexity limitation of the
approximation algorithms and find a good-enough solution for the optimization problem.
Several heuristic algorithms proposed in the literature for the CC problem. In order to
keep this paper concise, we present a brief overview of these heuristic algorithms in
Table 2.3. In this table, we can notice that all the heuristic’s algorithms, except the
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Table 2.2: Overview of the CC’s approximation algorithms. Note
that, NS-Network Structure, ILP-Integer Linear Program, SDP-
Semi Definite Program, PIP-Polynomial Integer Program, CFA-
Constant Factor Approximation, PTAS-Polynomial-Time Approx-
imation Scheme.
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Heuristic CC, use the NS-based solution approach; all of these identify communities in
general weighted signed network. Note that, although the CC problem is defined on
signed networks, many heuristic algorithms (e.g., Pivot Algorithm (Chierichetti et al.;
2014) and KwikCluster (Pan et al.; 2015)) are designed based on the heuristic clustering
algorithm on unsigned networks. The interested reader can consult recent surveys on
heuristic algorithms for unsigned networks, e.g., Chunaev (2020); Javed et al. (2018).

Parallel Algorithms

Due to the enormous growth of data and computational limitations on a single processor,
designing efficient parallel algorithms for clustering can significantly improve the com-
putational efficiency. Over the years, several parallel algorithms for CC were proposed
in the literature. We present a brief overview of these parallel algorithms in Table 2.4.
In this table, we can notice that almost half of the parallel algorithms are parallel-based
approximation algorithms. In addition, a novel approach of solving the CC problem
using parallel Bender’s decomposition in which each node is associated with a Benders’
subproblem is presented in (Keuper et al.; 2019).

2.4.3 CC with Specific Constraints

Several variants of the CC problem with additional constraints (e.g., cluster size, cluster
numbers) were proposed over the years to identify communities in different types of
data. We briefly discuss these variants of the correlation clustering problem with specific
constraints in the following subsections.

CC with Fixed Clusters

The number of clusters in the CC problem is not fixed, and it arises naturally in the
clustering process. However, several studies considered this problem with a fixed num-
ber of clusters. Giotis and Guruswami (2006) studied the CC problems with a fixed k
number of clusters and proved that it is also NP-hard for k ≥ 2. They referred MinDis-
Agree and MaxAgree versions of the CC problem with a fixed k number of clusters as
MinDisAgree[k] and MaxAgree[k], respectively. They also provided PTAS algorithm
with complexity O(

√
log n)) for the MinDisAgree[k], and a 0.878-factor approximation

for MinDisAgree[k] problems.

Similar approaches of CC with a fixed number of clusters can also be seen in Coleman
et al. (2008), Ailon et al. (2012), and Ji et al. (2020). All of these papers focused on the
case of two clusters. They presented local search-based 2- and 3-factor approximations
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Table 2.3: Overview of the heuristic algorithms for the CC prob-
lem.
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Table 2.4: Overview of parallel solution algorithms for the CC
problem.
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algorithms for MinDisAgree[k] and MaxAgree[k] on the general weighted signed
network. Ailon et al. (Ailon et al.; 2018) presented a semi-supervised framework for
approximate clustering (SSAC) for MinDisAgree[k] and MaxAgree[k] problems in
which a learner answers a same-cluster query: “given any two vertices, do they belong to
the same optimal cluster?” They showed that a (1 + ϵ)-approximation algorithm exists
for any small ϵ with a polynomial running time in the input parameters k and 1/ϵ.
Instead of fixing the node partition, Klein et al. (2015) proposed a version of correlation
clustering with a fixed link partition and provided a 2-factor approximation solution.

CC-with Noisy Input

As we mentioned above, CC is an APX-hard problem. To avoid the APX-hardness of
this problem, Mathieu and Schudy (2010) proposed a semi-random variant of CC in
which the input network comes from a noisy system. According to their model, it starts
with an arbitrary partition P where each pair of nodes is perturbed independently with
probability p. Then, the updated partition P is generated by switching every perturbed
pair of nodes between the clusters. This perturbation is controlled by an adversary
process (i.e., decides whether to switch them). They provided a PTAS algorithm based
on the SDP formulation for CC (given in Section 2.4.1). This PTAS produces 1 +
O
(
n− 1

6

)
times the cost of the optimal clustering, if p ≤ 1

2 − n− 1
3 , where n is the

number of nodes and p is the probability of link perturbation. Later, similar attempts
of studying CC with noisy inputs can be seen in Rebagliati et al. (2013) with stochastic-
based link labelling and in Makarychev et al. (2015) with noisy partial inputs. The CC
with a noisy input model is helpful since, in practice, due to the complexity and expenses
related to the process of collecting nodes’ pairwise qualitative information (e.g., similarity
or dissimilarity), the underlying network can be relatively sparse. This additional level
of assumption (nodes perturbation with probability p) becomes useful for dividing data
when no prior knowledge of the number of clusters exists.

CC with Constrained Cluster Size

Puleo and Milenkovic (2015) presented a CC version with additional constraints on the
cluster size and extended this problem for more generalized weighted networks. They
also provided an approximation algorithm with the ratio of 5 − 1/τ , where τ ∈ [1,∞).
To formulate this problem, they assumed a soft constraint to ensure that each cluster at
most K + 1 nodes exist. They provided the following ILP formulation of this model:
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minx,y

 ∑
(i,j)∈E+

wijxij +
∑

(i,j)∈E−

wij(1− xij)

+
∑
v∈V

µvyv, (2.28)

s. t.: xij + xjk ≥ xik; ∀i, j, k ∈ V, and i ̸= j ̸= k, (2.29)∑
i ̸=j

(1− xij) ≤ K + yi; ∀i ∈ V, (2.30)

xij ∈ {0, 1}; ∀(i, j) ∈ E, (2.31)

yi ≥ 0; ∀i ∈ V. (2.32)

The value of the binary variable xij = 1 indicates that the end nodes i, j ∈ V are
in different clusters; otherwise, xij = 0. The parameter µv is the penalty when more
than (K + 1) nodes exist in a cluster. The constraint, in Eq. (2.30), represents the new
restriction on the cluster size together with the penalty term

∑
v∈V µvyv in Eq. (2.28)

(objective function). The additional variable yv represents the number of nodes by which
the cluster containing v exceeds the size bound.

CC with Low-Rank Matrices

Since many real-world data are inherently low-dimensional, Veldt et al. (2017) presented
a CC variant when the input network can be transformed into a low-rank matrix. To
transform the CC problem in matrix formulation, consider, for a given weighted signed
network G(V, E, s), matrix A such that Aij = w+

ij − w−
ij , where w+

ij and w−
ij are the

weights corresponding to the positive and negative links. Then the matrix-based ILP
formulation for the MaxAgree problem can be written as:

minx,y −
∑
i<j

Aijxij (2.33)

s. t.: xij + xjk ≥ xik, (2.34)

xij ∈ {0, 1}; ∀(i, j) ∈ E. (2.35)

Binary variables are as defined as in Eq. (2.10). In Eq. (2.33), the inequality condition
(i < j) on A row-column indices (node indices in the signed network G) allows this
formulation to avoid the equality condition given in Eq. (2.19). Consider an indicator
vector xi ∈ {e1, ..., en} for each node i, where ej is the j-th standard basis vector in Rn.
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This basis indicator vector for node i implies the cluster association of this node. By
using the substitution xij = 1−xT

i xj in the above ILP formulation and by dropping the
constant term in the objective, the matrix-based CC problem becomes:

minx,y −
∑
i<j

AijxT
i xjiT (2.36)

s. t.: xi ∈ {ei, ..., en}; ∀i = 1, ..., n. (2.37)

CC can be solved in polynomial time when a positive semi-definite low-rank matrix
represents the node similarity (Veldt et al.; 2017). But the problem remains NP-hard if
the underlying matrix has at least one negative eigenvalue.

Lambda Correlation Clustering

Lambda Correlation Clustering (LambdaCC), proposed by Veldt et al. (2017) and Gleich
et al. (2018), is a special case of the CC problem with a condition for weighted links
to identify communities in ±1 weighted signed networks. In LambdaCC, (w+

ij , w−
ij) ∈

(1− λ, 0), (0, λ), where λ ∈ (0, 1) is a user-chosen parameter, and w+
ij and w−

ij are the
positive and negative link weights, respectively. By using this condition for the link
weight, the objective function for the LambdCC is given by:

minP
∑

(i,j)∈E+

(1− λwij)xij +
∑

(i,j)∈E−

λwij(1− xij); ∀i, j ∈ V. (2.38)

The λ parameter allows tuning the impact of positive and negative links in the cluster-
ing process. LambdaCC‘s constraints are the same as CC’s constraints. This generalized
clustering framework can also be used to detect communities in unsigned unweighted
networks by treating the non-link, i.e. (i, j) /∈ E, weighted as λ (Gleich et al.; 2018).
Veldt et al. (Veldt et al.; 2017) showed that LambdaCC is NP-hard and provided 3 and
2-factor approximations based on the LP rounding for the special cases λ > 1/2, and
λ > |E|/((1 + |E|)), respectively.

Motif Correlation Clustering

Li et al. (2017) presented a higher-order generalization of CC called Motif Correlation
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Clustering (MotifCC) to identify communities in unweighted completed networks based
on higher-order motif patterns shared among nodes. An LP relaxation formulation
for MotifCC was also presented in Li et al. (2017). Similar attempts of MotifCC on
unweighted completed networks can be seen in Veldt et al. (2017) and Gleich et al. (2018).
Recently, Hua et al. (2021) proposed a MotifCC based on the star structure motif. They
also constructed a new ILP formulation based on cycle inequalities to perform the local
search with final clustering results. In MotifCC, the clustering disagreement defines the
cost of placing ε number of similar nodes into two clusters. In contrast, in CC, clustering
disagreement counts the cost of two similar nodes (positive link) between two clusters.

To define the MotifCC, for a given complete unweighted network G(V, E) with n

nodes, let Ek denote the set of all k-tuples of nodes in G. For each ε ∈ Ek, w+
ε and

w−
ε are positive and negative weights associated with this tuple ε. The cost of placing

at least one pair of nodes from ε in different clusters is w+
ε and the cost of placing all

nodes from ε in one cluster is w−
ε . For a give node partition P = P1, ...,Pk, the ILP

formulation for can be expressed as follows in Eqs. (2.39) – (2.44):

minx,y

∑
ε∈E

w+
ε xε + w−

ε (1− xε), (2.39)

s. t.: xij + xjk ≥ xik; ∀i, j, k ∈ V, (2.40)

xij ∈ {0, 1}; ∀i < j, (2.41)

xi ≥ xε; ∀i, j ∈ ε, (2.42)

(k − 1)xε ≤
∑
i,j∈ε

xij ; ∀ε ∈ Ek, (2.43)

xε ∈ {0, 1}; ∀ε ∈ Ek. (2.44)

where xij = 1 if i, j are in separated clusters. In Eq. (2.42), the inequality constraint
ensures that if any two nodes i, j ∈ ε are separated, then the k-tuple is split (i.e., xε = 1).
Similarly, the constraints given in Eq. (2.43), ensure that if all pairs of nodes in ε are in
the same cluster, then xε = 0.

Li et al. (2017) proved that MotifCC is NP-complete and provided a 9-approximation
algorithm for this problem when the positive and negative weights associated with each
tuple ε ∈ Ek (of size 2 or 3) satisfy the following condition:
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w+
ε + w−

ε = 1. (2.45)

Gleich et al. (2018) gave a 4(k − 1)-approximation, and Fukunaga (2019) provided
a O(k log n) approximation for the general weighted network by using an LP rounding
approach.

Bounded Correlation Clustering

Geerts and Ndindi (2016) proposed another variant of CC, called Bounded Correlation
Clustering (BCC), with additional constraints for link insertion and deletion in the
clustering process. The link insertion process can be interpreted as putting negative
links inside a cluster. Similarly, the link deletion process can be interpreted as placing
positive links between clusters. Therefore, in BCC, there exists an acceptable bound for
link insertion or deletion. Any link beyond this bound will be denied being deleted or
inserted. Geerts and Ndindi (2016) showed that the BCC problem is NP-hard and then
proposed an LP relaxation-based approximation algorithm.

2.4.4 Clustering Problems Inspired from the CC Problem

Several clustering problems have been designed based on the CC framework over the
years due to its paradigm flexibility and applicability. Below we describe two such
clustering problems in the following subsections.

Overlapping Correlation Clustering

Bonchi et al. (2013) proposed a clustering framework, inspired by CC, called the Over-
lapping Correlation Clustering (OCC), in which the partitioned objects may overlap
between clusters. They also proved that OCC is NP-hard and provided an approxima-
tion solution. Later, Andrade et al. (2014) presented an evolutionary algorithm, and
Chagas et al. (2019) proposed a hybrid heuristic algorithm for the OCC problem.

Chromatic Clustering

Bonchi et al. (2015) proposed, a novel clustering framework called Chromatic Clustering
to generalize the CC problem. It used different colours to include more than two types
of qualitative link relations (rather than just the positive and negative). Bonchi et al.
(2015) also established the NP-hardness of this problem. This clustering framework
also appeared in several studies as multiplex or multi-layer clustering such as: Hmimida
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and Kanawati (2015); Huang and Wang (2016); Lancichinetti and Fortunato (2012);
Mondragon et al. (2018).

2.4.5 Optimization Problems Reduced to CC

The CC problem is a class of optimization problems that can be reduced from other
well-known problems. This section focuses on those well-known optimization problems
from which CC can be derived as a special case.

Ultrametric-based Hierarchical Clustering

Hierarchical Clustering (HC) (Murtagh; 1983) creates a hierarchy of clusters based on the
similarity measure (or distance) of objects. Ultrametric-based Hierarchical Clustering
(UHC) uses the ultrametric distance function in the process of clustering (Roy and
Pokutta; 2017). A distance function u : V × V → R+

0 can be defined as ultrametric if:
(Wahid; 2017)

max{uij , ujk ≥ uik}; for all i, j, k ∈ V, (2.46)

where uij is the similarity distance between elements i and j. Let U be the distance
matrix that satisfies Eq. (2.46). We can call U the Ultrametric Matrix. Therefore, for
an input similarity distance matrix X with x : V × V → R+

0 , the UHC can be defined
as follows:

Problem 2.4.1 UltrametricHC
Input: A distance matrix X with x : V × V → R+

0 .
Task: Find a Ultrametric-matrix U with u : V × V → R+

0 in the minimum distance
(cost).

By imposing the binary condition on the distance function as u : V × V → {0, 1},
the optimality condition, in Eq. (2.46), can be redefined as follows:

uij + ujk ≥ uik. (2.47)

We can call this new distance function the 0-1-ultrametric (Roy and Pokutta; 2017;
Wahid; 2017). Eq. (2.46) is equivalent to the triangle inequality constraint, in Eq. (2.14),
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in the ILP formulation of the CC problem. Therefore, we can define a distance matrix
U as the 0-1-ultrametric-matrix if each element in U satisfies the inequality condition
in Eq. (2.47) (Wahid; 2017). By using this 0 − 1-ultrametric-matrix, we can redefine
the MinDisAgree (Problem 2.3.1) as the following 0−1 Ultrametric-based Hierarchical
Clustering problem:

Problem 2.4.2 0-1-UltrametricHC
Input: A distance matrix X with x : V × V → [0, 1].
Task: Find a 0-1-Ultrametric-matrix U with u : V × V → {0, 1} in the minimum dis-
tance (cost).

Here, X is the matrix representation for the input network. The output matrix in
(Problem 2.4.2) represents a set of disjoint clusters.

Quadratic Semi-Assignment Problem

QSAP is a well-known optimization problem that arises in many practical applications.
Bonizzoni et al. (2008) presented a polynomial integer problem (PIP) formulation for
MaxCorr (Problem 2.3.3) (briefly discussed in Section 2.4.1). The PIP formulation for
this problem, given in Eqs. (2.25)-(2.27) is, in fact, a modified version of QSAP.

2.4.6 Applications

The applications of the CC problem appear in different scientific areas, such as for iden-
tifying communities in social networks (Doreian and Mrvar; 1996) and gene expression
pattern recognition Ben-Dor et al. (1999). In Table 2.5, based on our extensive search in
the literature, we present a list of references for different applications of the CC problem
from the literature. Except for three studies (Bhattacharya and De; 2008; Sumi and
Neda; 2008; Wei et al.; 2018); all other studies occurred in the last decade, which is a
testimony of a growing interest in the application of CC. We also observed that most
applications are in social networks and image processing.

2.5 Bibliometric Analysis

Bibliometric analysis is a descriptive analytics tool that helps researchers to investigate
and visualize a large number of academic publications from the research literature. This
analysis includes using networks to gain insights into authors’ interactions (Mimno et al.;
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Application Area Number References Journals

Community
Identification
in Social Network

13

Akorli et al. (2019); Bakó (2018);
Barik et al. (2018); Belyaeva et al. (2017);
Bessonov et al. (2013);
Bhattacharya and De (2008, 2010);
Joglekar (2014); Krasowski et al. (2017);
Sumi and Neda (2008); Vassy et al. (2017);
Wei et al. (2018); Zhang et al. (2014)

Image Processing 11

Alush and Goldberger (2012);
Firman et al. (2013); Kappes et al. (2016);
Kim et al. (2012); López-Sastre et al. (2011);
Marra et al. (2016, 2017); Mehta et al. (2016);
Solera and Calderara (2013);
Yarkony et al. (2012); Zhu and Cao (2011)

Data Mining 5

Aszalós and Mihálydeák (2015);
Slaoui et al. (2018); dong Xie et al. (2015);
Zhao, Xiong, Yu, Zhang and Zhao (2016);
Zhao, Xiong, Zhang, Yue and Yang (2016)

Computational
Biology 3 Albin et al. (2011);

Papenhausen et al. (2013); Wang et al. (2013)

Telecommunication 3 Abdelnasser et al. (2014);
Maatouk et al. (2018); Nga et al. (2016)

Portfolio
Diversification 3 Galagedera (2013);Isogai (2014);

Zhan et al. (2015)
Control Systems 2 Albin et al. (2011); Wang et al. (2013)

Table 2.5: Application of the correlation clustering in different
scientific areas.
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2006), understand the chronological evolution of research interests (Morris et al.; 2002),
and cluster the studies’ research topics (Mogee; 1991). It also helps the researchers
ascertain the existing research gaps and the hidden patterns of knowledge structure
in the areas of study and identify possible future research paths (Daim et al.; 2006).
Recently it used to assess the potential of interdisciplinary research in higher education
journals (Wahid et al.; 2022). Such an analysis is becoming almost necessary, especially
when we want to see how fast the literature grows (Hu et al.; 2020). In the following
subsections, we present different aspects of the bibliometric analysis for the literature
CC.

2.5.1 Initial Data Collection and Refinement

The publication data was collected from Web-of-Science (WoS), an online-based citation
indexing website. In the first step of the data collection, we collected journal articles
covering the topic of correlation clustering. In the research literature, correlation and
clustering are very popular keywords and are overly used in different disciplines to ex-
plain various topics that are not necessarily related to our intended topic. To avoid
publications that are not related to our topic, we used the keyword “correlation clus-
tering” to search in the WoS. After the initial search, we collected 230 articles. We
recognized that some publications are unrelated to the CC problem by inspecting the
collected publications. Some of these eliminated publications are related to other uses
of “correlation clustering” such as in the area of mathematics, where “correlation clus-
tering” refers to generalized subspace clustering in the data space (Zimek; 2009). To
identify these non-relevant studies, we decided to investigate each article individually
to decide whether it is related to our investigated topic. Finally, this investigating and
removing process yielded 158 articles.

We have already mentioned that the CC was first proposed by Doreian and Mrvar
(1996) in the social science area under a different name and as a criterion to analyze the
structural balance in signed networks. But the attention to this problem was started
in 2004, right after the publications of the paper by Bansal et al. (2004) in the area of
machine learning. In the following years, we observed a clear gap in the mutual citation
among the articles from these two fields. We noticed that articles published on CC
in social science mainly cite Doreian and Mrvar (1996). In contrast, computer science
articles on this topic cited Bansal et al. (2004). In our observation, we founded that
only a few articles crossed this citation gap over the years. Therefore, to include the
articles from both scientific areas (social and computer sciences), we decided to collect
all of the articles corresponding to both articles’ citations from the WoS database. This
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Data Sets

Steps
#of articles by
keyword-search

"correlation
clustering."

#of articles that
cited Doreian and

Mrvar (1996)

#of articles cite
Bansal et al.

(2004)

Initial Search
(Sept 21, 2020) 230 150 412

Refining: Delete
irrelevant and
duplicate articles

158 107 309

Table 2.6: Number of articles in the initial data collection and
the refining steps.

decision resulted in 150 from Doreian and Mrvar (1996)’s citations and 412 articles from
Bansal et al. (2004)’s citations. These three sources of collected articles were further
investigated to eliminate any duplicate studies. As shown in Table 2.6, this resulted in
158, 107, and 309 studies in each of the collected data sets, respectively, for a total of
574 studies.

2.5.2 Data Analysis Tools

We used an open-source R-package called Bibliometrix (Aria and Cuccurullo; 2017) for
the bibliometric data analysis. This package provides a complete set of tools for con-
ducting comprehensive bibliometric research and scientific mappings such as influential
authors, collaborations, and article citation analyses. For network visualization and
community detection, we used Gephi (Bastian et al.; 2009) since it has the flexibility
and ability to perform further clustering analysis on large-scale network data.

2.5.3 Overview Data Statistics

Fig. 2.9 presents the yearly distribution of publications from 1992, when Doyle (1992)
published his work on multiple correlation clustering in social networks, to September
2020. From this figure, though the CC problem was introduced in the early 1990s, it
only gained significant interest in the literature after 2004 when Bansal et al. (2004)
independently introduced this problem in the computer science community.

To get an idea about the research communities that focused on the CC problem,
we present the top 20 journals that published articles on this topic in Table 2.7. In
total, 133 articles were published in 20 sources, representing about 26% of the total
number of reviewed works. This table can give us a notion about the familiarity of the
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SN Source Names Articles
Numbers

Scientific
Communities

1 Social Network 21 SS

2 Physica A-Statistical Mechanics
and Its Application 11 CS, BS, SS

3 IEEE Transactions on Pattern
Analysis and Machine Intelligence 10 CS

4 Theoretical Computer Science 10 CS
5 Algorithmica 8 CS (OR)

6 IEEE Transactions on Knowledge
and Data Engineering 8 CS

7 Journal of Combinatorial
Optimization 8 CS (OR)

8 Journal of Computer and System
Sciences 6 CS

9 Journal of Mathematical Sociology 6 CS, SS
10 Discrete Applied Mathematics 5 CS (OR)

11 Journal of Machine Learning
Research 5 CS

12 IEEE Conference on Computer
Vision and Pattern Recognition 4 CS

13 IEEE International Conference
on Computer Vision 4 CS

14 Artificial Intelligence 4 CS
15 Bioinformatics 4 BS
16 Information Processing Letters 4 CS
17 Pattern Recognition 4 CS
18 Physical Review E 4 CS, BS, SS
19 Scientific Reports 4 CS, BS, SS

20
IEEE Conference on Computer
Vision and Pattern Recognition
Workshops (CVPRW)

3 CS

Total 133

Table 2.7: Top 20 journal and conference proceeding with the
corresponding number of published articles on CC over the years
(1999-2020). Note that, CS (OR) represents the field of operations
research but in the wider picture it belongs to the computer science
field.

49

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

0

10

20

30

40

50

60

70

Year

A
rt

ic
le

s

Figure 2.9: Yearly distribution of the published articles over the
study period

CC problem in different scientific communities. The publication sources (journals and
conference proceedings) can be classified into three broader scientific fields: Computer
Science (CS), Social Science (SS), Biological Science (BS). We can observe from Table
2.7 that the CC problem received the most attention from the computer and social
science communities. This problem received the subsequent most attention in biological
science since we can see four articles published in Bioinformatics, a Biological Science
journal. However, some may argue that Bioinformatics journal overlaps between the
Computer Science and Biological Science communities. Furthermore, some journals in
this list overlap among all the above three scientific communities. We can also notice that
the optimization problem is significantly underrepresented in the Operations Research
(OR) community. For example, eight articles published in the Journal of Combinatorial
Optimization may relate to the OR. Moreover, in the broader sense, the articles published
in Algorithmica (8 articles) and Discrete Applied Mathematics (5 articles) may also be
classified in the field of OR.
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Author’s Name PageRank Score Discipline Associationn
Andres B. 0.00545 Information Science
Guo J. 0.00389 Computer Science
Chen J. 0.00359 Computer Science
Li Y. 0.00343 Information Science
Ailon N. 0.00342 Computer Science
Doreian P. 0.00300 Sociology
Hamprecht F.A. 0.00294 Computer Science
Li J. 0.00293 Computer Science
Komusiewicz C. 0.00278 Information Science
Liu X. 0.00273 Computer Science
Liu J. 0.00262 Computer Science
Niedermeier R. 0.00261 Information Science
Koethe U. 0.00251 Computer Science
Aszalos L. 0.00242 Information Science
Mrvar A. 0.00238 Social Science
Hou J. 0.00229 Bioinformatics
Wu J. 0.00225 Mathematics
Zhang L. 0.00220 Economy
Figueiredo R. 0.00219 Information Science
Steinley D. 0.00217 Psychology

Table 2.8: Top 20 influential authors according to their corre-
sponding PageRank scores in the author’s collaboration network.
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2.5.4 Authors Collaboration Clusters

The collaboration tendency of an author shows a positive correlation with the article
citations (Hsu and Huang; 2011) and the corresponding author’s ranking (Abramo et al.;
2019). Each node represents an author in a collaboration network, and each weighted
edge represents the number of articles co-authored by two authors. We formulated a
collaboration network of 990 nodes and 1891 edges from our collected publication data.
PageRank, introduced by Brin and Page (Brin and Page; 1998), is a metric to evaluate
the priority of a node in a network. We applied the PageRank analysis on the collab-
oration network and presented the top 20 authors list according to their corresponding
PageRank scores in Table 2.8. We also investigated the institutional discipline associa-
tion corresponding to these authors shown in Table 2.8. We noticed that the majority
of these authors are associated with computer science-related disciplines (e.g., computer
science and information). Only three authors (Doreian P., Mrvar A., and Steinley D.)
belong to social science-related disciplines (e.g., sociology and psychology). In this list,
there exists only one author from each of the following disciplines: mathematics (Wu
J.), bioinformatics (Hou J.), and Economy (Zhang L.). This observation supports our
previous argument that CC gets comparatively more attention in the computer science
community.

To get insight into the influential authors’ community structures, we use the mod-
ularity algorithm, proposed in Blondel et al. (2008) and implemented in Gephi, on the
authors’ collaboration network. Fig. 2.10 exhibits the ten largest authors’ communities
in the collaboration network. In combination, there are 306 nodes (i.e., approximately
30% of the whole network) in the ten largest communities. The node size in this figure
is scaled with the corresponding weighted degree. Table 2.9 presents the top 3 authors,
according to the weighted degree, from each of the ten cluster communities and their
published articles’ research focus. We observe in this table that, in our collected data,
the research focuses on the published articles by the authors from 10 identified clusters
extended from algorithm analysis to application in different sectors such as community
detection in social and biological networks and image segmentation.

2.5.5 Direct Citation Analysis

Direct citation network, introduced in Garfield (2004), is a historical network map of
most relevant articles’ direct citations drawn from a bibliometric collection. It helps
to trace the historical development of research-based innovations and the evolution of

52

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

Cluster-ID & Top 3
Authors (according
to the degree)

Published Articles
Research Focuses

Community # 1:
Guo J., Komusiewicz C.,
Niedermeier R.

Optimization algorithm
and complexity analysis.

Community # 2:
Liu X., Li J., Zhang Y.

Evolutionary algorithms and
community detection in social
and biological networks.

Community # 3:
Li Y., Chen J., Wu J.

Chromatic correlation
clustering.

Community # 4:
Ailon N., Charikar M.,
Wirth A.

Integer and semidefinite
programming formulation
and solution algorithms.

Community # 5:
Andres B, Hamprecht FA,
Koethe U

Application in image segmentation

Community # 6:
Gong M., Cai Q., Chen Z.

Application in wireless
sensors and complex networks.

Community # 7:
Kindler G., Strauss K.,
Makarychev K.

Solution algorithms and application
in large-scale biological networks.

Community # 8:
Zhang C., Zhao Q.,
Yarkony J.

Solution algorithms and application
in complex and biological networks.

Community # 9:
Chawla S., Bansal N.,
Blum A.

Approximate and heuristic Algorithm
for correlation clustering.

Community # 10:
Rudroff F., Oliveira A. P.,
Dimopoulous S.

Application in biological networks.

Table 2.9: Top 3 authors from 10 largest identified clusters com-
munities from the collaboration network and their corresponding
articles research focuses.
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Figure 2.10: Top 10 author’s clusters communities in the authors’
collaboration network. The node size is scaled with the weighted
degree.

coherent knowledge structures. It also provides a more factual taxonomy of a scien-
tific field from socio-cognitive and historical perspectives compared to the co-citation or
bibliometric coupling analyses (Klavans and Boyack; 2017). In this network, each node
represents an article. A directed edge from a source node A to a target node B implies
that article B is cited by article A. We present a direct citation network for the top 30
articles, according to their degree, in Fig. 2.11. In this figure, we can observe that due to
the direct citations, two separate research-based knowledge clusters have been growing
in two different scientific communities: social and computer sciences. The articles in the
upper knowledge cluster cite Doreian and Mrvar (2009) and can be associated with the
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Figure 2.11: Direct citation network for the correlation clustering
literature.
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social sciences community.

On the other hand, the lower knowledge cluster articles cite Bansal et al. (Bansal
et al.; 2004) and can be associated with the computer science community. Interestingly,
in the direct citation network, we can also notice that the articles in the social science
cluster did not receive any citation from the computer science cluster. From this obser-
vation, we can say that the research developments on correlation clustering have been
conducted inside these two scientific communities somewhat independently. This lack
of citations between two scientific areas may create repetition of works. The possible
reason behind this citation gap may be using different names for this problem. In social
science, the CC problem is known as the structural balance partitioning problem. In Fig.
2.11, we can see that few articles, such as Doreian and Mrvar (1996) and Esmailian et al.
(2014) from the social science cluster, are trying to mitigate this citation gap. However,
we do not see such efforts from the articles that belong to the computer science cluster.
We hope that this review will reverse this trend and help connect these two fields and
create a fruitful interdisciplinary stream of research in this area.

2.5.6 Dominant Research Focus Areas

The title and abstract demonstrate the key research concepts of an article that can
be associated with a particular scientific field. In addition to providing article proper-
ties, such as title, authors, abstracts, authors’ keywords, references, and citations, WoS
provides “Keywords Plus”, automatically generated text keywords from the article title,
abstracts, and cited references titles (Garfield; 1990; Garfield and Sher; 1993). Keywords
Plus generally covers most of the authors’ keywords and effectively analyzes scientific
fields’ knowledge structures (Zhang et al.; 2016). Several studies used Keywords Plus
to analyze dominant knowledge structure in different scientific areas (González-Álvarez
and Cervera-Crespo; 2017; Khasseh et al.; 2017; Rigolon et al.; 2018; Zhao et al.; 2018;
Wahid et al.; 2022).

To understand the ongoing dominant research that focuses on CC, we formulated a
keyword co-occurrence network with 665 nodes and 3085 edges. Each node represents
a keyword from the articles’ title and abstract in this network, and each weighted edge
represents the co-occurrence incident(s) of two keywords in an article. We selected a sub-
network of the top 50 nodes (according to the weighted degree) from the keywords co-
occurrence network. Then, we applied the modularity algorithm (implemented in Gephi)
to identify communities in this sub-network. In Fig. 2.12, we show the three identified
clusters of closely related keywords from the keyword co-occurrence subnetwork. Next,
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Figure 2.12: Keyword Plus’s co-occurrence network of size 50
nodes. Nodes are scaled with the corresponding weighted degree.

according to the weighted degree, we present the top 5 keywords from each of the three
identified clusters and their corresponding research focus in Table 2.10. This table
shows that the keywords associated with Cluster 1 can be linked to the research areas of
optimization algorithms and complexity analysis. Similarly, by examining the keywords
associated with Cluster 2, we can connect its research focus to analyzing structural
balance and community detection in complex social networks. Finally, the research
focus of Cluster 3 can be labelled as identifying communities and patterns in complex
biological networks.

2.5.7 Future Research Directions and Open Problems

The results from the community detection on keyword’s co-occurrence network, pre-
sented in Table 2.10, shows that the current research can be categorized in three areas:
Optimization algorithm and complexity analysis, Structural balance and community de-
tection in complex social networks, and Community and pattern detection in biological
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Cluster & Top 5 Keywords Research Focus Areas
Cluster # 1:
Graph, Algorithm(s), Vertex Cover,
Approximation (Algorithms), Complexity,

Optimization algorithms
and complexity analysis.

Cluster # 2:
Model, Structural Balance, Complex
Networks, Social Network, Genetic Algorithm

Structural balance and
community detection in
complex social networks.

Cluster # 3:
Community Structure, Patterns,
Gene-Expression (Data), Biological Network

Community and pattern
detection in biological
complex networks

Table 2.10: Three identified clusters from the keywords co-
occurrence network and their corresponding research area.

complex networks.

The studies related to the first research area explore designing efficient algorithms
and provide theoretical guarantees to the solution’s accuracy. Bansal et al. (2004) pro-
vided a list of open problems in this area of research related to the MinDisAgree and
MaxAgree, and most of these open problems have been solved in subsequent studies.
Demaine et al. (2006) proved that the optimality gap for MinDisAgree and MaxA-
gree approximation is O log n). However, there is no such guarantee for the MaxCorr
problem. So far, a PTAS with ω(1/ log n))-factor approximation (Charikar and Wirth;
2004), and two of 2-factor approximations (Coleman et al.; 2008) appeared in the re-
search literature, but there is still a lot of room for improvement.

Other two research areas presented in Table 2.10 concentrate on applying the CC
problem in different scientific fields. Since this problem is NP-hard, it faces scalabil-
ity issues while identifying communities in large-scale real-world networks (Pan et al.;
2014). In recent years, several parallel algorithms have appeared in the research lit-
erature (Chierichetti et al.; 2014; Pan et al.; 2014, 2015). All of these algorithms can
solve very large-scale networks but do not provide any guarantees to the solution’s ac-
curacy. Recently, Cambus et al. (2021) proposed a parallel algorithm with worst-case
(1 + ϵ)-approximation guarantees for the complete signed network. However, the prob-
lems of finding efficient parallel algorithms for the MinDisAgree, MaxAgree, and
MaxCorr problems on the general weighted signed network with a guarantee of the
solutions’ accuracy are still open.

Another promising area for research is the development of efficient solution ap-
proaches for large-scale CC instances that make use of the inherent structural properties
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of the problem. One possible direction is to develop specialized decomposition algo-
rithms such as the recent effort by Keuper et al. (2019). They used a novel approach
to solve the CC problem using parallel Bender’s decomposition in which each node is
associated with a Benders’ subproblem.

Finally, we present a little-explored but significant scope for future research, compar-
ing the CC with well-known machine learning algorithms. In machine learning, agnostic
learning aims to find the best hypothesis for the target function from a given hypothesis
class containing the node clusters (Ben-David et al.; 2001; Kearns et al.; 1994). CC
can be viewed as a type of agnostic learning, where the link labels are the examples
(either positive or negative), and it is only allowed to use partitioning as the hypothe-
sis for the target function (Bansal et al.; 2004). Therefore, the question of comparison
between the CC with other well-known ML algorithms should arise naturally. To the
best of our knowledge, only Pozzi et al. (2005) investigated this issue. They focus on
the comparative analysis of correlation clustering and a machine learning method called
support vector machine clustering (SVC). The SVC, proposed in Ben-Hur et al. (2001)
is very similar to the well-known support vector machine (SVM) process (Suthaharan;
2016). They showed that SVC performs well compared to the CC in small-scale data
with prior knowledge of the number of clusters. In the future, researchers should focus
on investigating the performance comparison of CC with other ML algorithms.

2.6 Conclusion

This paper presents a comprehensive survey on the CC problem to identify the tax-
onomic and bibliometric developments. In the study of taxonomic development, we
briefly focused on discussing different solution approaches and their classifications in
various scientific communities. Additionally, we summarized various correlation clus-
tering problems with specific constraints. Several novel clustering problems have been
proposed in the literature from the inspiration of the CC problem over the years. In this
paper, we also briefly discussed two of these clustering problems. Furthermore, as part of
taxonomic evolution, we reviewed the relationship of CC with two well-known optimiza-
tion problems. Finally, we emphasized presenting the problem in different optimization
models and their inter-relationships.

In the next part of this paper, we presented the bibliometric evolution of the CC
problem. We analyzed and identified several critical bibliometric metrics, such as the
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top list of corresponding journals and influential authors. Also, from the clustering anal-
yses in collaboration and co-citation networks, we identified authors and article clusters
corresponding to different scientific areas. Furthermore, we pointed out a significant
citation gap in the direct citation network that can be attributed to this problem being
proposed independently across several disciplines with distinct names. Finally, we iden-
tified dominant research topics corresponding to the correlation clustering problem and
provided future research directions.
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Abstract

We defined the concept of a common-knowledge network of authors in a research insti-
tution and used it to identify communities of authors using a new heuristic algorithm
for clustering editing problems on weighted similarity measure networks. We analyzed
dominant research topics based on most frequent keywords, publications and collabora-
tion incident counts for each identified research community. Our methodology can be
used to create multidisciplinary research clusters in universities and support senior man-
agement in setting investment strategies for fostering large-scale innovative collaborative
initiatives across different disciplines.
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3.1 Introduction

Knowledge is a driving force behind all social and economical development programs
(Phelps et al.; 2012). Many studies indicate that knowledge-based communities benefit
their members by enhancing their learning process, contributing to their expertise to un-
derstand a given phenomenon, and integrating knowledge to overcome difficulties (Phelps
et al.; 2012; Ardichvili et al.; 2003; Malmberg and Maskell; 2002). Interdisciplinary re-
search environments require analysis of knowledge creation, cohesion, and structures to
help stimulate innovation and collaboration inside organizations (Gaviria-Marin et al.;
2019; Guan and Liu; 2016; Huang et al.; 2020).

Analyzing knowledge-based research communities also helps the research institutions
adopt appropriate policies for knowledge-creating investments, including utilizing the
latest technology to stimulate research and developing activities (Connelly et al.; 2012;
Malmberg and Maskell; 2002). In order to identify and investigate the research commu-
nities in an institution or a scientific area, several network formulation approaches have
been adopted in the literature to capture the knowledge structure of that institution or
scientific field. As examples of networks, we have research communities based on authors’
collaborations (Clauset et al.; 2004; Hu et al.; 2019), co-citations (Ding; 2011; Muñoz-
Muñoz and Mirón-Valdivieso; 2017), coauthorships and research impact (Li et al.; 2013),
and co-word network based on publication keywords (Katsurai; 2017; Zhao et al.; 2018).
Motivated by a practical need from the authors’ institution, in this paper we proposed
a novel approach to study research communities based on the researchers’ commonality
of knowledge background.

A community of researchers who share similar knowledge background and use com-
mon methodologies can be defined as a collection of researchers who have similar schol-
arly knowledge or expertise (Malmberg and Maskell; 2002) . To identify researchers’
communities in a certain academic area, we need to know how to recognize the intellec-
tual abilities and knowledge associated with a researcher. In many studies, the knowl-
edge elements of an author’s published articles are used to define their areas of research
(Guan et al.; 2015; Rawlings et al.; 2015; Wang et al.; 2014). In general, a patent based
on an article is considered as the author’s intellectual property of knowledge, which is
represented by the corresponding article (Carnabuci and Operti; 2013). In many recent
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studies, the keywords of an article were considered as the knowledge elements that can be
used to represent that article (Guan and Liu; 2016; Guan and Zhang; 2018; Muñoz-Leiva
et al.; 2012). A keywords-based knowledge network represents the mutual interaction
between the different areas of intellectual or scientific knowledge. Several applications of
knowledge networks to analyze various empirical phenomena in different scientific areas
have been reported in Li et al. (2016); Lozano et al. (2019); Olmeda-Gómez et al. (2017);
Zhang et al. (2013).

In this study, we considered the keywords of a publication as the knowledge ele-
ments that represent the publication author’s areas of research. Instead of investigating
and identifying knowledge-based communities in the co-keywords network for a scien-
tific field, in this study, we were interested in identifying and analyzing the researchers’
communities based on the commonality of knowledge elements (keywords) among the
corresponding researchers (authors) from a specific research institution. Inside each
knowledge similarity-based researchers’ community, we were interested in investigating
the synergy and interaction of the researchers in terms of collaboration, publication
count, and dominating research topics. Similar studies of focusing on a particular in-
stitution instead of focusing on a specific scientific area can be found in Dahlander and
McFarland (2013); Mohsen (2021); Rawlings et al. (2015); Tripathi et al. (2018). Our
contribution is to introduce the concept of a common-knowledge network using the key-
words associated with their published articles. This network is used with collaboration
networks to investigate the influence of the keywords on the dominating research topics,
the number of publications, and the collaborations in a community of authors. To an-
alyze such networks, we proposed a similarity correlation clustering model, a variant of
correlation clustering on general weighted networks(Bansal et al.; 2004; Demaine et al.;
2006), and apply a heuristic algorithm to identify network communities in which the
weighted link represents the similarity between two nodes (i.e., researchers)1. By us-
ing this heuristic algorithm, we identified communities of authors from the formulated
common knowledge-based network. We also recognized possible dominating research
topics and analyzed the publication numbers and collaborations corresponding to each
designated community. Our results showed that the publications number and collabora-
tion incidents corresponding to identified communities tend to increase over the studied
period. As a case study, we applied our methodology to publications by the authors’
institutions’ researchers and their collaborators from 2011 to 2016. This study was con-
ducted in early 2018, and we collected published journal information from the Web of

1The published paper had a typo: "proposed a similarity correlation clustering, a variant of correlation
clustering" should be "used the clustering editing."
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Science (WoS), an online citation indexing service. The choice of the study period was
motivated by a practical need at that institution, where one of the authors was involved
in a committee that was tasked with developing a 5-year strategic plan for research
driven by a vision to encourage multidisciplinary research activities and devising appro-
priate investment strategies to nurture such initiatives. The ultimate goal was to develop
strong multidisciplinary research groups that can successfully compete in major national
grant competitions. Given that most research investments are derived from government
funding agencies. We chose to study a six-year period to correspond with the period
used by government funding agencies to evaluate researchers’ excellence.

Our study was motivated by the university’s drive towards interdisciplinary research
and an ensuing debate on how to define research communities and encourage interdisci-
plinary research within those groups. This issue became paramount in discussions within
a committee of researchers that were tasked with devising a strategic research plan for
the university, among whom was one the authors of this paper. The study demon-
strates the need to devise an objective tool to define possible interdisciplinary research
communities and use that tool to target funding for the different research clusters.

Section 3.2 defined the collaboration network (CN) and the common-knowledge net-
work (CKN) and presented network formulation and descriptive analysis. Section 3.3
discussed the community clustering approach for identifying research communities and
presented a heuristic algorithm for the clustering editing problem on weighted networks
to identify research communities in CKN. We discussed the limitations of our study in
Section 3.4. Finally, Section 3.5 summarizes our findings and proposes possible future
research directions.

3.2 Network Definitions and Descriptive Analytics

3.2.1 Collaboration Network

Research CN, also known as the co-authorship network, has been investigated for several
years to analyze collaborations in a research community and identify key researchers in
a particular research area (Liu et al.; 2015). The CN represents a form of scholarly
collaboration among researchers that includes scientific interactions and collective coor-
dination of conducting research and finally producing results in the form of a publication
(Abbasi et al.; 2014).
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Figure 3.1: The collaboration matrix and CN formulation from
three journal articles (papers) and, consequently, from the collab-
oration matrix. Here, A1, A2, A, and A4 are the authors of the
three papers/articles P1, P2, and P32.

In a CN, each node represents an author of a paper, while each link represents the
collaboration incident (coauthorship) between two authors in an article. The number
of co-authored articles represents the number of the collaboration incident between two
authors. Therefore, the weight of a link in a CN can be defined as the number of
collaboration incidents between two authors in the network. In the data processing step,
we use a collaboration matrix CM = (cij), i = 1, . . . , n; j = 1, . . . , m, to formulate
CN. Each node represents an author, and each link represents a collaboration incident
between two authors. Each non-zero entry in CM indicates the authorship of an article
by the corresponding author. Any non-zero row for any two distinct columns in this
matrix represents a collaboration incident and consequently represents a link between
two corresponding authors in the collaboration network. The total number of non-zero
rows between two distinct columns can be defined as the weight of the corresponding
link in CN. For any two authors p and q, the number of collaboration incident (link
weight in CN) wpq can be defined as follows:

wpq =
n∑

i=1
cpicqi (3.1)

where cpi = 1 if author p has an authorship in article i, otherwise cpi = 0. In Fig.
(3.1), we illustrate CM and CN for three articles and four authors.

3.2.2 Common-Knowledge Network

Based on the knowledge elements (keywords) of a publication, we can define the authors’
knowledge as the dimensions and class of the intellectual areas in which these authors

2The published paper a had typo: the top right node ‘A4’ node should be ‘A3’.
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have expertise. As such, we can also specify the term common-knowledge as the common
area of expertise between two authors. Subsequently, the common-knowledge between
two authors can be represented by a set of common keywords corresponding to these
two authors’ publications. In this research, we investigate the influence of the common-
knowledge (keywords) on the dominating research topics, the number of publications
and the collaboration in a community of authors.

We defined a CKN based on the available common knowledge (keywords) between
two authors. In this network, each node represents an author from the research com-
munity, while each link and its corresponding weight represent the number of common-
knowledge (keywords) in their published articles. Similar to the CM formulation, we
matrix CKM = (kij), i = 1, . . . , n; j = 1, . . . , m, to formulate CKN. Any non-zero row
for any two distinct columns in this matrix represents a common-knowledge and con-
sequently represents a link between two corresponding authors in the CKN. The total
number of non-zero rows between two distinct columns can be defined as the weight of
the corresponding link in CKN. For any two authors p and q, the number of common-
knowledge elements (link weight in CKN) wpq can be defined as follows:

wpq =
n∑

i=1
kpikqi (3.2)

where kpi = 1 if author p is familiar to keyword i, otherwise kpi = 0. A brief
representation of the common-knowledge matrix and the common-knowledge network is
given in Fig. (3.2).

3.2.3 Data Collection and Processing

Web of Science (WoS) is an online citation indexing service that provides access to mul-
tiple cross-reference databases. In addition to providing article properties, such as title,
authors, abstract, keywords, and references, they provide Keywords Plus and several
other document database identifiers and classifications. Keywords Plus are automati-
cally generated by text mining from titles of cited references (Garfield; 1990; Garfield
and Sher; 1993).

We collected all journal information (e.g., authors, keywords, affiliation, citations,
etc.) published by McMaster University-based authors and their collaborators between
the years 2011 and 2016 inclusive. Table 3.1 shows the numbers of yearly published
articles, along with the corresponding numbers of articles with authors’ defined keywords
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Year Number of
Articles

Number of Articles with
Authors’ Keywords

Number of Articles
with Keywords Plus

2011 4296 2130 3202
2012 4618 2281 3373
2013 4840 2530 3598
2014 5032 2508 3694
2015 5322 2804 3941
2016 5375 2834 4120
Total 29483 15087 21928

Table 3.1: Number of research articles from 2011 to 2016 in the
initial data collection.

Figure 3.2: Common-Knowledge Network (CKN) formulation
from three journal articles. Here, A1, A2, A3, and A4 are the
authors, and K1, ..., K5 are the keywords associated with the three
articles3.

and Keywords Plus. Table 3.2 shows that about 74% of the collected articles have
Keywords Plus as opposed to only about 51% having author keywords. Some of the
articles that do not have authors’ keywords used field classification such as Physics and
Astronomy Classification Scheme (PASC), or Mathematics Subject Classification (MSC).
Therefore, we used Keywords Plus records to formulate CKNs. Keywords Plus covers
most of the authors’ keywords and found it more effective for analyzing scientific fields’
knowledge structures (Tripathi et al.; 2018; Zhang et al.; 2016). Recently, several authors
used Keywords Plus to analyze knowledge cohesion and structure in different scientific
areas (González-Álvarez and Cervera-Crespo; 2017; Khasseh et al.; 2017; Rigolon et al.;
2018; Zhao et al.; 2018). By focusing only on articles with Keywords Plus, we ended up
with 21,928 research articles published by authors from McMaster University and their
collaborators. For simplicity, in the sequel, we will use keywords to refer to Keywords
Plus. Since our focus is on McMaster University-based researchers, we removed all

3The published paper two had typos: the common-knowledge matrix entry (K2, A3) should be 1,
and the bottom right node ‘A4’ node should be ‘A3’.
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LinksYear CN CKN Nodes #Of articles

2011 3560 27040 2513 3202
2012 3731 34618 2606 3373
2013 4458 39845 2835 3598
2014 4128 47218 2767 3694
2015 5355 64498 3115 3941
2016 5164 68061 3052 4120
2011-16 (merged) 529766 9022 21928

Table 3.2: The number of links and nodes in the yearly CNs, and
yearly and merged CKNs from 2011 to 2016.

authors’ names who do not have an affiliation with McMaster University.

3.2.4 Removing Authors’ Name Repetition

We noticed that many authors’ names appear in different articles in different formats.
In order to overcome this name formatting issue, we developed a procedure for creating
an author-name dictionary to avoid the repetition of the same author-name in different
formats. The steps of this procedure are described in Appendix A.

After removing duplicate authors, we found that 9,022 unique authors were affiliated
with McMaster University, representing 16.6% of the 57,306 authors. To create a com-
plete data set for analysis, we merged the cleansed publication data sets for 2011–2016.

3.2.5 Networks Formation

First, we formulated yearly CNs from the yearly cleaned publication data from 2011 to
2016. Since the articles with a single author do not yield any collaboration incident, we
ignored all articles with a sole author to formulate the CN.

Second, we formulated CKNs from the yearly and merged cleaned publication data
from 2011 to 2016. To prevent link creation due to the keywords that are not directly
related to the authors’ expertise (e.g., country, province, and states names), in this
step, we maintained a dictionary of keywords that we need to avoid. We ignored these
keywords during the formulation of CKNs. We called the formulated CKNs from the
yearly and merged data as yearly CKN and merged CKN, respectively. From the merged
CKN, we removed links with a weight of less than two. This is mainly to avoid weak
links between two authors due to too general keywords. The numbers of nodes and links
in the formulated CNs and CKNs are given in Table 3.2.
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3.2.6 Network Properties and Centrality Measures

The temporal analysis of a network helps to understand the network structure’s evalu-
ation (Diaz and Poblete; 2019; Holme and Saramäki; 2012). To analyze the temporal
behaviours in yearly CNs and CKNs, we examined the following well-known network
properties: average degree, average weighted degree, average clustering coefficient, and
network diameters (McFadyen and Cannella Jr; 2004; Watts and Strogatz; 1998). The
centrality measures in network analysis give nodes’ position, significance, and pivotal
role in the network’s local and global scale (Bringmann et al.; 2019; Gupta et al.; 2016;
Lee et al.; 2021). We considered betweenness centrality (Girvan and Newman; 2002)
and closeness centrality (Brandes; 2005) in the merged CKN.

Temporal Analysis in Yearly CNs and CKNs

We analyzed the degree and weighted degree distributions, average clustering coefficient,
and network diameter values for the CNs and CKNs to evaluate McMaster University’s
authors’ networks’ temporal characteristics.

Note that each node in CN and CKN represents an author of a publication. The
weighted link between two authors (nodes) in CN represents the number of publications
co-authored by such authors, whereas the weighted link between two authors in CKN
represents the number of common-knowledge elements (keywords). Therefore, the degree
in CN represents the number of co-authors of the corresponding author, whereas the
degree in CKN represents the number of researchers with whom the author shares similar
expertise or knowledge. Similarly, the weighted degree in CN represents the number of
publications in which the corresponding author is a co-author, while the weighted degree
in the CKN represents the commonality of the knowledge elements among the author in
his/her local networks.

The network diameter represents the maximum shortest distance between two au-
thors in CN through a number of intermediate authors due to the co-authored publica-
tions. The CKN network diameter represents the maximum shortest distance between
two authors regarding the number of intermediate authors resulting from the common-
knowledge elements. Similarly, the average clustering coefficient in CN indicates the
average measure of coauthorship among the authors in this network, while in a CKN it
represents the average measure of similarity of the authors in this network due to the
common-knowledge elements.
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(a) CN (b) CKN

(c) Network diameters
(d) Average clustering
coefficients

Figure 3.3: Degrees and weighted degrees in yearly (A) CNs, (B)
CKNs; (C) Network diameter in the yearly CNs and CKNs; (D)
Average clustering coefficients in the yearly CNs and CKNs, for
each year from 2011 to 2016.

86

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

Year Average number of
references per article

Average Nk

(Keywords Plus) per author
2011 44.87 13.55
2012 45.41 13.53
2013 46.03 13.81
2014 45.53 14.25
2015 46.98 14.18
2016 49.22 14.59

Table 3.3: The average number of references per article and the
average number of Keywords Plus per author for each year from
2011 to 2016.

Figs. 3.3a and 3.3b show that the average degree and the weighted degree values in
CNs and CKNs increased from 2011 to 2016. In both types of networks, most authors
have a degree and weighted degree below the average. In addition, Fig. 3.3a suggests
that a significant number of authors (from the top long whisker) in this university were
collaborating above average. Similarly, Fig. 3.3b also indicates that some authors had
more than average knowledge elements commonality with others. As for the network
diameter (Fig. 3.3c) and the average clustering coefficient (Fig. 3.3d), we did not ob-
serve any statistically significant trends in both CN and CKN. This observation suggests
that the authors’ number of overall collaboration incidents and commonality of knowl-
edge elements increased within their local network (peers). In contrast, they remained
constant in the whole network from 2011 to 2016.

Given that an article had on average 22.68 Keywords Plus and 1.67 authors and that
each author had on average 3.55 publications, it is not surprising that the diameter of
the CKNs is smaller than that of the CNs. The fact that the commonality of knowledge
element within an author’s peers increased in CKNs can be explained by the growth in
the number of references per article over time, as shown in Table 2. One can observe
that the average number of references per article increased from around 44.87 to 49.22
from 2011 to 2016. This phenomenon has been observed in previous studies (Biglu;
2008; Bornmann and Mutz; 2015; Price; 1965). Since Keywords Plus were mined from
reference titles, growth in the number of titles would lead to a growth in the number
of Keywords Plus per article and its corresponding author(s) as shown in Table 3.3.
Therefore, the tendency to increase the number of Keyword Plus corresponding to an
author led to an increase of the commonality in knowledge (keywords) with their peers.

Based on such observations, we can see that the changes in collaboration incidents
and the commonality of knowledge elements occur only within the peers’ network. This
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suggests that there were no significant change in the intensity of interdisciplinary research
among different groups in the university. Given the university’s current investment in
interdisciplinary funding initiatives, it would be worthwhile to conduct a similar analysis
in the future to find out whether or not these investments have increased the intensity
of interdisciplinary research.

Centralities in Merged CKN

In this section, we examined four centrality measures for the merged CKN over the period
2011-2016 to analyze the authors’ interactions in a research community due to common-
knowledge elements. The centrality measures are used to identify the central nodes in
the network. The centrality of an author in the CKN illustrates the possibility of sharing
similar knowledge element(s) with other authors of the network. The unweighted degree
centrality can be interpreted as the number of authors that share relevant expertise or
knowledge with an author. Similarly, the weighted degree centrality of a node can be
defined as the number of knowledge elements (keywords) that are shared by the author
with other authors in the network. The betweenness centrality, in CKN, of an author
can refer to how an author’s knowledge elements can be used as a bridge between any
two authors in the network. Finally, an author’s closeness centrality can be interpreted
as the degree of similar expertise (keywords/ knowledge elements) with other authors in
the research community network. An author, who has knowledge in diverse areas, can
have more common knowledge with other authors in the network. Therefore, based on
the CKN definition, an author with a large number of knowledge elements may receive
a high central position in the network.

In order to investigate the relationship between Nk, the number of knowledge ele-
ments (keywords) that an author is familiar with, and other centrality measures, first,
we calculated Nk associated with each author in the merged CKN. Afterwards, we plot-
ted the degree, weighted degree, betweenness, and closeness centralities of each author
versus the corresponding Nk value. Figs. 3.4a and 3.4b show the relationships between
Nk associated with each author(s) and the corresponding degree and weighted degree
centralities in the merged CKN, respectively. In both figures, the degree and weighted
degree centralities showed an increasing trend in Nk.

Fig. 3.5a and 3.5b present the relation between Nk associated with each author and
the corresponding betweenness and closeness centralities in the merged CKN, respec-
tively. In Fig. 3.5a, we see that the betweenness centrality increased with Nk. Similarly,
in Fig. 3.5b, that the closeness centrality increased with Nk albeit at a lower rate. In
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(a) (b)

Figure 3.4: (A)Degree of the authors, and (B) weighted degree
of the authors in the merged CKN versus their corresponding Nk.

(a) (b)

Figure 3.5: (A) Betweenness centrality, and (B) closeness central-
ity of the authors in the merged CKN versus their corresponding
Nk.
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Figure 3.6: Word-cloud corresponding to the outliers authors in
Fig. 3.5b.

this figure, we also observed that there are 54 outliers (in the top-left corner of Fig.
3.5b). Despite of having a low number of Nk, these outlier authors have high closeness
centrality in the merged CKN. To further investigate the outliers, we plotted their cor-
responding keywords-cloud in Fig. 3.6. This word cloud provided an idea about the
keywords responsible for achieving such high closeness centrality values by the outliers
authors. Some of the most frequent keywords were: jokulhlaups, perception, sub-channel,
flow deflectors, magnetic data, 3D inversion, model and nerve. These keywords could
not be linked to a particular area of research. One possible explanation is that these
knowledge elements or keywords were either very basic or popular across the research
disciplines in the McMaster researchers community. To conclude, we can say that the
degree, weighted degree and betweenness centralities were positively related to the cor-
responding Nk values.

As a matter of managerial insights for Universities’ research offices, the centrality
measures in CKNs can be used to identify the most shared keywords between an in-
stitution’s research community. For example, in our case study, we observed that from
the closeness centrality graph, the keywords that were most unifying occur when Nk

between 25 and 75. In that range, the marginal increase in centrality was maximized.
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3.3 Community Clustering in a Network

In a network, a community is a group of nodes that are strongly connected to each other.
The definition of strongly connected can be drawn from different desirable properties
such as high link density, low diameter, or sharing other similar features (Brandes;
2005; Clauset et al.; 2004). Based on different elements, most community detection
algorithms can be classified into two categories: an agglomerative algorithm or a divisive
algorithm (Fortunato; 2010). Hierarchical and spectral clustering are two examples of
agglomerative algorithms that identify communities by recursively merging similar nodes
or communities in the network (Blondel et al.; 2008; Newman; 2006; Pons and Latapy;
2006). On the other hand, cluster edit is a divisive algorithm that identifies communities
from the network by link deletion and, (or) insertion followed by an optimization process
(Böcker and Baumbach; 2013; Clauset et al.; 2004; Girvan and Newman; 2002; Radicchi
et al.; 2004)

In order to identify communities in the CKN, we proposed a new heuristic algorithm
for Cluster Editing (CE) for weighted networks, which is a variant of the correlation
clustering problem. Our motivation was to use CE that allows the detection of com-
munities in various sizes and densities (Fortunato; 2010). To assess the performance
of identifying communities using our proposed heuristic algorithm, we compare it with
three well-known algorithms for community clustering: First Unfolding Modularity Clus-
tering (Blondel et al.; 2008), Girvan-Newman Clustering (Girvan and Newman; 2002),
and Leiden Clustering (Traag et al.; 2019).

3.3.1 Clustering Editing for Weighted Network

Identifying communities in a network based on the node similarities (equivalently on
link weights) is a well-studied problem (Schaeffer; 2007). This problem is referenced
with different names in the literature depending on the network types. For example,
Community Clustering (Clauset et al.; 2004), Clique Partitioning Problem for the com-
plete unweighted network (Grötschel and Wakabayashi; 1989), Graph Clustering (Dhillon
et al.; 2007), and Graph Clustering Editing for general weighted/unweighted network
(Böcker et al.; 2011; Böcker and Baumbach; 2013). In an unweighted network, the link
represents the mutual similarity between two nodes, whereas, in a weighted network, the
link’s weight represents the degree of the mutual similarity between two nodes. Com-
munity detection on weighted/unweighted networks is NP-hard (Böcker and Baumbach;
2013; Delvaux and Horsten; 2004). Over the years, several community detection algo-
rithms have been proposed in the literature. A significant number of these community
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detection algorithms are based on either link cuts or node partitioning ((Alpert et al.;
1999; Chopra and Rao; 1993; Flake et al.; 2004; Nascimento and De Carvalho; 2011; Shi
and Malik; 2000). These algorithms are not fit for large-scale networks and can solve
networks under 1,000 nodes (Böcker and Baumbach; 2013).

To identify communities from a weighted network, in which the weighted links are
representing the mutual nodes similarity, we formulated a clustering editing problem
(Böcker et al.; 2011; Křivánek and Morávek; 1986). The clustering editing (CE) problem
focuses on the cliques’ property in the network structure to identify the communities. A
clique is a set of nodes with a direct link between any two nodes.

To define the CE problem, we assume we have a given weighted network G = (V, E)
where V is a set of n nodes and E is the links set. We derive a complete shadow
network G′ = (V, E′) from the node set V . The goal is to find the minimum number
of link modifications (deletion and insertion) in G′ such that the modified network is a
partition P1, ...,Pk of k disjoint cliques. Each weighted link (i, j) ∈ E in G represents a
mutual similarity relation between two nodes i, j ∈ V and k is an arbitrary number. Let
E(Pi,Pj) be the set of links that will be deleted in the process of making disjoint cliques
Pi and Pj . Similarly, let Ē(Pi) be the set of links that are added to formulate the clique
Pi. The CE for a weighted network can be formulated as the following optimization
problem:

min
1≥k≥n

min
∪k

i=1Pi=V ; Pi∩Pj=0; ∀i ̸=j

k∑
i=1

k∑
j=i+1

E(Pi,Pj) +
k∑

i=1
Ē(PIi) (3.3)

3.3.2 Integer Program Formulation for CE on a Weighted Network

For solution benchmarking purposes, we proposed an integer program formulation for
the problem given in Eq. (3.3). Demaine et al. (Demaine et al.; 2006) formulated an
integer program for the correlation clustering problem on general weighted networks.
On the other hand, Böcke et al. Böcker et al. (2011) and Grötschel et al. (Grötschel and
Wakabayashi; 1989) proposed integer program formulations for the clustering problem on
complete and general weighted networks, respectively. Starting from these formulations,
we proposed an integer program for CE on a weighted network.

We take wij as a positive weight associated with link (i, j) ∈ E representing a measure
of similarity between the nodes i and j ∈ V . For the complete shadow network G′, we
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assign a binary decision variable xij for each distinct link (i, j) ∈ E′ as:

xij =

0; if i and j are in the same cluster (a link in the shadow network),

1; otherwise.
(3.4)

The CE on a weighted network G = (V, E) can be formulated by using the link
edition on the complete shadow network G′ = (V, E′) as follows:

min
∑

(i,j)∈E

wijxij +
∑

(i,j)/∈E

δij(1− xij); ∀i, j ∈ V (3.5)

s. t.: xij + xjk ≥ xik; ∀i, j, k ∈ V, (3.6)

xij = xji; ∀i, j ∈ V, (3.7)

xij ∈ {0, 1}; ∀i, j ∈ V. (3.8)

Where the objective function, in Eq. (3.5), represents the clustering error due to the
similarity links across the partitions (link deletion in the shadow network) and nodes that
are not linked within a partition (link insertion in the shadow network). The constant
δij represents the link insertion cost for putting two non-connected nodes i and j in one
partition (cluster). The triangle inequality constraints, in Eq. (3.6), force any node k to
be inside a cluster P when that cluster has its two neighbours i and j. Constraints, in
Eq. (3.7), represent the undirected properties of the similarity link (i, j) ∈ E. The last
set of constraint, in Eq. (3.8), represent the binary requirements for xij .

Several approaches have been suggested for calculating δij (Böcker et al.; 2011; Böcker
and Baumbach; 2013; McAssey and Bijma; 2015; Opsahl and Panzarasa; 2009; Serrano
et al.; 2006). As mentioned in (Opsahl and Panzarasa; 2009), the choice of δij should
be based on the research question. Here we chose to use an arithmetic mean for its
simplicity and the absence of extreme weights given that the number of keywords in
articles is usually limited:

δij = min
k
{wik + wkj

2 : (ik), (jk) ∈ E, k ∈ N(i) ∩N(j), (ij) /∈ E} (3.9)
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where N(i) and N(j) are the set of neighbour nodes for i and j, respectively.

3.3.3 Heuristic Algorithm for CE on Weighted Network (HACEWN)

Křivánek and Morávek (Křivánek and Morávek; 1986) showed the CE problem is NP-
hard. Therefore, this problem can not be solved efficiently with available commercial
solvers (e.g., CPLEX, GUROBI) for large scale networks (Böcker et al.; 2011; Böcker and
Baumbach; 2013; Queiroga et al.; 2021). To identify communities in large-scale network,
we propose using a CE for a weighted network and design a heuristic algorithm (HACEWN)
to identify communities from the merged CKN of McMaster University-affiliated au-
thors over the period 2011-2016. Our heuristic algorithm builds on previous work by
Chierichetti et al. (Chierichetti et al.; 2014) and Pan et al. (Pan et al.; 2015). The main
premise of the heuristic is to decompose the network into smaller networks, on which
the CE problem can be solved to optimality, and then use their solutions to construct
an approximate solution to the original large scale network. The pseudo-code of HACEWN

is given in Algorithm 3.1. It has three main recursive steps that are described in more
details in the subsections below.

Induced Network Selection

In the first major step of HACEWN, we select a node v from G uniformly at random
(u.a.r) and create Nv = {u ∈ V | (u, v) ∈ E}, a set of all neighbours of v. We then
consider ING(v) = G(Nv, E(Nv) ) as the induced network for Nv, where E(Nv) =
(u, v) ∈ E | u, v ∈ Nv is the set of all links among the nodes in Nv. We note that ING(v)
is a subnetwork of G. If the number of nodes in ING(v) is greater than a given threshold,
l, we reconstitute ING(v) by randomly selecting its l nodes from Nv ∪ v.

The threshold network parameter l can be determined by the maximum size of the
network on which we can efficiently and exactly solve the integer linear program formu-
lation of the CE problem. In our computational experiments, we set l = 20.

Solving Exact CE on Induced Network ING(v)

In the second step of HACEWN, we execute ExactCE(ING(v)) to find an exact CE on the
induced network ING(v) by using the integer program formulation Eqs. (3.5)-(3.8). Let
the set of clusters returned by the solution to this integer program be {C1, ..., Ck}, where
each Ck ⊆ NV and Ci ∩ Cj =; ∀i ̸= j.
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Algorithm 3.1 Heuristic Algorithm for CE on Weighted Network
(HACEWN)

1: procedure Heuristic_CE(G(V, E))
2: l← constant ▷ maximum size of induced network to be solved
3: while V ̸= 0 do
4: v ← rand(V ) ▷ select a node v u.a.r from V
5: Nv ← {u ∈ V | (u, v) ∈ E}
6: ENv ← {(u, w) ∈ E | u, w ∈ Nv ∪ v}
7: ING(v)← G(Nv, ENv ) ▷ induced network of Nv ∪ v
8: m← size(ING(v)) ▷ induced network size
9: if m ≤ l then ▷ if size less that limit l

10: {C1, .., Ck} ← ExactCE(ING(v)) ▷ clusters generated by ...
11: ▷ ... solving exact CE by using integer program
12: Integrate(C) ▷ integrate each clusters C ∈ {C1, ..., Ck} in ....
13: ▷ ... G as a single node
14: else ▷ if size not less that limit l
15: lNv ← randomly selected l nodes from Nv ∪ v
16: lING(v)← induced graph for lNv

17: {C1, .., Ck} ← ExactCE(lING(v)←) ▷ clusters generated by ...
18: ▷ ... solving exact CE by using integer program
19: Integrate(C) ▷ integrate each clusters c ∈ {c1, ..., ck} in ....
20: ▷ ... G as a single node
21: V \ {Nv ∪ v} ▷ remove all nodes in ING(v) from V

22: Cfinal ← {C1, .., Cq} ▷ set of all clusters
23: return C

Integrating Clusters to the Weighted Network

In the third step, we execute the procedure Integrate(C), where C ∈ {C1, ...., Ck}, to
integrate the clusters C1, ..., Ck, obtained from the previous step to the original weighted
network. To do so, we consider each cluster Ci as a single node in the network. Suppose
there exist two links (v1, u), (v2, u) ∈ E with respective weights w(v1u), w(v2u) > 0 such
that v1, v2 ∈ Ci and u /∈ Ci. Then, after integrating the cluster Ci in the weighted
network, the weight of the new link between the node Ci and u can be calculated as
w(uCi) = w(v1u) + w(v2u). The algorithm repeats this process for integrating all obtained
clusters to the original weighted network.
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3.3.4 Implementation of the Heuristic Algorithm for CE on Weighted
Network

We implemented HACEWN by using Java and JGraphT graph package (Michail et al.;
2020) to solve the integer program Eqs. (3.5)-(3.8) IBM Cplex 12.10 for each execution
of the procedure ExactCE .

3.3.5 Analyzing Identified Communities in Merged CKN

We applied four community clustering algorithms, including HACEWN, on the merged
CKN from 2011 to 2016. Table 3.4 shows the sizes of the top ten clusters obtained from
these four community clustering algorithms. We noticed that HACEWN provides the least
variability in cluster sizes. From these clustering algorithms’ outputs and our domain
knowledge, we found that HACEWN gives meaningful clusters corresponding to the research
communities affiliated with an education institution. Therefore, in the rest of the study,
we focused on presenting further analysis based on the clusters obtained from HACEWN .

Using HACEWN, we identified 291 communities from the merged CKN from 2011 to
2016. To focus on more significant research groups, we ignored all communities with less
than ten authors. This step resulted in 30 communities of authors in the merged CKN.
In Table 3.5, we presented the top ten authors (based on their degree in the merged
CKN) associated with the ten largest communities among the 30 identified communi-
ties. Also, in Table 3.6, we give the top productive author (in terms of the number of
publications) and their total number of publications in 2011-2016 corresponding to top
largest identified communities.

From a practical point of view, an individual author can use these two types of tables
to identify other researchers who share similar knowledge of expertise and who are most
productive in their common-knowledge-based community, which can influence a future
collaborative project. University research officials can use this data to inform them in
forming groups for developing grant proposals for national funding competitions.

3.3.6 Dominant Research Topics and Authors’ Affiliations in the Iden-
tified Communities

In this part, we focused on recognizing the dominant research topics for each of the iden-
tified communities. Table 3.7 shows the number of authors (size), the number of unique
keywords, and the possible dominant research topics (based on the manually observing
all unique keywords) corresponding to the thirty identified communities. We observed
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Cluster SizesCluster-
ID Fast Unfolding

(Modularity)
Girvan-Newman

(Edge Betweenness)
Leiden Clustering

(Modularity) HACEWN

1 3546 8876 8879 1833
2 2926 6 7 912
3 2261 5 6 305
4 265 4 5 213
5 4 4 4 117
6 3 4 4 95
7 3 4 4 86
8 3 3 3 62
9 3 3 3 61
10 3 3 3 49

Table 3.4: Ten largest communities (Cluster-ID) and their corre-
sponding sizes given by the four studied clustering algorithms. The
cluster size represents the number of authors in the corresponding
cluster.

Cluster-ID Top Ten Authors Names (based on the degree in CKN)

1
Thabane L.; Yusuf S.; Bhandari M.; Schuenemann H. J.;
Beyene J.; Guyatt G. H.; Guyatt G.; Cairney J.;
Cook D. J.; Adachi J. D.

2
Cunningham C.; Lonn E.; McCabe R. E.; McDonald S. D.;
Meade M. O.; Mehta S. R.; Mertz D.; Sharma M.;
Shaw E.; Yusuf S.

3
Brennan J. D.; Brook M. A.; DeMatteo C; Dunn J R.;
Eikelboom J. W.; Ellis P. M.; Lavis J. N.;
Richardson J.; Simunovic M.; Szatmari P.

4
Arthur H.; Chaudhry H.; Deal K.; Dokainish H.; Miller J.;
Pond G.; Tang A.; Velianou J. L.; Velikonja D.;
Yousefi-Nooraie R.

5
Alhazzani W.; Bos D.; Gandhi S.; Kean W. F.; Levine M.;
Li G.; Mansouri A.; Rowa K.; Samiee-Zafarghandy S.;
Wang J.

6
Chen S.; Gonzaga F.; Inman M. D.; Marshall D.;
Moffat K. A.; Schwarcz H. P.; Wang Y.;
Warren L. A.; Wilson M. N.; Wojcik J.

7
Bates S. M.; Ghert M.; Ha V.; Haines T.; Hillis C.;
Julian J.; Khan A.; Linkins L.; Schulman S.;
Warkentin T. E.

8
Bolli P.; Braga L. H. P.; Gangji A.; Harlock J.;
Leontiadis G. I.; Markle-Reid M.; Sne N.;
Valettas N.; Wismer D.; Wong K. M.

9
Alklabi A.; Bain A. D.; Deen J.; Gohel T.; Mitchell C. J.;
Naidoo, A.; Shaler C. R.; Wang K.;
Winegard K. J.; Zhang T.

10
Fayed N.; Chan T.; Findlay S.; Ismaila A, S.; Jeremic A.;
Teo K.; Santaguida P. L.; Arora S.;
Natarajan M.; Richardson J. D.

Table 3.5: Top ten authors names (based on the degree) cor-
responding to the ten largest identified communities (Cluster-ID)
from the merged CKN over 2011 to 2016.
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Cluster-ID Author Name # Of Publications
1 Thabane L. 252
2 Yusuf S. 163
3 Eikelboom 170
4 Pond G. R. 125
5 Levine M. 39
6 Marshall D. 38
7 Schulman S. 168
8 Braga L. H. 37
9 Deen J. 95
10 Teo K. 70

Table 3.6: Most productive author from the ten largest communi-
ties (Cluster-ID) over the period 2011–2016 and their corresponding
number.

Clust
er-ID

#of
Authors

#of Unique
Keywords

Dominant Research
Topic

Clust
er-ID

#of
Authors

#of Unique
Keywords

Dominant Research
Topic

C01 1833 29147 Children and
women cancer C16 31 347 Radiation therapy

C02 912 12029 Children and
women cancer C17 31 708 Child blood pressure

C03 305 6839 Material science:
nanoparticles C18 31 403 Study of a trout

C04 213 2134 Climate changes C19 30 449 Semiconductor

C05 117 1433 Kinesiology C20 27 568 Fish population in
Hamilton harbour area

C06 95 1544 Gastrointestinal
diseases C21 26 351 Electronics

C07 86 1127 Trauma and mental
disorder C22 26 701 Crystal structured

chemistry

C08 62 1070 Children and infants
diseases C23 24 493 Reproduction

and infections

C09 61 1050 Cardiovascular
disease C24 24 349 Clinical testing

mouse model

C10 49 913 Early childhood
mortality & diseases C25 23 320 Astrophysics

C11 42 527 Memory and brain
research C26 22 467 Study on Oscar fish

C12 40 891 Women’s pregnancy
& child’s health C27 22 292 Arthritis and

osteotomy

C13 35 695
Deformation of ice
glaciers in the arctic
region

C28 22 279 Bone connected
neurons and control

C14 34 446 Canadian geology C29 21 326 Pacemaker and
its usability

C15 34 949 Immunization
and vaccine C30 21 349 Hereditary

and III-deficiency

Table 3.7: The size (number of authors), the number of unique
keywords, and possible dominating research topics (based on top
20 frequent keywords) corresponding to the top thirty identified
communities from merged CKN over 2011-2016.
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that out of the thirty-one communities, the authors associated with six communities
(C01, C02, C08, C10, C12, C17) were involved in research that is closely connected with
women and children health-related issues. These results were validated by the fact that
McMaster University is one of the world-leading institutions in the area of women and
children’s health sciences, as well as the fact that McMaster University houses one of
the leading children’s hospitals in Canada. It is also worth noting that our analysis did
not account for mediating factors such as how common it is to have multiple authors in
certain fields. This may explain why some of the top clusters are in fields where research
is done in labs and papers often have a large number of authors.

In this section, for each identified community, we also analyzed authors’ affiliations
(e.g., departments, research centers, institute) inside the university. In the merged CKN,
among 9,022 authors, we identified department affiliation for 8,009 authors. And for the
rest of 1,013 authors, we did not find any specific affiliation information other than Mc-
Master University. In this case of multiple affiliations for an author, we only considered
their primary department/institute. Table 3.8 shows the top ten affiliations with corre-
sponding authors numbers for the first ten identified clusters (C01, ..., C10). We observe
that authors from multiple departments/research institutes clustered together based on
their common-knowledge elements. For example, from Table 3.7 , the dominant research
topic in C01 is “Children and Women Cancer.” In Table 3.8, we see that besides authors
from health science departments (e.g., Medicine, Inst. of Infectious Diseases, Surgery,
etc.), authors from across disciplines (e.g., Chemistry & Chemical Biology, Electrical &
Computer Engineering) are also included in this cluster.

From a practical insight viewpoint, our findings in this section can be used to define
the leading focus areas for an institution’s strategic research plan. By performing such
analysis, an institution can also uncover ways for positioning the institution in terms
of funding to promote collaborations across different disciplines (departments, research
institutions). This is particularly important in current times when the funding agen-
cies are advocating differentiation and a metric-based approach as a basis for funding
universities.

3.3.7 Collaboration Incident Counts in the Communities

Researchers in a knowledge community may have more tendency to collaborate (Israel
et al.; 1998). We know that the weighted link in the collaboration network represents
the number of collaboration incidents between two authors. We can define the commu-
nity induced collaboration network (ComSubCN) as the subnetwork of CN for a selected
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Figure 3.7: The variations in the number of collaboration inci-
dents inside the ten largest communities over the period from 2011
to 2016.

subset of authors from the overall identified community. Therefore, for the set of au-
thors associated with any community, the total weight of the links in the corresponding
ComSubCNrepresents the total number of collaboration incidents among this community.
For a CKN, the authors that belong to a community have more common-knowledge
among each other. Having more common-knowledge may lead to having similar inter-
ests among the authors. These similar interests may positively effect the collaboration
among the authors corresponding to the community over a period.

First, we investigated the variation of the collaboration incidents inside the ten largest
communities (according to size) from 2011 to 2016. In Fig. 3.7, we notice that, overall,
the number of collaboration incidents inside the communities increased over the years
2011-2016.. Therefore, we can conclude that the total number of collaboration incidents
inside research communities increased over time.

3.3.8 Comparison of Collaboration and Common-Knowledge Network

One of the main aims of this study is to identify common-knowledge-based research
communities in McMaster University to facilitate collaboration between researchers. In
Table 9, we compared research communities produced by CN and CKN. CN represents
the current research collaborations and CKN represents the possible future collabora-
tions. Network visualizations of the top ten research communities (from Table 3.7) in
CN and CKN are presented in Fig. 8.
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Number of Nodes
(Authors) Number of Links Average DegreeCluster-

ID CN CKN CN CKN CN CKN
C01 1549 1833 164454 185490 4.4 202.39
C02 752 912 6737 8616 1.52 19.61
C03 279 305 1325 1398 1.35 9.48
C04 92 213 89 261 1.93 2.81
C05 67 117 53 151 1.58 2.16
C06 62 95 104 123 2.22 2.39
C07 40 86 47 227 2.35 4.83
C08 28 62 23 122 1.64 2.77
C09 30 61 21 298 1.4 7.64
C10 37 49 39 117 2.11 3.12

Table 3.9: Number of nodes (authors), links, average degree, and
average weighted degree corresponding to top 10 identified research
communities from the Table 3.7.

We noticed that the number of authors and links in CKN was larger than in CN for
each identified research topic. It indicated that CKN provided richer communities. In the
example of ten clusters in Fig. 8, CKN provided 12% more collaboration opportunities
and involved 22% of researchers than CN. The increase in the average degree values,
as much as 11.5 times higher in CKN, indicates that CKN found more collaboration
opportunities and were also more connected.

3.4 Limitations

In this section, we focus briefly on the limitation of our study. The first limitation in
our study was that we did not categorize different types of authors (e.g., Professor, Post
Doctorate Researcher, Graduate Student, or Research associate). Besides professors,
generally, all other researchers may only be at the university for a short time. However,
our proposed common-knowledge network, as opposed to collaboration networks, would
still identify possible collaborations between different full-time researchers as they would
typically be co-authors with graduate students and post-doctoral fellows. Another limi-
tation of our study is that we did not consider some discipline features that may impact
the resultant CKN. For instance, some disciplines, such as medical and natural sciences,
tend to have more authors per paper. In the future, to limit the effect of many more
authors per paper, we can consider the first few authors, including the corresponding
author. In addition, we can also regard the fact that the length of the paper and the
review cycle are different across disciplines in the future.
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(a) CN

(b) CKN

Figure 3.8: The merged (2011-16) (A) CN and (B) CKN for the
McMaster University. The coloured clusters in networks are the
top ten identified clusters (C01, C02, ..., C10) mentioned in Table
3.7.
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3.5 Conclusions and Future Research

We introduced the common-knowledge network (CKN) of authors affiliated with a re-
search institution based on their mutual commonality in the keywords associated with
their published articles. To identify CKNs, we propose the use of clustering editing (CE).
We formulated CEs as integer programs and presented a heuristic algorithm, HACEWN,
to solve large-scale CKNs. Motivated by a practical application in rationalizing univer-
sities’ investments in interdisciplinary research, we applied our methodology to identify
thirty communities among the authors (nodes) in a CKN for McMaster University over
the years 2011 to 2016. We also identified the dominant research topics and authors’ af-
filiations corresponding to each community based on unique keywords from the authors’
published articles associated with this community. Afterwards, we studied the publi-
cation and collaboration incident counts for each identified community in the CKN. In
addition, we proposed three hypotheses to capture different attributes of the CKN. Our
study showed that collaboration incident counts corresponding to the identified com-
munities in CKNs increase over time. We have also offered some practical managerial
insights. In particular, our findings can aid universities’ research officers in strategically
investing in supporting targeted interdisciplinary research groups. We also find that
current investments in interdisciplinary research tend to have an increasing marginal
return, judging by the increase in the number of co-authored works, as inferred from
CNs, as well as the topics, as inferred from the CKNs.

Our study can be extended in several ways. First, one can use our model to investigate
the impact of strategic research investments on interdisciplinary research productively
over time as well as perform inter-university comparative studies. Second, a researcher
may get inactive or fail to publish any article due to different reasons such as retirement,
job transfer, or lack of funding. This could affect the publication and collaboration
incident counts for the identified communities in a CKN. In order to simplify this study,
we assume a linear relationship between two factors: having a more common-knowledge
and positive effect on the collaboration incidents. We think this casual relationship might
be much more complicated and non-linear. In the future, a possible extension of this
work is to examine such factors that may influence the publication and collaboration,
incident counts. Another possible extension is to fuse the WoS data with ORCiD data.
The latter is becoming more acceptable with researchers and provides additional reach
data such as information of group grants. Finally, our study relied entirely on published
works with no other secondary empirical data. One promising line of future research
is to combine our bibliometric network analysis with a survey or interview of authors
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to support and validate the proposed hypotheses as well as incorporate other relevant
factors such as research grants, infrastructure and graduate student activity.

Declaration of Competing Interest The authors declare that they have no known
competing financial interests or personal relationships that could have appeared to in-
fluence the work reported in this paper.

Acknowledgements We acknowledge support from Natural Sciences and Engineering
Research Council (NSERC) Discovery and CREATE grants as well as Canada Founda-
tion for Innovation (CFI), Ontario Research Fund (ORF), and Mitacs Accelerate Fel-
lowship programs. We also like to acknowledge the feedback from anonymous reviewers
that has significantly improved the quality of our paper.

Appendix A

Procedure of Removing Authors’ Name Repetition We follow the steps in the
process of removing authors’ name repetition:

(i) Finding distances between two authors’ names: We calculated the Levenshtein Dis-
tance between any two authors’ names. The Levenshtein distance, first introduced
by Levenshtein et al. (Levenshtein et al.; 1966), is a metric for measuring the dif-
ference between two string sequences. It computes the required minimum number
of single-character edits (insertions or deletions) as the distance metric to convert
one string to another.

(ii) Identifying the same author-name with different formats: We listed all authors-
names in which the mutual Levenshtein distance is less than 5%, i.e., we cat-
alogued all author-names which are at least 95% similar. We also listed the
school/department name affiliation corresponding to each author-name format.

(iii) Creating an author-name dictionary: We investigated each of the 95% similar
author-names lists individually and determined whether they represented the same
author. Then we filtered all author-names formats representing the corresponding
author and chose one name format to replace all of the other name formats. We
created an author-name dictionary by logging the selected format and all other
similar name formats.

105

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

(iv) Clean publication data: We cleaned the publication data by using the author-name
dictionary. Therefore, in the final publication data, each author has precisely one
name format.
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Abstract

Rapid adaptation of online business platforms in every sector creates an enormous
amount of user-generated textual data related to providing products or service descrip-
tions, reviewing, marketing, invoicing and bookkeeping. These data are often short in
size, noisy (e.g., misspellings, abbreviations), and do not have accurate classifying labels
(line-item categories). Classifying these user-generated short text data with appropriate
line-item categories is crucial for corresponding platforms to understand users’ needs.
This paper proposed a framework for user-generated short text classification based on
identified line-item categories. In the line-item identification phase, we used cograph
editing-based clustering on keywords network, which can be formulated from short texts.
We also proposed integer linear programming (ILP) formulations for cograph editing on
weighted networks and designed a heuristic algorithm to identify clusters in large-scale
networks. Finally, we outlined an application of this framework to categorize invoices
in an empirical setting. Our framework showed promising results in identifying invoice
line-item categories for large-scale data.

Keywords: short-text classification; line-item category; invoice categorization; key-
words network; network clustering; cograph editing
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4.1 Introduction

With the advancement of technology and online-based business platforms, consumers
are daily generating millions of electronic texts (Cevahir and Murakami; 2016) in dif-
ferent service industries’ platforms for describing products, reviewing services, creating
invoices and bookkeeping. Understanding users’ inputs to design products and customize
management plans accordingly is critical for business success (Zhu et al.; 2018; Greco
and Polli; 2020). Any organization that studies and designs products around customers’
needs gets significant market advantages compared to its competitors (Trivedi et al.;
2018; Liu et al.; 2019). There are, however, several challenges that analysts encounter
while classifying short-texts.

Generally, user-generated short-texts in online platforms have a limited number of
words (Inches et al.; 2010) and consist of different types of noises (e.g., nonstandard
or misspelling, grammatical errors, abbreviations) (Hadar and Shmueli; 2021). Addi-
tionally, unlike long texts, user-generated short-texts lack contextual information (Song
et al.; 2011) and semantic properties (Sriram et al.; 2010) due to word limitation, which
creates a challenge in short-text classification problems. Furthermore, millions of user-
generated short-texts appear daily in online platforms and marketplaces with new line-
item categories and without accurate labelling (Cevahir and Murakami; 2016). There-
fore, the lack of accurate line-item categories (classifying labels) for these generating
short-texts creates another significant challenge to this classification problem (Hadar
and Shmueli; 2021).

In general, traditional natural language processing (NLP)-based techniques such as
‘Bags of Words (BoW)’ and Latent Dirichlet Allocation (LDA) (Blei et al.; 2003)-based
models ignore mutual relationships between keywords and do not perform well in short-
text documents (Sriram et al.; 2010; Syed and Spruit; 2017). In addition, for short-text
classification, large pre-trained language models tend to exhibit data sparsity quickly
(Chen et al.; 2011).

In this paper, we proposed a framework for classifying user-generated short and noisy
texts based on the mutual co-existing relationship of keywords. It also outlined a process
of identifying line-item categories (classifying labels) for short-text classification using the
Cograph Editing-based clustering on keyword network and cluster labelling. With this
framework, we provided an integer linear programming (ILP) formulation for Cograph
Editing on weighted networks with a procedure for calculating link insertion costs. In
addition, we designed a heuristic algorithm to identify clusters in a large-scale network.
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Furthermore, this paper outlined an application of the proposed framework in a project
in which we partnered with a cloud-based invoicing and accounting services (CB-AIS)
company to identify and classify invoices based on line-item categories. We used standard
natural language processing (NLP) libraries to extract keywords from historical invoice
data to formulate a keyword network for further clustering and identifying line-item
categories.

The motivation for this project came from an application of the short-texts clas-
sification framework for identifying and categorizing invoices generated in cloud-based
invoicing and accounting service (CB-AIS) platforms in real time when the line-item
categories (accurate labels) are unknown. The line-item category for an invoice refers
to the product or service category (e.g., web designing, landscaping) provided by the
business (in this case, CB-AIS users) to its clients. Generally, in an invoice, the de-
scription field reflects the corresponding service or product category, a.k.a. line-item
category. In recent years, most of the small and medium-sized enterprises (SMEs) have
been using electronic invoices and accounting systems due to their efficiency and reliabil-
ity for tracking and processing products, cost, revenue and taxes (Cedillo et al.; 2018).
For CB-AIS companies to identify existing users’ business line-item categories in their
platforms, and classify users according to these categories, the commercial motivations
include understanding users’ needs, designing and offering customized products and tar-
get marketing(Hempstalk; 2017; Lesner et al.; 2019; Wang et al.; 2020; Liu et al.; 2021;
Munoz et al.; 2022). In this project, we partnered with a CB-AIS company to apply the
proposed shot-texts classification framework to identify and categorize invoices based on
line-items.

The contributions of this paper are as follows:

i. A framework for classifying user-generated short-text based on identifying line-item
categories using a keyword network with cograph editing-based network clustering.

ii. An ILP formulation for Cograph Editing on weighted networks and a process of
determining the cost for all possible inserting links.

iii. A heuristic algorithm for Cograph Editing on large-scale weighted networks to
identify keyword clusters.

iv. A case study to identify line item categories of the generating invoices in a CB-
AIS platform in real-time. A keyword network was formulated from the invoice
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descriptions to recognize line-item categories.

v. Maximum association probability and maximum associative cluster were formu-
lated to determine the corresponding line-item category for new invoices. This
simple process of categorizing new invoices can be done daily due to its computa-
tional simplicity.

The rest of this paper is organized as follows. In Section 4.2, we outline a brief liter-
ature review of related works. Section 4.3 presents a high-level architecture for the pro-
posed short and noisy text classification framework. Next, we define a keyword network
that can be formulated from the short-texts in Section 4.4. Section 4.5 presents Cograph
Editing-based network clustering and its ILP formulations on weighted networks. In this
section, we also illustrate a heuristic algorithm for Cograph Editing-based network clus-
tering. Section 4.7 outlines an application of our proposed framework to identify and
categorize invoices based on line-items. Finally, we discuss limitations, future works,
and concluding remarks in Section 4.8.

4.2 Related Works

This section reviews relevant literature on short-text classification methodologies and
invoice categorization.

4.2.1 Short-text Classification

Generally, ‘text classification’ deals with large documents containing rich content. Tra-
ditional natural language processing (NLP)-based techniques such as BoW and Latent
Dirichlet Allocation (LDA) (Blei et al.; 2003) and its extensions perform well in large
text documents because high word occurrences and frequencies are enough to capture
the semantic properties (Sriram et al.; 2010). Kowsari et al. (2019) provided a survey
on text classification problems. On the other hand, user-generated short-texts do not
provide meaningful contextual information, often carry noise (e.g., misspelling) (Hadar
and Shmueli; 2021), and the data sparsity problem arises quickly (Chen et al.; 2011).
Furthermore, since general BoW-based models ignore mutual relations between words,
these models are unsuitable for short-text classification problems (Sriram et al.; 2010).

In recent years, several studies proposed in the research literature for short-text classi-
fication for cases with and without accurate labelling. Different data processing, feature
extractions and algorithmic approaches have been adopted in these studies. For example,
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Škrlj et al. (2021) used a text2vec algorithm to construct taxonomy-based semantic fea-
tures for classification, Alsmadi and Hoon (2019b) calculated term (keyword) weighting
utilizing semantics classes for indexing, and Chua et al. (2019) used a semantic-based
clustering approach. Hadar and Shmueli (2021) proposed an Ensembles Transferred
Embedding framework that used a relatively small labelled data set to leverage the line-
items from a larger data set. A review of early approaches to short-text classification
can be found in Alsmadi and Hoon (2019a).

4.2.2 Invoice Categorization

The task of classifying/categorizing invoices using textual description is a desired feature
on CB-AIS companies’ platforms. Several CB-AIS platforms, such as QuickBooks and
Xero, have been giving attention to categorizing invoice-line items (Hempstalk; 2017;
Lesner et al.; 2019; Wang et al.; 2020; Liu et al.; 2021; Munoz et al.; 2022). However,
we found that this growth in the industry interest in short-text classification has not
been matched with an equivalent interest from the research community. This is largely
due to the lack of publicly available data for analysis and benchmarking, given the strict
confidentiality required when dealing with financial data (Cedillo et al.; 2018; Munoz
et al.; 2022). On the other hand, CB-AIS companies have the advantage of having their
own users’ data, and as such, they are leading major developments in this area. However,
several challenges associated with the automation of this process have been reported,
especially for hefty invoice line-item categories and labelling invoices from new business
contacts (suppliers or customers) (Hempstalk; 2017; Lesner et al.; 2019; Munoz et al.;
2022).

Three types of invoice categorization problems can be observed in the research litera-
ture: account code suggestion (ACS), false/fraud invoice detection, and line-item-based
categorization (see Fig. 4.1). In the ACS problem, the task is to predict an account
code (categories) invoice based on a predefined chart of accounts (CoA). This problem is
part of bookkeeping that involves recording, categorizing, and keeping track of financial
transactions (Munoz et al.; 2022). There are two main ACS approaches: hierarchical
classification (e.g., see Munoz et al. (2022); Hedberg (2020); Bardelli et al. (2020); Liu
et al. (2021); Hamza et al. (2007)) and multi-class machine learning (e.g., see Bel,skis
et al. (2020); Bergdorf (2018); Bengtsson and Jansson (2015)). Detecting fraud or false
invoices using data mining techniques is presented in González and Velásquez (2013) and
Wang et al. (2020). Line-item-based categorizations primarily used textual attributes
or descriptions and treated the problems as text classification tasks. Thus, the related
literature used the approaches described in Section 4.2.1(Hadar and Shmueli; 2021).
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Categorization

Account Code
Suggestion (ACS)

False/Fraud
Invoice Detection

Line-Item based
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Figure 4.1: Types of invoice categorizations.

4.3 Proposed Framework

The proposed framework for classifying user-generated short-text can be divided into two
phases: model building and production phases. In the model-building phase, we used
historical data to identify line-item categories for short-text classification. There are
three parts in the model-building phase: data collection, data processing, and clustering.
In the data processing part, we used an NLP-based keyword extraction process from
historical short-texts and formulated a keyword network as explained in Section 4.4.
Next, we used a Cograph Editing-based network clustering to identify clusters from the
formulated keyword network. Finally, we labelled each cluster by a category name with
the aid of human experts and saved them as a model.

In the production phase, in addition to using keyword processing and the saved
model, we used the metrics maximum association probability (defined in Eq. 4.9) and
maximum associative cluster (defined in Eq. 4.10) to identify the maximum probability
and corresponding line-item category cluster for a given short-text data. A high level of
this framework architecture is presented in Fig. 4.2.

4.4 Keyword Network

We propose using a keyword network (KN) in the above framework to identify item
categories for user-generated short-text classification. The concept of using KNs can be
observed in many studies (Beliga et al.; 2015). Regarding topology, KN is a network
or graph in which each node represents a unique keyword (obtained from documents
or other data sources), and each link represents some level of a mutual relationship
between two keywords (nodes). The definition of the mutual relationship-based link
varies in different analyses. For example, in a keyword network-based patent analysis,
Choi and Hwang (2014) used text mining to extract keywords from patent applications
and defined links as to whether a patent was applied or not. In another study, Yoo et al.
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Figure 4.2: A high-level architecture for user-generated short-text
classification framework.

(2019) used the keyword co-occurrence incident as the link definition to analyze human
resource development research themes.

To define KN in this project, we first defined a binary text-keyword incident matrix
IM = (cij); i = 1, ..., n; j = 1, ..., m, based on processed keywords from a given short-
text collection. In this matrix, each row i = 1, .., n represents a short-text from the
collection, and each column j = 1, ..., m represents a unique keyword. Each non-zero
entry cij (text-keyword incident) in IM represents the fact that keyword Kj exists in
short-text Ti. For each column in IM (unique keyword), a node is defined in KN.
Any non-zero row between two distinct columns in IM represents a link between two
corresponding nodes. The total number of such non-zero rows represents the weight of
the corresponding link in KN. For any two distinct keywords (columns) p and q, the total
number of text-keyword incidents (link weight in KN) wpq can be defined as follows:

wpq =
n∑

i=1
cpicqi (4.1)

where cpi = 1 if keyword Ki exists in short-text Tp, otherwise cpi = 0, and similarly
cqi = 1 if keyword Ki exists in short-text Tq, otherwise cqi = 0. An example of the
text-keyword incident matrix and KN formulations are illustrated in Fig. 4.3.
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keywords: 
K1, K2, K3

keywords: 
K2, K4

keywords: 
K2, K3, K4
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keyword network
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K1 K2 K3 K4

T1

T2

T3

text-keyword incident matrix collection of short texts

1 1 1

11 1

1 1 1
1

1 2
0

0

0

0

Figure 4.3: The text-keyword incident matrix and KN formulation
from three given short-texts. In this figure, T1, T2 and T3 are
the short-texts, and K1, K2, K3, and K5 are the unique keywords
associated with these short-texts.

4.5 Network Clustering

Network clustering is a technique that groups strongly connected nodes (objects) based on
their mutual relationships (links). The desirable properties of identification of strongly
connected groups can be varied, such as having particular structural properties (Shamir
et al.; 2004), high density or sharing similar features (Newman and Girvan; 2004; Bran-
des; 2005). The problem of identifying clusters from a network appears under different
names in the research literature, such as Community Detection, Community Clustering,
Network/Graph Clustering, and Network/Graph Partitioning (Schaeffer; 2007; Fortu-
nato; 2010). Note that we used the terms graph (subgraph) and network (subnetwork)
interchangeably in the rest of this paper. Before moving forward, here are some graph
theoretic definitions that will be needed to discuss some concepts in network clustering.

Definition 4.1 A clique (a particular triad configuration) is a subset of a network such
that every two distinct nodes in the clique are adjacent; that is, its induced subnetwork
is complete.

Definition 4.2 Let Pk and Ck denote the cordless path and cycle on k vertices, respec-
tively (see examples in Figs. 4.4 (a) and 4.4(b)). If G and H are two networks, then G

is H-free if no induced subnetwork of G is isomorphic to H. In other words, H is the
forbidden structure in the induced subnetwork of G.

To identify and interpret clusters in a network, the underlying structural definition
inside these clusters needs to be defined (Homans et al.; 2017). Many such definitions
have been proposed in the literature (Shamir et al.; 2004). For example, Davis and
Leinhardt (1967) empirically tested all types of triad configuration (i.e., all possible link
combinations of three connected nodes) and characterized all permitted and forbidden
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underlying structures in the clusters (Davis and Leinhardt; 1967). Many studies used the
clique (which is a particular triad configuration) as the underlying structural definition
of clusters in the network clustering process (Fortunato; 2010; Mishra et al.; 2007).
In other words, a clique is a P3-free subnetwork, where P3 is a cordless path of three
nodes (see Figs. 4.4 (a) and 4.4(b)). The Clustering Editing (Křivánek and Morávek;
1986; Böcker et al.; 2011), one of the most well-known clustering problems, identify
underlying clusters by using P3 as the forbidden structure (i.e., P3-free clustering) with
minimal link editions (deleting or inserting). Therefore, we can alternatively define the
Clustering Editing problem as follows:

Problem 1 P3-Free Link Editing (aka Clustering Editing)
Input: An unweighted network G(V, E) and P3 (forbidden structure).
Task: Find a node partition set {P1, ...,Pk} in V such that each Pi ⊆ V is P3-free (i.e.,
clique) in network G∗(V, (E ∪ E+) \ E−) with minimized |E+|+ |E−|.

Some other well-known network clustering problems that use the P3 as the forbidden
structure are: Clustering Deletion (Shamir et al.; 2004), Maximal Cliques Clustering
(Biswas et al.; 2013) and Correlation Clustering (Bansal et al.; 2004; Charikar et al.;
2005). Similar to these traditional clustering problems, in recent years, several network
clustering approaches have used some combinations of 4 nodes as the forbidden struc-
tures to define the underlying clusters in networks. For example, Cograph Clustering
(Seinsche; 1974) uses P4 as the forbidden structure (i.e., P4 free clustering) and Quasi-
Threshold Clustering (Nastos and Gao; 2013) uses (P4, C4) as the forbidden structure
(i.e., (P4, C4)-free clustering).

In order to generalize, let F be the class of forbidden structures. Therefore, F-free
link editing-based clustering problem can be defined as follows:

Problem 2 F-Free Link Editing Clustering
Input: An unweighted network G(V, E) and the forbidden structure F .
Task: Find a node partition set {P1, ...,Pk} in V such that each Pi ⊆ V is F-free in
network G∗(V, (E ∪ E+) \ E−) with minimized |E+|+ |E−|.
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In our computational setting (shown later in Table 4.5), we observed that using P3 as
the forbidden structure resulted in more constrained and uneven sizes of clusters (very
few are huge, and the rest are very small) in our empirical data. As shown in Table 4.5,
HACEWN, a P3-free algorithm, identified the minimum number of significant clusters,
i.e., the majority of the reminding clusters were very small. On the other hand, our
computational experiments confirm that using P4 as the forbidden structure (which is
a more relaxed version of defining underlying clusters) produced the most meaningful
clusters from the network. Therefore, in this study, we opted to use P4-free link editing-
based clustering (i.e., P4- as the forbidden structure) to identify clusters in the keyword
network generated from short-texts. A P4-free network is formally defined as follows:

Definition 4.3 A cograph is a P4-free network (i.e., P4 is the forbidden structure) (Sein-
sche; 1974; Brandstädt et al.; 1999).

In addition, the P4-free link editing-based clustering is also formally known as the
Cograph Editing problem. From this point, we only focus on discussing the Cograph
Editing problem as the network clustering.

4.5.1 Cograph Editing-based Network Clustering

In cograph (P4-free)-based clustering, the goal is to achieve a cograph as the underlying
structure for each obtained cluster (Liu et al.; 2012). Several versions of the cograph-
based clustering, such as Cograph Deletion (Gao et al.; 2013), Cograph Completion (Liu
et al.; 2012), and Cograph Editing (Gao et al.; 2013) on both unweighted and weighted
networks, appeared in the literature. For Cograph Deletion, only link deletion is allowed;
for Cograph Completion, only link additions are allowed; and for Cograph Editing, both
link addition and deletion are allowed. Due to the relaxation of the cograph definition
and based on our computational experiments, we observed that the Cograph Editing
approach produces the maximum number of meaningful clusters (line-item identified
clusters). Therefore, in this paper, we focused on the Cograph Editing problem to
identify clusters in networks.

The Cograph Editing problem has been applied in several studies to identify un-
derlying structures from empirical networks (e.g., (Kühnl; 2014; Hellmuth et al.; 2015;
Dondi et al.; 2017)). For a given network, Cograph Editing finds minimum link edition
(insertion or deletion) such that the induced network corresponding to each cluster is
a cograph (i.e., P4-free) (Crespelle; 2021). Therefore, in terms of up to 4-nodes config-
urations, all permitted arrangements of links and nodes are acceptable except the P4.
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Fig. 4.4 presents all permitted and forbidden configurations of nodes and links in the
Cograph Editing problem.

1

2 3

1

2 3

1

2 3

4

1

2 3
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(a) (b)

(g)

(c)

1

2 3

4 1

2 3

4

(d) (e)

1

2 3

4

(f)

Figure 4.4: Example of (a) a P3, (b) a clique (P3-free), (c) a C4,
(d) paw, (e) diamond, (f) claw, and (g) P4 subgraphs. Each link
is associated with a positive weight. All subgraphs from (a)-(f) are
permitted in Cograph Editing; only (f) is forbidden.

To formally define the Cograph Editing problem, assume an unweighted network
G(V, E), where V is the set of nodes and E is the set of links, and |V | = n. For a given
network G, the goal of the clustering editing problem is to find a node partition set
{P1, ...,Pk} in V with a minimum number of link modifications (deletion or insertion)
such that each partition (cluster) Pi ⊆ V represents a cograph. Also, consider E+

and E− as the sets of all inserted and deleted links, respectively, to convert G(V, E)
to G∗(V, (E ∪ E+) \ E−), where each Pi ⊆ V is a cograph. In the modified network
G∗(V, (E∪E+)\E−), the number of partitions (clusters) k is arbitrary and an outcome of
the optimization process in an unsupervised manner. Each link (i, j) ∈ E in G represents

124

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

a mutual relationship between two corresponding nodes i, j ∈ V . Finally, we can define
the Cograph Editing problem on G as follows:

Problem 3 Cograph Editing on Unweighted Network
Input: An unweighted network G(V, E)
Task: Find a node partition set {P1, ...,Pk} in V such that each Pi ⊆ V is a cograph
(i.e., P4-free) in network G∗(V, (E ∪ E+) \ E−) with minimized |E+|+ |E−|.

A cograph can be recognized in linear time complexity (Corneil et al.; 1985). For
a given at most k number of operations, Cograph Deletion, Cograph Completion and
Cograph Editing problems are NP-complete (Liu et al.; 2012; El-Mallah and Colbourn;
1988) and also known to be fixed-parameter tractable (FPT) when combined with linear-
time recognition of cographs (Cai; 1996). For arbitrary k ≥ 2, Cograph Editing is
NP-hard (Liu et al.; 2012; Hellmuth and Wieseke; 2018).

4.5.2 Cograph Editing Problem on Weighted Network

In this section, we extend the definition of the Cograph Editing problem (Problem 3)
for weighted networks. In addition to the previous notations, to define this problem
formally, assume the network G(V, E) is weighted, V is the set of nodes, and E is
the set of weighted links; and |V | = n. Each weighted link (i, j) ∈ E (with wight
wij) in G represents a mutual relationship between two corresponding nodes i, j ∈ V .
Also, let w(E+) and w(E−) represent the total weights of all inserted and deleted links,
respectively, to convert G(V, E) to G∗(V, (E ∪ E+) \ E−), where each Pi ⊆ V is a
disjoint cograph. Therefore, similarly, we can define the Cograph Editing problem on G

(weighted) as follows:

Problem 4 Cograph Editing on Weighted Network
Input: A weighted network G(V, E)
Task: Find a node partition set {P1, ...,Pk} in V such that each Pi ⊆ V is a cograph
(i.e., P4-free) in network G∗(V, (E ∪ E+) \ E−) with minimized w(E+) + w(E−).
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P4-Free Conversion Link Insertion Cost Calculation

In clustering using Cograph Editing, the following two types of clustering costs arise:
link insertion and deletion costs. For unweighted networks, both costs are considered
as 1 (i.e., inserting a link or deleting a link has a unit cost) (Hellmuth et al.; 2015; Liu
et al.; 2012). On the other hand, for a weighted network G(V, E), a positive weight wij is
associated with the link (i, j) ∈ E. Determining the link deletion cost is straightforward
as the existing link’s weight can be considered as the corresponding link deletion cost.

However, complexity arises when determining the link insertion cost in the absence
of an existing link in the network. For clique-based clustering editing problems on a
weighted network, several approaches have been suggested to calculate link insertion cost
Serrano et al. (2006); Böcker et al. (2011); Böcker and Baumbach (2013); McAssey and
Bijma (2015). Similar approaches have not been applied for determining link insertion
costs in Cograph Editing on weighted networks. In this paper, we propose the following
Algorithm 4.1 to calculate the link insertion cost to identify clusters using Cograph
Editing in weighted networks.

According to the Cograph Editing problem definition, each node partition in the
resultant network is a cograph (i.e., P4-free). Therefore, the purpose of deleting any
existing link from the P4 or inserting any possible links in P4 is to render it P4-free.
To calculate possible links’ insertion costs using Algorithm 4.1, first consider P G

4 =
{P 1

4 , ..., P t
4}, the set of all P4s where P t

4 ∈ P G
4 is the set of all links corresponding to P4

in G.

Let P t
4 ∈ P G

4 consist of nodes i, j, k, l ∈ V and links (i, j), (j, k), (k, l) ∈ E with cor-
responding links weights wij , wjk, wkl, respectively. Therefore, P t

4 = {(i, j), (j, k), (k, l)}.
In terms of link insertion, inserting any of the possible links (i, k), (j, l), or (i, l) converts
P t

4 to a cograph. Fig. 4.5 presents all possible link configurations to convert a P4 to a
cograph. Consider, Qt

P4
= {(i, k), (j, l), (i, l)}, the set of all possible insertion links to

convert P t
4 to a cograph. Consequently, QG

P4
= {Q1

P4
, ..., Qt

P4
} is the set of all sets of all

possible insertion links to convert P t
4 ∈ P G

4 to a cograph.

To keep it simple, we consider equal insertion costs for any of the possible links (i, k),
(j, l), (i, l) to convert P t

4 to a cograph. The insertion cost is calculated using Eq. (4.2):

126

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

Algorithm 4.1 Link Insertion Cost Calculation
1: procedure LinkInsertionCost-(G(V, E))
2: δik ← 0; ∀(i, k) /∈ E ▷ assign zero (0) weight ...
3: ▷ ... to any non-existing link in G
4: P G

4 = {P 1
4 , ..., P t

4} ▷ set of all P4 in G
5: QG

P4
= {Q1

P4
, ..., Qt

P4
} ▷ set of all possible insertion links to ...

6: ▷ ... convert corresponding P t
4 ∈ P G

4 to a cograph
7:
8: // iterate through each P4
9: for P t

4 ∈ P G
4 do:

10: P t
4 = {(i, j), (j, k), (k, l)} ▷ all links containing in P t

4
11: Qt

P4
= {(i, k), (j, l), (i, l)} ▷ set of all possible insertion ...

12: ▷ ... links to convert P t
4 to a cograph

13:
14: // calculate the link insertion cost
15: δt

ik = δt
jl = δt

il ←
⌊

wij+wjk+wkl

3

⌋
▷ wij , wjk, wkl are ...

16: ▷ ... corresponding link weights of (i, j), (j, k), (k, l) ∈ E
17:
18: // maintaining minimum link insertion cost over G
19: if δt

ik≤ δik then
20: δik ← δt

ik

21: if δt
jl≤ δjl then

22: δjl ← δt
jl

23: if δt
kl≤ δkl then

24: δkl ← δt
kl
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Figure 4.5: All possible link insertion configuration for converting
P t

4 ∈ P G
4 to a cograph (i.e., P4-free). The dotted red lines (i, j),

(j, k), (i, l) are possible inserted links and δik, δjl, δil are correspond-
ing links’ insertion costs, respectively. We assumed all possible
links’ insertion costs for making a P4 are equal (i.e., δik = δjl = δil).

δt
ik = δt

jl = δt
il =

⌊
wij+wjk+wkl

3

⌋
, (4.2)

where (i, j), (j, k), (k, l) ∈ E; (i, k), (j, l), (i, l) /∈ E. Each possible inserting link (i, k) /∈
E; ∀i, k ∈ V , can be part of converting more than one P t

4 ∈ P G
4 to a cograph. Cor-

responding to each P t
4 there is a link insertion cost δt

ik. Therefore, the insertion cost
for link (i, k) /∈ E can be calculated as the minimum of all δt

ik corresponding to the
conversion of each P t

4 ∈ P G
4 to a cograph:

δik = minP t
4∈P G

4
{δt

ik | (i, k) ∈ Qt
P4
}. (4.3)

An example of calculating possible link insertion costs for a given network is pre-
sented in Fig. 4.6. In addition, Fig. 4.7 presents an example of a Cograph Editing
problem outcome on a weighted network using the above possible links insertion costs
formulations.
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Figure 4.6: Example of calculating all possible links’ inser-
tion costs for converting a given weighted network to a P4-free
(cograph). (a) There are two P4 in this network and the set
of all P4 is P G

4 = {P 1
4 , P 2

4 }; P 1
4 = {(1, 2), (2, 3), (3, 4)}, P 2

4 =
{(1, 2), (2, 3), (3, 5)}. Red dotted lines are possible links for con-
verting P4s to cograph. Therefore, Q1

P4
= {(1, 3), (2, 4), (1, 4)} and

Q2
P4

= {(1, 3), (2, 5), (1, 5)} (b) In this table, first, we calculated
the possible link insertion cost to make the corresponding P4-free
(using Eq. (4.2)). Since inserting link (1, 3) converts both P 1

4 and
P 2

4 to cographs, it has two possible insertion costs. We consider the
minimum of these two possible insertion costs for this link (column
minimum).

Integer Programming Formulation for Cograph Editing on Weighted Net-
work

Hellmuth et al. (2015) proposed an ILP formulation for Cograph Editing on genome-
wide networks to resolve phylogenetic trees that were expanded in Hellmuth and Wieseke
(2018). This paper proposes a modified ILP formulation for Cograph Editing on general-
weighted networks with a link-insertion cost term based on Hellmuth et al. (2015)’s
formulation.

Let wij be a positive weight associated with link (i, j) ∈ E representing the text-
keyword incident count between two keywords (nodes) i, j ∈ V . Therefore, in the process
of node partitioning, wij can be considered as the deletion cost for link (i, j). On the
other hand, for any possible link (j, k) /∈ E, the insertion cost δjk can be calculated by
using Eqs. (4.2) and (4.3). We define a binary decision variable xij assigned for each
link (i, j) ∈ E′, where i, j ∈ V , as follows:
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Figure 4.7: Example of Cograph Editing problem on the weighted
network with 16 link editing costs (minimized). Deleted links are
(5, 7), (12, 13), (15, 16), (17, 18), and (21, 22) with total cost: 2 +
2 + 6 + 1 + 3 = 14. Only one inserted link (18, 21) with cost 2.
Red dotted lines represent the possible links to make P4-free with
corresponding cost (showed as negative weight), and the solid red
line represents the final added links.

xij =

1; if i and j are in the same partition (cluster),

0; otherwise.
(4.4)

The ILP formulation for the Cograph Editing problem on weighted network G(V, E)
can be formulated by using link edition to convert to the cograph network G∗(V, (E ∪
E+) \ E−) as follows:

min
∑

(i,j)∈E

wij(1− xij) +
∑

(i,j)/∈E

δijxij (4.5)

s. t.: xij + xjk + xkl − xik − xjl − xil ≤ 2; ∀i, j, k, l ∈ V, (4.6)

xij = xji; ∀i, j ∈ V, (4.7)

xij ∈ {0, 1}; ∀i, j ∈ V, (4.8)
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where the objective function, Eq. (4.5), represents the link deletion cost (first part) and
link insertion cost (second part) to convert the weighted network G(V, E) to a cograph
partitioned network G∗(V, (E ∪ E+) \ E−). The inequality constraint, in Eq. (4.6),
enforces the condition of allowing only permitted structures from Fig. 4.4 and forbids
P4 in G∗. Eq. (4.7) represents the undirected properties of G, and finally Eq. (4.8)
represents the binary requirement for xij .

4.5.3 Heuristic Algorithm for Cograph Editing on Weighted Network
(HACoEWN)

To identify clusters by using Cograph Editing in a large-scale weighted network, we
designed a heuristic algorithm called HACoEWN. Algorithm 4.2 presents the pseudo-
code for HACoEWN. This algorithm has three main recursive steps that are described
in the following subsections.

Algorithm 4.2 Heuristic Algorithm for Cograph Editing on
Weighted Network (HACoEWN)

1: procedure HEURISTIC-(G(V, E))
2: l← constant ▷ max. size of induced networks
3:
4: // iterate through each node
5: while v ∈ V do: ▷ select each node from vList
6:
7: // ** Induce Network Selection **
8: v ← rand(V ) ▷ randomly select a node v ∈ V
9: INv

G ←inducedNetwork(G, v) ▷ induced network for..
10: ▷ ..given node v
11: // ** Solve Exact Cograph Editing using ILP in Eqs. (4.5)-(4.8)

**
12: {C1, ..., Ck} ← ExactCoE (INv

G)
13: C ← {C1, ..., Ck} ▷ set of clusters generated by ExactCoE
14:
15: // ** Integrate Clusters **
16: Integrate (C)
17:
18: // marking nodes as visited
19: V ← V \ lNv. ▷ mark all nodes in lNv ..
20: ▷ .. as visited
21: return
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Induced Network Selection

In the first step of this algorithm, it randomly selects a node v ∈ V and goes to sub-
routine Algorithm 4.3 to select the induced network corresponding to this node. In this
subroutine, first, it creates Nv ← {u ∈ V | (u, v) ∈ E} ∪ {v}, a set of all neighbours of
v including v. Next, it identifies the strongest neighbour of v (maximum mutual link’s
weight) and the set Nu of all neighbours of u. If the size of set Nuv = {Nu ∪Nv} is less
than the given model threshold l, then the algorithm proceeds to the next step with an
updated reference lNuv. Otherwise, it creates a set lNuv by randomly selecting l elements
from Nuv including u and v. The model threshold l can be determined based on the
system capacity to solve the maximum size of the network using the ILP formulation
given in Eqs. (4.5) - (4.8).

Algorithm 4.3 Induced network selection
1: procedure inducedNetwork((G, v))
2:
3: // neighbours list of node v’
4: Nv ← {u ∈ V | (u, v) ∈ E} ▷ set of all neighbours of v
5:
6: // strongest neighbour of node v’
7: u← {i | i ∈ Nv, wiv ≥ wjv; ∀j ∈ Nv} ▷ wiv is the..
8: ▷ ..weight of link (i, v) ∈ E
9: // neighbours list of node u’

10: Nu ← {i ∈ V | (u, i) ∈ E} ▷ set of all neighbours of u
11:
12: // merging v and u’s neighbours
13: Nuv ← Nv ∪Nu

14: m← |Nuv| ▷ size of set Nuv

15:
16: // check model threshold
17: if m ≥ l then:
18: lNuv ← randomly selected l nodes from Nuv including u and v
19: else
20: lNuv ← Nuv

21:
22: // get the induced network for node v
23: ENuv ← {(u, w) ∈ E | u, w ∈ lNuv} ▷ mutual links for nodes in lNuv

24: ING(lNuv)← G(lNuv, ENuv ) ▷ induced network of node set lNuv

25:
26: return ING(lNuv)

Finally, based on the node set lNuv, the algorithm creates an induced network
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ING(lNuv) = G(lNuv, ENuv ) where ENuv = {(u, w) ∈ E | u, w ∈ lNuv} is the set of
all mutual links among the nodes in lNuv. Note that, ING(lNuv) is a subnetwork of
G(V, E).

Solving Exact Cograph Editing on Induced Weighted Network

In the second step of this algorithm, it uses ‘ExactCoE (ING(lNv) to solve the Cograph
Editing problem on the induced weighted network (ING(lNv) by using the ILP formula-
tion in Eqs. (4.5)-(4.8). Let, {C1, ..., Ck}, where Ck ⊆ Nv and Ci∩Cj = ∅, ∀ i ̸= j, be the
set of clusters returned by this function. ExactCoE can be implemented as another
subroutine by using commercial optimization solvers such as Cplex or Gurobi.

Integrate Clusters as a Singleton Node

In the final step, clusters C = {C1, ..., Ck} are integrated from the previous step to the
network G by using subroutine ‘Integrate(C)’ given in Algorithm 4.4. To do so, it
adds a new single node ui

v to represent the cluster Ci. Then it updates links between ui
v

and its all outer neighbours p ∈ NCi where NCi = {v | (u, v) ∈ E, u ∈ Ci, v ∈ {V \ lNv}}.
The newly updated link weight can be calculated as w∗ = wpCi − (wCi/3). Here, wpCi is
the total link between node p ∈ NCi and nodes in Ci, and wCi is the total existing links
weight in Ci. Finally, it removes all nodes and previously connected links corresponding
to the cluster Ci. The algorithm repeats this process for integrating each obtained cluster
Ci ∈ C to G.

4.6 Cluster Labelling and Maximum Associative Cluster

As mentioned above, the proposed framework aims to classify millions of user-generated
short-texts appearing in online marketplaces with no accurate labelling (unlabelled)
of line item categories. Two main semi-automatic approaches can be observed in the
literature to deal with unlabelled texts: prioritizing text for manual labelling and manu-
ally assigning line-item categories to ‘learn’ to apply such categorizations automatically
(Zhang and Zhong; 2016; O’Mara-Eves et al.; 2015; Thomas et al.; 2011).

In this paper, we proposed manually assigning line-item categories to each identified
keyword cluster in our framework using Algorithm 4.2. In an empirical setting, this
process should be done by subject-matter experts in the respective field. After labelling
each identified cluster with the corresponding line-item categories, we saved this model to
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Algorithm 4.4 Integrating clusters to the given weighted network
1: procedure Integrate(C)
2:
3: // iterate through all clusters
4: for Ci ∈ C do:
5: ui

v ← Ci ▷ create a single node in G(V, E)
6: m← |Ci| ▷ size of the cluster Ci

7:
8: // update links
9: NCi ← {v | (u, v) ∈ E, u ∈ Ci, v ∈ {V \ lNv}} ▷ outer nbrs. ..

10: ▷ .. set for nodes in Ci

11: E∗ ← {(u, v) | (u, v) ∈ E, u ∈ Ci, v ∈ {V \ lNv}} ▷ links set ..
12: ▷ .. between outer nbrs. and nodes in Ci

13: wCi ←
∑

i,j∈Ci; (i,j)∈E wij ▷ total links weight in cluster Ci

14:
15:
16: for p ∈ NCi do:
17: // calculate updated link weight
18: Np

Ci
← p’s all neighbours in cluster Ci

19: wpCi ←
∑

q∈Ci;(p,q)∈E wpq; ∀q ∈ Np
Ci

▷ weight for link (ui
v, p)

20: ▷ wpq is the weight for the link (p, q) ∈ E
21: w∗ ← wpCi − (wCi/3)
22:
23: // add update link and corresponding weight
24: G.add_link ((ui

v, p), weight = w∗) ▷ add link (ui
v, p)

25:
26: // remove clustered nodes and links from network
27: V ← V \ Ci ▷ remove nodes in Ci from G
28: E ← E \ E∗ ▷ remove links between nodes NCi and Ci from G
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‘learn’ for future user-generated short-text classification. An application of this process
is illustrated in Section 4.7.4.

To deploy this learned model (‘saved model’ in Fig. 4.2) in an empirical setting, we
defined two simple metrics (with low computation complexity) to measure the association
for evaluating short-text to a specific line-item category (labelled cluster). To define these
metrics, let C = {C1, ..., Ck} be the set of all identified clusters, and KT be the set of all
keywords in the short-text Ti. We defined maximum association probability pmax, and
maximum associative cluster C∗

T for identifying the line-item category for a short-text
T as follows:

pmax = max
∀ Ci∈C

{Ci(T )}, (4.9)

C∗
T = arg max

∀ Ci∈C
{Ci(T )}, (4.10)

where Ci(T ) = |{u:u∈KT ∩Ci}|
|KT | represents the number of common keywords between the

cluster Ci ∈ C and T . Eq. (4.10) represents the cluster C∗
T with maximum association

probability for a given text T . We also calculated non association probability for text
T , pnon(T ) = 1 − pmax. Now if pnon ≤ pmax, text T ’s line-item category was labelled
as corresponding to cluster C∗

T ’s label; otherwise, it is labelled as a non-associative
cluster. If a given text T is ‘non-associative’, we labelled keywords in k ∈ KT as in a
‘non-associative cluster’ Cnon and integrated them into the keyword network G.

In an application setting, this framework’s retaining point can be determined by the
size of Cnon. One possible option can be when the size of Cnon is greater than the total
number of nodes (keywords) in G.

4.7 Invoice Line-Item Identification and Categorization

An invoice is a business document that lists details of products or services provided by
a merchant to its consumer. In recent years, most businesses have been using electronic
invoices and accounting systems due to their efficiency and reliability (Cedillo et al.;
2018). However, maintaining an electronic invoicing and accounting system is often ex-
pensive for many SMEs (Asatiani and Penttinen; 2015). Therefore, in order to maintain
globalization, competitive advantages, cost savings and data security, many SMEs are
shifting towards CB-AIS as an outsourcing option (Dimitriu et al.; 2014; Asatiani et al.;
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2019). Studies show that adopting CB-AIS infrastructures significantly impacts compa-
nies’ intellectual, human, and relation capitals (Cleary and Quinn; 2016; Kariyawasam;
2019). Following the increasing demand, many CB-AIS companies are coming to mar-
ket, targeting SMEs worldwide (Eldalabeeh et al.; 2021). These companies are enabling
more SMEs to undertake basic book-keeping tasks independently instead of paying ex-
ternal accountants (Ma et al.; 2021). Moreover, now SMEs have access to their data in
real-time by using subscription or pay-per-use internet-accessible computing resources
instead of keeping an expansive ‘in-house’ IT department (Christauskas and Miseviciene;
2012).

In order to get an advantage in the competitive marketplace, CB-AIS companies are
trying to offer customized products based on their users’ needs (Dimitriu et al.; 2014;
Alshirah et al.; 2021). Besides other bookkeeping tasks, users (customers) in a CB-
AIS platform generally create invoices, send them to their corresponding clients, and
receive payment. In a recent trend, these companies are analyzing their users’ invoices
and categorizing line-items to design different features, understand customers’ needs, and
improve users’ experiences (Hempstalk; 2017; Lesner et al.; 2019; Liu et al.; 2021; Munoz
et al.; 2022). As a fast-growing CB-AIS platform, our partner company is also focusing
on automating this process and developing invoice line-item category-based features for
further analysis.

Typically in an invoice, the description text is the only field where the invoice creator
explains the provided line item (or service); it is generally small and concise and can be
classified as user-generated short-text (Hadar and Shmueli; 2021; Munoz et al.; 2022).
This section presents an application of the proposed short-texts classification framework
to identify line-items and categorize invoices from our research partner.

4.7.1 Data Collection and Processing

Invoice Dataset

The obtained invoice data were unlabelled and did not have any list of known line-item
categories for classification. Our primary dataset contains approximately 1.8 million
invoices. Each invoice in our dataset includes the following fields: User ID, Invoice ID,
Creation Date, Invoice Description, Seller’s Business Name, Amount, and Paid Status.
During the initial data collection, we noticed some invoice description fields were blank,
and some were with not-paid status. We also observed that trial users generally create
blank and non-paid invoices to get familiar with the CB-AIS platform. Therefore, to
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ignore such invoices, we filtered out any invoices with an empty invoice description field
or not-paid status. A list of five representative example invoices is given in Table 4.1

Invoice
ID

Creation
Date Invoice Description Seller’s Business

Name Amount Paid
Status

1 2019-01-05 SEO Monthly Foundation
Building Plan SciFi Webs $2309 1

2 2019-03-18 RT +3.75 -2.00 090 ADD 2.50
SEG HT 20 PD 33.5/32.0

Adam Clear Vision
Optical $200 1

3 2019-03-06 Flower arrangement for the
big oval table in the lobby

Eve Rose Flowers
Trading Ltd $890 1

4 2019-08-11 $30/per man hour Jack Housekeeping
Services $156 1

5 2019-10-12 Preparation of General
Warranty Deed John Doe Law $200 1

Table 4.1: Five example invoices and their attributes.

In the data in Table 4.1, the invoice description field is the user’s defined text in-
put without any validation or constraint. Fig. 4.8 presents a frequency histogram for
the number of word counts per each invoice description. This figure shows that most
invoice descriptions have less than ten words. Therefore, we can say that these text
inputs are short in size. Due to user-generated text, these typically contain grammatical
and spelling errors and abbreviations. In addition, some of the invoices are vague to
understand (e.g., see ‘Invoice ID 2’ in Table 4.1). Based on these observations, the ob-
tained invoice descriptions data can be labelled as noisy, as previously seen in Hadar and
Shmueli (Hadar and Shmueli; 2021) and Baldwin et al. (Baldwin et al.; 2015) studies.

Removing Foreign Language Invoices

Our primary goal in this project was to categorize invoices with English language de-
scriptions. In our initial collected data, approximately 13.34% of invoices had foreign
language description fields. We used a foreign language filter built on the NLTK (Bird;
2006) English corpus to exclude such invoices.

Overcoming Inadequate Invoice Descriptions

It is generally expected that the invoice description should depict the line-item/service
provided by the user. However, in our data, we observed some invoice descriptions that
are ambiguous as to the identification of the line items, even for the human reader (see
an example ‘Invoice ID 2’ in Table 4.1). Processing only keywords from description fields
for these invoices would lead to unwanted results.
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Figure 4.8: Frequency histogram of the number of words per each
invoice description field in the invoice dataset. The dotted vertical
line represents the average number of words per invoice description.

In general, SMEs use a business name that reflects the provided products or services
they deliver to increase their customers’ valuation (Grewal et al.; 1998). To overcome the
issue of vague invoices, in this step, we combined the seller’s (invoice creator) business
name with the invoice description field. In other words, instead of using only the invoice
description, we processed relevant keywords from a string that combines the seller’s
business names and invoice descriptions for each invoice.

Handling Spelling mistake

As mentioned above, invoice description data are noisy and contain spelling mistakes. We
found that approximately 12% of process keywords that we obtained from the combined
strings of invoice descriptions and seller’s business names are misspelled. To replace
misspelled keywords with their corresponding correct forms, we created a misspelling
handling dictionary by using Levenshtein Distance Metric (Yujian and Bo; 2007). The
steps of this dictionary creation procedure are described in Appendix A.
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Processing Invoice Keywords Lists

In this step, we used NLTK (Bird; 2006) and Spacy (Honnibal and Montani; 2017) stan-
dard natural language cleaning methods to remove numbers, signs, special characters,
stop words, and names (country, states, provinces, city, common names). We obtained
a list of relevant keywords corresponding to each invoice. Table 4.2 presents an example
of a processed keywords list corresponding to the invoices from Table 4.1.

Invoice
ID Invoice Description Seller’s Business

Name
Invoice
Keywords

1 SEO Monthly Foundation
Building Plan SciFi Webs SEO, foundation,

building, plan, web

2 RT +3.75 -2.00 090 ADD 2.50
SEG HT 20 PD 33.5/32.0

Adam Clear Vision
Optical clear, vision, optical

3 Flower arrangement for the
big oval table in the lobby

Eve Rose Flowers
Trading Ltd

flower, arrangement, oval,
table, lobby, rose,
flowers

4 $30/per man hour John Housekeeping
Services

man, housekeeping,
services

5 Preparation of General
Warranty Deed John Doe Law preparation, general,

warranty, deed, law

Table 4.2: Processed keyword lists corresponding to the five ex-
ample invoices given in Table 4.1

Generating Unique Keyword List

We generated a unique keyword list of size 8,280 and their corresponding frequencies
from all of the processed invoice-wise keyword lists. The average frequency of this
unique keyword list is 668.58 (i.e., on average, one keyword is present in approximately
668 invoices). In addition, we noticed in the keyword frequency distribution that approx-
imately 10% of keywords had frequencies equal to 1. Keywords with unit frequencies
would be translated as isolated nodes in the following network formulation step and fil-
tering isolated nodes is a conventional practice before moving to the network clustering
step (Furao and Hasegawa; 2006). Therefore, we removed all keywords with a frequency
equal to 1. On the other hand, we also noticed that approximately 2% of keywords had
frequencies greater than 10000. Possibly these keywords were very generic to describe
a product or service. For example, the frequency of the keyword ‘service’ was 205,508.
Thus, we removed those high-frequency keywords from the data. Finally, we obtained
a list of unique keywords of size 7,286. Fig. 4.9 presents the top twenty keywords with
corresponding frequencies from this final list.
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Figure 4.9: Top twenty keywords according to the corresponding
frequency in processed invoice keyword lists.

4.7.2 Keyword Network Formulation from Invoice Keyword Lists

In the final step of data processing, we constructed a keyword network, as defined in
Section 4.4, using the invoice keyword lists processed in the previous step. Therefore, in
this network, each node is represented by a unique keyword, and each link is represented
by two connecting keywords that are present in the same invoice. The initially formulated
keyword network contained 7,286 nodes and 369,348 links. We noticed in the link weights
distribution that approximately 30% of links had weights equal to 1, and approximately
0.05% of links had weights more than 50,000. In the next step, we ‘cleaned‘ the initial
keywords using the following three steps:

(i) Removing links with weights of more than 50000. Removing these 0.05% of the
strong outlier links is significant for clustering strategies (Bellingeri et al.; 2020).

(ii) Removing links with unit weights. Removing these 30% weak links (small-weighted)
does not significantly affect the network’s connected clusters (Bellingeri et al.;
2020).
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(iii) Finally, removing isolating nodes resulted from the previous two steps since network-
based clustering does not allow for isolated nodes (Kaiser; 2008).

Table 4.3 presents the comparison overview of initial and final keyword networks and
the corresponding approximate information losses after the above-mentioned cleaning
process. Importantly, this table shows that though we removed approximately 30%
from the initial links set, it only led to a loss of 9% from the initial nodes set.

Initial
Keyword Network

Final
Keyword Network

Information
Loss (approx.)

#of nodes 7286 6529 9%
#of links 369348 258,549 31%

Table 4.3: Comparison overview between initial and final keyword
networks.

4.7.3 Implementation of HACoEWN

We implemented the HACoEWN algorithm (Algorithm 2) by using Python with the
NetworkX (Hagberg et al.; 2008) graph package. We also used IBM Cplex 12.10 to solve
integer programs in each execution of the subroutine ExactCoE.

4.7.4 Clusters Line-Item Category Identification, Labelling and Bench-
marking

We identified 28 significant clusters (of size ≥ 45) from the invoice keyword network by
using the HACoEWN algorithm. Among those 28, we identified line-item categories for
21 clusters with the aid of domain experts. In this process, we also used the top 20
keywords based on their degree in the keyword network corresponding to each identified
cluster (see Appendix B). Table 4.4 presents the list of 21 identified line-item category
clusters with their corresponding cluster sizes. From this table, we can say that users
are creating invoices to provide services/products in a wide range of categories, from
‘pet care and grooming’ to ‘web designing’. Also, identified line-item categories indicate
that SME-type businesses are providing most of these services/products. We labelled
these clusters with corresponding line-item categories and then saved them as a learned
model.

4.7.5 Benchmarking

In order to evaluate the HACoEWN algorithm, we also applied the following three heuris-
tic clustering algorithms designed for large-scale networks: Louvain algorithm (Blondel
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Cluster ID Size Identified line-item category
1 879 Pet care and grooming
2 637 Transportation, holiday and tour services
3 516 Massage therapy
4 436 Farming and agriculture services
5 349 Constructions, renovations, and maintenance
6 321 Hardware and equipment
7 262 Investment and portfolio management
8 177 Taxation and legal or law related services
9 172 Landscape designing
10 160 Home furniture and appliances
11 130 Spa, beauty and natural healing
12 77 IT, software, web designing and maintaining
13 75 Flowers, photography, wedding and party planning
14 68 Automobile services
15 68 Hunting and outdoor activities
16 66 Housekeeping and cleaning services
17 54 Fitness, training and outdoor activities
18 51 Home electronics repair and installation
19 49 Roofing services
20 48 Spiritual services
21 45 Pest control

Table 4.4: Line-item category and number of keywords (nodes)
corresponding to each identified cluster in KN.

et al.; 2008), Clauset-Newman-Moore algorithm (Clauset et al.; 2004), and HACEWN
(Wahid et al.; 2022). Table 4.5 presents the results of this benchmarking. The Louvain
algorithm produced the maximum number of significant clusters (size ≥45). However,
the maximum number of identified line-item clusters was produced by the HACoEWN
algorithm. In addition, HACoEWN’s line-item-identified clusters covered the maximum
percentage of nodes (71%) from the invoice KN. On the other hand, line-item-identified
clusters produced by HACEWN, which is a P3-free algorithm, covered the least percent-
age of nodes (7%) from the invoice KN. Based on these results, we decided to use the
HACoEWN algorithm in the line-item identification process in our proposed framework.

4.8 Limitation, Future Work and Concluding Remark

This study proposed a framework for identifying line-item categories (classifying labels)
and classifying user-generated short-text. We used the Cograph Editing problem-based
clustering on weighted networks in this process and designed an ILP formulation. Fur-
thermore, we developed a heuristic algorithm called HACoEWN for Cograph Editing
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Clustering
algorithm

# of cluster
(significant size)

# of line-item
identified clusters

Nodes % (Appx.
in identified clusters)

Louvain algorithm
(modularity) 31 12 39%

Clauset-Newman-
Moore (modularity) 25 5 18%

HACEWN
(P3 free) 12 6 7%

HACoEWN
(P4 free/cograph) 28 21 71%

Table 4.5: Number of significant clusters (size greater than or
equal to 45), the number of identified invoice line-item categories
clusters corresponding to four studied clustering algorithms.

on weighted networks to deal with large-scale networks. This framework can be imple-
mented in practice due to computation simplicity in the production phase.

The first limitation of our study is that we only considered the mutual coincident
relation between keywords in the network formulation. In some contexts, the position
of a keyword in the short-text may have an important role in determining line-item
categories. Based on the keywords’ position in the short-text, in future, we can extend
our framework by introducing a keyword-importance metric, as given in Wang et al.
(2016), or a weighting scheme, as seen in Alsmadi and Hoon (2019b), corresponding to
each identified cluster.

Kaur and Kumar (2018) showed that clustering-based algorithms could leverage
knowledge from documents’ taxonomic ontology. In this study, we did not use any
platform-specific ontological information in the classification process. In future, besides
the keywords clusters, we can extend our framework by adding another level of filtering
(or features selection) by using the given short-text’s ontology as seen in Škrlj et al.
(2021) and Munoz et al. (2022).

Motivated by a practical application of understanding invoices, we applied the pro-
posed framework to identify line-item categories and classify invoices generated by users’
in a real-life CB-AIS platform. A future extension of this application could be to use
invoice categorization to identify corresponding users’ (in this case, SMEs) categories
based on business types and design platform features, accordingly. It may also help
CB-AIS companies in setting business strategies (e.g., target marketing and promotion)
for specific types of users.
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Appendix A

Misspelling and Root Keyword Handling Dictionary

We used the following steps to develop a misspelling-handling dictionary based on our
collected invoice description data:

• Collecting all unique keywords: First, we collected all unique keywords from
the processed invoice keywords fields.

• Finding the distance between two unique keywords: Next, to find two
close keywords, we calculated the Levenshtein Distance (Levenshtein et al.; 1966)
between each of two unique keywords (i.e., find the distance between two string
sequences). This metric calculates the minimum number of single-character edits
(insertion or deletions) to convert one string to another.

• Identify misspelled and root keywords: We listed all pairs of keywords with
mutual Levenshtein Distances that are less than 5% (i.e., at least 95% similar pairs
of keywords). Then we manually investigated each of the listed pairs and identi-
fied misspelled and root keywords. For example, mutual Levenshtein Distances are
less than 5% for the following keywords: ‘alumni’, ‘aluminum’, ‘aluminium’, ‘alu-
miniumit’, ‘alumino’, ‘aluminumo’, ‘aluminun’. Only ‘aluminum’ (North American
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English) and ‘aluminium‘ (UK English) are correct spellings; the rest of these mis-
spelled keywords are in our data. To keep it simple, we only used the ‘aluminum‘
as the correct spelling and replaced all others.

Similarly, we identified similar rooted keywords and replaced them with the root
keyword. For example, ‘clean’, ‘cleanly’, ‘cleanse’, ‘cleansing’, ‘cleanup’, ‘clean-
able’, and ‘cleaning’ all come from the root keyword ‘clean’. Therefore, we replaced
all correlated keywords with ‘clean‘.

• Creating a misspelling and root keyword handling dictionary: In the
next step, we created a dictionary by listing all corresponding misspelled and root
keywords found in our data with their correct spelling.

• Clean invoice data: Finally, we used this dictionary to replace all misspelled
keywords in processed invoice keywords. We also saved this dictionary to use later
to categorize new invoices generated in our partner’s CB-AIS in real-time.

Note that we developed this misspelling-handling dictionary based on our collected
data. That is, it only identified misspellings contained in our initial invoice data and
can not identify any further variation of misspelling or any new misspelled keyword.
Therefore, to keep it up-date, we need to add newly appearing misspelled keywords to
this dictionary by investigating non-associative clusters as explained in Section 4.6.
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Appendix B

Identifying invoice line-item categories from top twenty keywords cor-
responding to each significant cluster

Cluster
ID

Cluster
size

Top 20 keywords (based on degree
in Invoice Keywords Network)

Identified Line-
Item Category

1 879

chorea, bleached, ambulatory, remit, rapture,
colossal, bandy, kingfisher, errand, injure,
cystotomy, valise, canal, sharply, swimmer,
button, chalk, allusion, strapped, fortissimo

Pet care and
grooming

2 637

ragwort, surveyor, rapture, dotard, fantastic,
vigil, valued, intricate, individual, booked,
summer, nonbeverage, solar, pit, hauler, canal,
coronet, eloquent, unfordable, comet

Holiday and
tour packages

3 516

methadone, pervade, flexure, elapse, depressing,
pill, criticality, vicar, mutual, marionette,
tambourine, pediatric, partner, caress, triceps,
mechanic, palliation, trainee, scaly, nape

Massage therapy

4 436

hydraulic, lofty, flourish, snowbird, skinned,
flour, roadhouse, grommet, playhouse, steer,
ingredient, crackpot, flood, palisade, yard,
dilapidated, grayish, amalgamate, rancher, beget

Farm and agriculture
services

5 349

crafty, bevelled, lift, vividly, flatiron,
tinsel, undeveloped, incise, sheepskin,
corral, tenant, renovation, recoupment,
buttoned, carrotwood, thunder, buckaroo,
survivorship, brute, roller

Constructions and
renovations

6 321

raft, esophagitis, stroking, radium, elevation, tar,
perpetrator, sandpaper, cooking, perpetuate,
melting, scaly, hotfoot, penitentiary, valve, weld,
smash, forced, knotted, glazed

Hardware and
equipment

7 262

individual, warren, retire, hero, lottery, vara,
engagement, fund, flail, intricate, money, stock,
buzz, recession, cash, growth, share, portfolio,
dependent, quality

Investment and
portfolio managements

8 177

shipboard, record, drunk, agreement, group,
prior, appeal, justice, case, transaction,
permanent, generative, handling, council,
evaluate, represent, trail, calorie, gash,
immigrant

Legal and law services

Table 4.6: List of all line-item category identified clusters with
corresponding cluster size and top twenty keywords (according to
degree in invoice keywords network) by using HACoEWN.
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Continuation of Table 4.6
Cluster

ID
Cluster

size
Top 20 keywords (based on degree
in Invoice Keywords Network)

Identified Line-
Item Category

9 172

osteoid, moor, deadpan, laurel, everglade,
harborage, slough, vitreous, gladiolus, grate,
hedge, archipelago, nitric, champ, sewn,
insecticide, toiling, townsman, scour,
smokehouse, sisyrinchium

Landscape designing

10 160

exhibit, plowing, chocolate, hat, gloss, hen,
nursery, sofa, collar, charcoal, nation, doorbell,
acrylic, hasten, heeled, evacuation, bergamot,
contractor, flooring, bob-tailed

Farmhouse shops
and décor

11 130

surging, fierce, naturally, radium, sunglasses,
flashing, lynch, visceral, spa, hydroplane,
uplifting, sod-buster, merciful, tedium, grief,
sundry, purify, goodwill, distort, spotlight

Spa and natural
healing

12 77

suspicious, warning, recast, unauthorized,
visibility, antivirus, sluggish, hack, password,
availability, available, degree, visitor, vividly,
SEO, rebuild, speed, console, loading

Web designing
and maintaining

13 75

lifting, closer, posted, groomsman, meeting,
intracoastal, renounce, posture, tickled, ladder,
sharper, resting, prominence, skittle, gift,
headline, limp, bottle, reclamation, curtain

Wedding and party
planning

14 68

radiation, quiver, oppressor, colored, spoke,
intricate, pervade, transmit, flail, slater, coronet,
foaming, flexure, perpetrator, button, topmost,
vibrating, tray, tachometer, flashing

Automobile services

15 68

circuit, acquire, malleable, symposium,
buttonhole, catapult, playmate, menhaden,
growl, dehydrate, drawbridge, monogrammed,
combed, tongs, hunting, consonant,
masquerade, splendor, supple, collaborate

Hunting and outdoor
activities

16 66
pretty, bore, lofty, clip, trunk, crown, extract,
pillow, cabin, carry, environs, shelter, exam,
chateau, gum, dry, clean, noel, magnet, hygienic

Housekeeping and
cleaning services

17 54

caldron, turnaround, translate, red, share,
pickpocket, heading, rub, groaning,
demonstrable, overview, illustrate, skylight,
seamanship, deserter, venom, packer,
adventurous, chrysotile, barefoot

Outdoor activities

Table 4.6: List of all line-item category identified clusters with
corresponding cluster size and top twenty keywords (according to
degree in invoice keywords network) by using HACoEWN.
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Continuation of Table 4.6
Cluster

ID
Cluster

size
Top 20 keywords (based on degree
in Invoice Keywords Network)

Identified Line-
Item Category

18 51

button, retainer, tower, lamp, pot, circuit,
semi,feed, pin, socket, point, bracket,
electronic, pole, arm, speaker, switch,
box, jack, junction

Home electronics
installation

19 49

gear, miner, panel, sultan, screen, leakage,
downpour, catch, insect, attach, shaft, ratio,
heavy, velocity, torn, planter, aluminum,
bottle, rubber, roof

Roofing services

20 48

seldomspill, oatmeal, demarcation, nightcap,
gall, boost, powdery, droop, forming, booth,
psychotherapy, footing, copper, clarion, witness,
monk, pua, botanical, cogwheel, treetop, shogunate,
upon, adequate, ruin

Roofing services

21 45

chalk, cornice, convoy, tailpipe, bedbug,
sensation, hawk, healer, evasive, blindfold,
foam, bootlicker, gruff, temperament,
damage, radiated, pump, maisonette,
lodgepole, electrocute

Pest control

End of Table 4.6
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Chapter 5

Hybrid Fraud Detection
Framework in Invoicing Platforms
using an Augmented AI Approach

The content of this chapter is a revision of the manuscript text submitted for publication
under the following title:

Wahid, D. F., Hassini, E.. Hybrid Fraud Detection Framework in Invoicing Plat-
forms using an Augmented AI Approach.
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Abstract

In this era of e-commerce, many companies are moving towards subscription-based in-
voicing platforms to maintain their electronic invoices. Unfortunately, fraudsters are
using these platforms for different types of malicious activities. Identifying fraudsters is
often challenging for many companies due to the limitation of time and other resources.
On the other hand, a fully automated fraud detection model also creates a risk of false-
positive identification. This paper proposed a Hybrid Fraud Detection Framework when
only a small set of labelled (fraud/non-fraud) data is available, and human input is
required in the final decision-making step. This framework used a combination of unsu-
pervised and supervised machine learning, red-flag prioritization, and an augmented AI
approach containing a human-in-the-loop process. We also proposed a weighted center
based on the feature importance scores for the fraud risk cluster and used it in the red-
flag prioritization process. Finally, we outlined a case study of this hybrid framework in
a weekly segmented structure to identify fraudulent users in an invoicing platform. Our
hybrid framework showed promising results in identifying fraudulent users and improving
human performance when human input is required to make the final decision.

Keywords: hybrid fraud detection; unsupervised clustering; artificial neural network;
red-flag prioritization; human-in-the-loop; augmented AI.
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5.1 Introduction

The rapid adaptation of online business platforms in recent years has led to the use
of electronic invoices in every industrial sector (Cedillo et al.; 2018). Companies are
generally using different electronic accounting and invoicing services (EAIS) systems
to maintain their accounting and bookkeeping. Besides maintaining accounting, many
small and medium-sized enterprises (SMEs) are shifting towards EAIS systems to gener-
ate their business invoices, send these invoices electronically to their clients, and receive
payments directly to their banks (Asatiani et al.; 2019). These platforms are efficient and
reliable, and they provide real-time access to business data (Christauskas and Misevi-
ciene; 2012). Several studies indicate that using EAIS infrastructures positively impacts
SMEs’ efficiency, human, and relational capital (Cleary and Quinn; 2016; Kariyawasam;
2019). Furthermore, SMEs can avoid several red-tapes and mitigate cash flow issues
using electronic invoices for their services or products (Lee; 2016; Guerar et al.; 2020).
However, maintaining an ‘in-house’ IT department to run an EAIS is often very expen-
sive for many SMEs (Asatiani and Penttinen; 2015). Therefore, following the increasing
demand, many Cloud-based Accounting and Invoicing Service (CB-AIS) companies are
coming to markets targeting SMEs to undertake their electronics business accounts and
invoices in the cloud instead of hiring external accountants or IT personnel (Eldalabeeh
et al.; 2021; Ma et al.; 2021). CB-AIS companies are operating as subscription-based
software-as-a-service (SaaS) and providing cost-saving accounting and invoicing plat-
forms services to SMEs (Asatiani and Penttinen; 2015).

With the growing number of invoicing platforms, invoice-related fraudulent activities
using these platforms are also increasing (Guerar et al.; 2020). Opening a trial account
for a certain period in any of the popular CB-AIS’s invoicing platforms is easy; you
often only need an email address (Popivniak; 2019; Trialopedia; 2021). Fraudsters use
trial accounts to carry out invoice-related malicious activities. Businesses and customers
are falling for these fraudulent activities because fraudsters can generate professional-
looking invoices during the trial period (Xie et al.; 2019; Guerar et al.; 2020). Studies
show that SMEs are more vulnerable to fraud and suffer disproportionate losses than
large enterprises (Kramer; 2015). According to another study, businesses in the UK
lost an estimated 9 billion pounds to invoice-related frauds (White; 2017). Even the
tech-sophisticated company Amazon has lost $19 million due to a fraudulent invoicing
scheme targeting their vendor system (U.S. Attorneyś Office; 2020).
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In general, all payments in the invoicing platform go through payment gateway ser-
vices (PGS) providers (Chan et al.; 2022). As the invoicing platform service provider,
CB-AIS companies usually pay a fixed fee per user to PGS providers for carrying risks
and securing transactions (Guerar et al.; 2020). Moreover, based on our experience, the
fixed fee per user is generally higher if an invoicing platform is prone to fraud. Therefore,
a fraudulent user is spamming other customers, businesses, or individuals and, as the
service provider, also causing financial harm to the CB-AIS company. Besides creating
financial burdens, fraudulent activities in an invoicing platform draw bad reviews and
loss of business integrity (Guerar et al.; 2020). Moreover, identifying fraudulent users in
invoice platforms also helps to mitigate more significant financial crimes such as money
laundering and tax evasion (Cassara; 2015; Dejong; 2018). A recent report from McK-
insey & Company emphasized that advanced machine learning-based fraudulent client
risk detection algorithms would be the essential tool to fight against money laundering
(Kumar et al.; 2022).

Fraud is a well-studied topic in financial sectors, especially for credit card and insurance-
related frauds (Abdallah et al.; 2016; Bhattacharyya et al.; 2011; Al-Hashedi and Mag-
alingam; 2021). In recent years, several studies have appeared in the literature to deal
with invoice-related fraud (Guerar et al.; 2020). Most of these studies followed supervised
machine learning approaches with accurately labelled training data (Pai et al.; 2011),
or smart-contract-based blockchain technology approaches to prevent double financing
(Gong et al.; 2022; Xie et al.; 2019). Furthermore, labelling the training data is not al-
ways feasible, most often expensive and time-consuming, as it requires human annotators
sometimes with specific domain expertise (Hady and Schwenker; 2013). Again, in many
practical applications, especially for detecting financial fraud, sometimes it is required to
have a human-in-the-loop (HiTL) to make the final decision (Baader and Krcmar; 2018;
Balayan et al.; 2020; Maadi et al.; 2021; Karim et al.; 2022). Such approaches have
been referred to as augmented Artificial Intelligence (AI) in the literature. Many studies
showed that the augmented AI approach performs better than classical machine learning
approaches (Gopinath et al.; 2016; Agnisarman et al.; 2019; Reddy et al.; 2021). To the
best of our knowledge, only a handful of studies have used augmented AI in invoice fraud
detection structures (e.g., Kim et al. (2022), Chan et al. (2022) and Hamelers (2021)).

In this paper, we proposed a hybrid fraud detection framework (HFDF) for invoicing
platforms that uses a small set of labelled processes. A combination of unsupervised,
supervised machine learning and cluster association of the small labelled data set was
used to identify the fraud risk cluster (FRC) and the subsequent model training process.
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We also proposed a weighted center for the FRC based on the feature importance score
and utilized it in the red-flag (RF) prioritization and augmented AI processes. Further-
more, this paper presented a case study of the proposed HFDF for a CB-AIS company
to identify fraudulent users in their invoicing platform. We implemented a weekly seg-
mented structure of the proposed HFDFs to detect fraudulent users as early as possible
after signing up on the platform.

The main motivation for designing a framework for identifying fraudulent users in
invoicing platforms came from practical implementations requiring human intervention
in the final decision-making process. Also, we wanted to develop this model when only
a small labelled data set is available for training. The contributions of this paper are as
follows:

i. An HFDF for invoicing platforms using small labelled data.

ii. A combination of a red-flag and an augmented AI approach-based design for empir-
ical settings where human review is required in the final decision-making process.

iii. A weighted center based on the feature importance scores for the fraud risk cluster
in the red-flag prioritization process.

iv. A case study of identifying fraudulent users in a CB-AIS’s invoicing platform.

v. A weekly segmented structure of HFDF was designed to identify fraudulent users
as soon as possible after signing up on the CB-AIS’s invoicing platform.

The rest of this paper is organized as follows. Section 5.2 outlines the background and
related works on this topic. Section 5.3 presents a high-level architecture for the HFDF
for invoicing platforms as well as detailed discussions on different components of our
proposed framework. Section 5.4 illustrates a case study of the proposed framework in
an empirical setting. Finally, we give concluding remarks, limitations and future works
in Section 5.5

5.2 Background and Related Work

5.2.1 Fraud in Invoicing Platforms

Any fraudulent activity related to invoices can be classified as invoice fraud. It is one
of the latest methods fraudsters have been using in recent years due to the surge of
cloud-based invoicing platforms (Popivniak; 2019; Trialopedia; 2021).
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Several types of fraudulent activities can be observed in invoicing platforms, such as
sending fake invoices posing as legitimate suppliers or pretending to be a team member
(GrantThornton; 2021; Barclays; 2022). Fig. 5.1 presents a classification of fraudulent
activities observed in our case study’s invoicing platform. The fraudulent activities in
typical invoicing platforms can be divided into the following two categories: short-term
and long-term frauds. Short-term frauds include: sending fake invoices, self-invoicing
with stolen credit cards, and posing as team members.

Frauds in Invoicing
Platforms

Long-Term
Frauds

Intentional
Frauds

Unintentional
Frauds

Short-Term
Frauds

Sending Fake
Invoices

Self-Invoicing with
Stolen Credit Card

Posing as
Team Member

Figure 5.1: Typical fraudulent activities’ classification in invoic-
ing platforms.

Sending fake invoicing is the most common type of invoice-related fraud (Kramer;
2015; Xie et al.; 2019). Generally, a fraudster claiming to be a legitimate supplier sends
invoices with small bill amounts (Kearse; 2020). Fake invoices in which payments are
made for fictitious products or services may be undetected for up to 24 months before
any in-depth audits (Stamler et al.; 2014). Using stolen or lost credit cards is one
of the leading causes and accounts for 12% of all fraudulent activities (Pavía et al.;
2012). Self-invoicing with stolen credit cards is another type of short-term fraud that
can be performed through the invoicing platform. In this case, fraudsters open two
user accounts in the invoicing platform and then pay invoices from one fraud account to
another by using stolen credit cards. Finally, posing as a team member and then asking
to pay invoices is the most common fraud in invoicing platforms. In this case, fraudsters
discover some details of business expenses types, amount, and regularity and ask to pay
expense invoices utilizing that information (GrantThornton; 2021).

On the other hand, long-term fraud can be divided into two main categories: in-
tentional and unintentional fraud cases. Intentional frauds are when a fraudster uses a
business to do malicious activities with long-term planning. Unintentional fraud occurs
when a legitimate business fails to deliver products after receiving an invoice payment
due to unexpected financial losses or other uncontrollable reasons. Both intentional and
unintentional frauds occur over a long period and are not in this paper’s scope.
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5.2.2 Hybrid Machine Learning Framework

Supervised machine learning (SML) is generally very efficient in different application sec-
tors when labelled training data with high accuracy is available (Raghavan and El Gayar;
2019). However, if accurately labelled data is available, but the size is small compared
to the unlabelled data set, the induced predictive model using SML shows a deficient
performance (Forestier and Wemmert; 2016). In addition, labelling training data is
costly and may be affected by human bias (Pise and Kulkarni; 2008; Chakraborty et al.;
2021). Regarding unsupervised machine learning (UML), several challenges related to
pattern or cluster interpretations have been discussed in the literature (Li et al.; 2021).
Most often, interpreting results from UML is challenging since it identifies patterns or
clusters without using any label as a semantic reference (Wang and Biljecki; 2022).
Some researchers interpreted clusters from UML by identifying the most representative
features using manually summarizing corresponding clusters’ features (Ferrara et al.;
2017) or taking help from subject matter experts (Kruber et al.; 2018). However, these
approaches do not consider statistically well-defined, and human professionals are still
required for final interpretation, which creates windows for human biases (Wang and
Biljecki; 2022).

As we discussed, both UML and SML have advantages and disadvantages. Li et al.
(2018) suggested combining UML and SML in a hybrid setting to overcome their short-
comings. Therefore, hybrid machine learning frameworks use a combination of UML and
SML models in a specific structure (Khayyam et al.; 2020). Several approaches of UML
and SML combination frameworks can be observed in the literature (e.g., hierarchical
structure combination (Al-Mohair et al.; 2015)). A popular combination of UML and
SML in a hybrid machine learning (HML) structure is to use UML to aggregate data and
then use SML for classification (Best et al.; 2022). The application of the HML frame-
work that combines unsupervised learning and a supervised classifier can be observed in
solving many practical problems where the levelled data is unavailable or limited (Best
et al.; 2022). For example, Al-Mohair et al. (2015) and (Samrin and Vasumathi; 2018)
used a combination of Artificial Neural Networks (ANN) with K-Mean clustering-based
hybrid frameworks for detecting human skin and designing intrusion anomaly detection
systems, respectively.

5.2.3 Red-Flag and Augmented AI Approaches

The RF generally refers to marking specific behaviours (most often fraudulent or irregu-
lar behaviours) using a manual, or an automated process (Sittig and Singh; 2013). It is
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a well-established fraud detection technique recommended by most auditing standards
(Albrecht et al.; 2018; Kramer; 2015).

Augmented AI refers to a process of having a human agent in the workflow (also
known as ‘Human-in-the-Loop’) to review, intervene or make the final decision (Cranor;
2008). Many machine-learning models have been designed with an augmented AI process
to solve practical problems in recent years (Wu et al.; 2022). Some of these studies refer
to this approach as ‘Augmented AI’ since it is seen as augmenting/improving human
performance in terms of accuracy and speed (Zheng et al.; 2017; Sorantin et al.; 2021).
Many cloud service companies like Amazon are developing their platform to support
these models in their platform (Amazon; 2021).

A combination of RF and Augmented AI works sequentially in a workflow and is
recommended in many practical applications (Baader and Krcmar; 2018; Kim et al.;
2022). Several studies showed that this approach significantly outperforms other state-
of-the-art machine learning approaches, especially for fraud detection (Gopinath et al.;
2016; Agnisarman et al.; 2019; Chai et al.; 2020; Reddy et al.; 2021; Chan et al.; 2022).

5.3 Proposed Hybrid Fraud Detection Framework

The proposed hybrid framework for identifying fraudulent users in invoicing platforms
has three main phases: model building, testing and model optimization, and production.
A high-level architecture of this framework is presented in Fig. 5.2. In the model-
building phase, we used historical users’ data from the invoicing platform and a set of
small labelled data to develop the model. The following subsections discuss the different
components of these three phases.

5.3.1 Model Building Phase

Feature Selection

Feature selection is a procedure of reducing dimensionality in the machine learning pro-
cess. Generally, users’ data from invoicing platforms come with a lot of features and con-
sidering all features may be redundant, noise-dominated and computationally infeasible
(Handl and Knowles; 2006). Many SML feature selection approaches have been pro-
posed in the literature (Chandrashekar and Sahin; 2014). Examples of such approaches
include embedded (e.g., random forest (Breiman; 2001)), wrapper method (Kohavi and
John; 1997), and filter methods (e.g., genetic algorithm (Hilda and Rajalaxmi; 2015))
(Guyon and Elisseeff; 2003; Cai et al.; 2018). In order to select features, we proposed a
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Figure 5.2: A high-level architecture of the proposed hybrid fraud
detection framework for invoicing platform.

small set of labelled data that were generated through internal investigations prompted
by affected customers’ feedback and payment gateway notifications.

Generally, in SML, the feature selection problem can be formulated as an optimization
problem as follows (Song et al.; 2007; Cai et al.; 2018; Taylor et al.; 2022). Let Xt =
{Xifu

t ∪Xinfu
t }, Xifu

t ∩Xinfu
t = ∅ be the available small fraud/non-fraud labelled training

data set where Xifu
t is the Identified Fraud Users (IFU) set and Xinfu

t is the Identified
Non-Fraud Users (INFU). Also, let S be the corresponding full feature set in the initial
step. For each xt ∈ Xt, a corresponding fraud/non-fraud label yt ∈ Yt is also available.
Selecting a feature set F from S can be formulated as an optimization problem (Song
et al.; 2007; Kumar and Minz; 2014):

164

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

arg maxF⊆S Q(F , yt), (5.1)

subject to: |F| ≤ l ≤ |S|, (5.2)

where Q(F , yt) estimates the performance of selected feature set F with respect to
predicting target variable yt and l is the upper bound on the number of selected features
in F .

Besides selecting features, there are many well-practised approaches for calculating
feature importance scores, such as the permutation importance algorithm and impurity-
based importance in trees (Breiman; 1998, 2001; Geurts et al.; 2006). Let w = {w1, w2, ..., wl}
be the feature importance score corresponding to each feature in F = {f1, f2, ..., fl}.

In this paper, we used an appropriate feature selection approach, and an importance
score calculator based on the available small labelled fraud/non-fraud labelled data.

UML Process: Clustering

Clustering is an unsupervised machine-learning process that identifies the input data’s
natural groups (clusters). In this model-building step, we use a UML clustering process
to identify clusters from the unlabelled user data from the invoicing platform. Therefore,
the clustering problem for the users’ data from an invoicing platform can be defined more
formally as follows (Breaban and Luchian; 2011):

Definition 5.1 Let XU be the set of m users’ data from the invoicing platform with l

features. We merge data set X = {XU ∪Xt} by removing target variable yt (labels) from
Xt. Each user’s data xi ∈ X has l numerical features (attributes). Therefore: X =
{x1, x2, ..., xm} where xi = {xi1, xi2, ..., xil} ∈ Rm. Also consider, C = {C1, C2, ..., Ck},
such that

⋃k
p=1 Cp = X and Cp∩Cq = ∅, ∀p, q = 1, 2, .., k; q ̸= q; k ∈ {1, 2, ..., card(C)}, is

a possible partition (set of clusters) in the input data. The clustering problem identifies
an optimal partition C∗ by solving the following problem:

C∗ = arg max
C∈Ω

F(C) (5.3)

where Ω is the set of all possible partitions in the input data X , and F is a function
that measures the quality of each partition C ∈ Ω.
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This framework employs a classical data clustering model based on users’ data from
the invoicing platform.

Identifying Fraud Risk Cluster and Labelling

In this step, our proposed framework identifies the ‘fraud risk cluster(s) (FRC)’ from the
previous UML’s outputs. An FRC cluster is a possible fraudulent users’ cluster that can
be recognized using the cluster association of the small set of labelled data. Regarding
platform economy, here we label a cluster(s) obtained from the UML process as FRC
instead of fixing them as ‘just’ fraud. Since labelling as ‘just’ fraud will enforce to ban of
the associated users from the platform without any final decision-making by a human.
This process may irritate some users and drive them away from the platform, ultimately
affecting the platform’s revenue. With this consideration, we identify and label them as
‘fraud risk cluster(s) (FRC)’; then, a human’s final decision is made through RF-based
prioritization and the augmented AI process. After this point, we refer to a user as an
IFU only if it comes through RF-prioritization and an augmented AI process.

We propose Algorithm 5.1 to identify FRC by using the cluster association of the
small labelled data set. Let C∗ = {C∗

1 , C∗
2 , ..., C∗

k} be the set of clusters obtained from
the previous UML clustering process that uses X as the input data. An C∗

i ∈ C∗ is only
considered as FRC if it contains at least 90% of users from Xifu

t . Also, in order to avoid
any infeasibility, we allow a maximum of 10% of users from Xinfu

t in an FRC.

After identifying C∗, users not belonging to that cluster are labelled as ‘non-fraud’.
Therefore, for X , the corresponding target variables (labels) set is Y, which has only
two types of labels: fraud and non-fraud.

Weighted Center of Fraud Risk Cluster

This step calculates a weighted center of the identified FRC obtained from the previous
step. We consider the IFU data set and feature importance scores (from Section 5.3.1) as
the input to determine a weighted-euclidean distance (also called Mahalanobis distance
(Mahalanobis; 1936))-based simplified weighted center of the FRC. The important fea-
tures have more influence on the cluster center, and thus, we use the feature importance
scores as input to the weights. We define the Weighted Center (WC) of FRC as follows:

Definition 5.2 Let cX
ifu
t = {x1, x2, ...xm} ⊆ Xifu

t such that for every xi ∈ cX
ifu
t

implies that xi ∈ C∗, i.e., cX
ifu
t is the set of IFU that contains C∗, |cXifu

t | = m, and
C∗ is the identified FRC from the previous step. As discussed earlier, xi ∈ cX

ifu
t can be
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Algorithm 5.1 FRC using the small labelled data set

1: procedure FRC-Identification(C, Xt = {Xifu
t ∪Xinfu

t })
2:
3: // count fraud users contained in each cluster
4: ai ← 0 ▷ fraud users count for cluster Ci ∈ C
5:
6: for xt ∈ Xt do:
7: for Ci ∈ C do:
8: if xt ∈ Ci then:
9: ai = ai + 1 ▷ update fraud users count for cluster Ci

10:
11: // maximum fraud users contained in cluster FRC
12: C =∗, a∗ = arg max∀Ci∈C ai ▷ cluster with max fraud users number
13:
14: if ai ≥ |Xifu

t | ∗ 0.9 & ai ≤ |Xinfu
t | ∗ 0.1 then:

15: yC∗ ← fraud risk ▷ label C∗ as a fraud risk cluster
16: return C∗

17: else:
18: Go back to the feature selection step.
19: Update clustering model.

represented as a row vector that has l dimension corresponding to the selected features set
F = {f1, f2, ..., fl} with respective features importance scores w = {w1, w2, ..., wl}, 0 ≤
wj ≤ 1. Consequently, cX

ifu
t = (xij), i = 1, ..., m; j = 1, ..., l. Therefore, an IFU

x∗
c ∈ cX

ifu
t is the WC of C∗, if it satisfies

d(xc, xi) =
m∑

i=1

l∑
j=1

(1− wj)(xcj − xij)2, (5.4)

x∗
c = arg min

∀xi∈cXifu
t

d(xc, xi), (5.5)

where d(xc, xi), defined in Eq. 5.4, is the modified weighted distance between xc and
xi ∈ cX

ifu
t .

Since this model is designed for invoicing platforms where the size of the available
IFU labelled data set is small, a brute-force approach can be used to find the WC for
the FRC. We use the identified WC in the RF prioritization process in the production
phase of this framework (see Section 5.3.3).
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SML Process: Classifier Training

In this step of the proposed framework, we have a set of labelled data X with a corre-
sponding target variable set Y. Before training a classifier using SML, we have to split
the labelled data into two datasets: training and testing. Let {Xtr,Ytr} and {Xte,Yte}
be the training and testing datasets for the target variables sets, respectively. SML cre-
ates a learning mapping between input Xtr and the target variable Ytr and applies this
mapping to predict fraud/non-fraud classes for unseen dataset {Xte,Yte} (Cunningham
et al.; 2008).

This framework employs a classical feed-forward multi-layer perceptron-based Ar-
tificial Neural Network (MLP ANN) trained with the back-propagation algorithm to
predict intrusion (Bishop et al.; 1995). This MLP ANN holds an input layer, an output
layer with two nodes ( corresponding to labels ‘fraud’ and ‘non-fraud’), and two hid-
den layers. The number of nodes in the hidden layers is determined in the testing and
model optimization phase (Section 5.3.2). After optimizing and training MLP ANN,
this framework saves this model for future prediction.

Note that, according to this framework definition, any new user from the invoicing
platform identified as ‘fraud’ by this model is not an ‘identified fraud user (IFU)’. This
‘fraud’ labelled user can only be labelled as IFU if it goes through the RF prioritization
and augmented AI final decision-making process. Then the human agent can also ban
this IFU user from the platform or initiate any other steps, according to the existing
organizational fraud policy.

5.3.2 Testing and Model Optimization Phase

In the testing phase, this framework uses the labelled data set Xtr, corresponding with
target variables set Ytr obtained from the previous step, to optimize the SML model.
There are two objectives in this optimization process of MLP ANN: (a) determining the
best combination of feature space, F ⊆ S, and (b) determining the optimal number of
nodes n (perceptron) in the hidden layer of the MLP ANN.

To evaluate the framework’s performance, the prediction accuracy, i.e., the total
number of correct predictions, may not be adequate when the data set is imbalanced
(Chawla; 2009). Therefore, we adopt the well-known measures for information retrieval:
precision (P ), recall (R), and F1-measure (Manning; 2008).

The outer layer of MLP has two nodes (labels): fraud and non-fraud. Therefore, in
terms of prediction correctness, true positive (TP), true negative (TN), false positive
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(FP), and false negative (FN) can be defined as follows: TP: Model predicts a fraud
user for a user who was a true fraud user; TN: Model predicts non-fraud user for a
user who was a non-fraud user; FP: Model predicts a fraud user for a user that was a
non-fraud user; FN: Model predicts a non-fraud user for a user who was a fraud user.
Precision (P ), recall (R), and F1-measure metrics of the trained MLP ANN model can
be calculated as follows (Powers; 2011):

P = TP

TP + FP
, (5.6)

R = TP

TP + FN
, (5.7)

F1 −measure = 2PR

P + R
. (5.8)

Suppose the stopping conditions of evaluation metrics are achieved for the MLP ANN
model. In that case, we save this model for predicting fraud/non-fraud labels for any
new user signing up on the invoicing platform. The stopping conditions may differ based
on the specifics of the industry and organizational preferences.

In addition to the framework’s accuracy during the development period, we propose
another level of post-production benchmarking (see Section 5.4.8) between the classical
Payment Gateway’s Red Flag (PGRF) approach and our proposed HFDF with RF
prioritization and the augmented AI approach.

5.3.3 Production Phase

In the production phase of this framework, we proposed a combination of the following
RF prioritization and augmented AI process for the users identified as ‘fraud’ by the
SML classifier (see Section 5.3.1).

RF Prioritization

This step generates a prioritized list Pf of size L based on the weighted distance d(xc, xi),
where xc is the FRC C∗, xi ∈ Xf and Xf is the set of users predicted as ‘fraud’ by the
trained SML classifier (Section 5.3.1). The threshold of size L of Pf is determined by the
resource capacity in the augmented AI process in the invoicing platform’s organization.
After generating Pf , this framework marks these users with red flags and forwards them
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to the following augmented AI process. This step uses Algorithm 5.2 to generate Pf

from Xf .

Algorithm 5.2 RF Prioritization
1: procedure RF-Prioritization(xc, Xf , L)
2:
3: // calculate distance using Eq. 5.4
4: for xi ∈ Xf do:
5: di ← d(xc, xi) ▷ weighted dist. between xc and xi

6:
7: // ascending list of users based on di

8: Pf ← {x1, x2, ..., xL};
9: where ∀xi ∈ Pf =⇒ xi ∈ Xf ,

10: and d(xc, xi) ≤ d(xc, xj) =⇒ ∀xi, xj ∈ Xf , i ≤ j ≤ L

11:
12: return Pf

Augmented AI Process: Final Decision Making

The final step of this proposed framework uses an augmented AI process for final decision-
making. In this process, a human generally goes through the RF prioritized list Pf and
manually checks each suspected user’s profile on a daily basis. Then based on their
judgment, they label them as IFU or INFU. Our inspiration for this approach came
from implementing this framework in an empirical setting where a human is needed
to make the final decision at the end of the process (e.g., deactivating a user account,
banning it from the platform, or initiating legal steps).

5.4 Fraud Detection in Invoicing Platforms: A Case Study

This section presents a case study of the proposed framework for identifying fraudu-
lent users with our research partner’s invoicing platform. The research partner is a
CB-AIS company, and the majority of their customer are SMEs. The company ap-
plies a PGRF approach to identify fraud. They identify fraud cases through complaints
from affected customers (Kranacher and Riley; 2019) or through the notification from
payment-gateway service providers (Chan et al.; 2022). These processes allow the plat-
form to maintain identified fraudulent user (labelled) data. Their PGRF process has
two main steps. First, the customer support team creates red flags based on customer
feedback (e.g., emails and calls) and repeated transaction declined alerts from pay-
ment gateway services. Later, the fraud detection team randomly goes through those

170

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

red-flagged users and labels the corresponding user accounts as either fraud/non-fraud
based on their judgment.

Fraudulent users are spamming other customers, businesses, or individuals and cost-
ing the invoicing platform significant financial harm as well as the risk of losing reputa-
tion if the fraud news is publicized. Hence, the sooner we identify the fraudulent user
accounts, the better for our partner to protect its financial and reputational integrity.
So, our goal for this case study was to replace the manual RF prioritization steps and
to design a framework for automating this process to effectively and efficiently identify
fraudulent users.

The following subsections present a procedure to design an automated red flag-based
prioritization process in our partner’s invoicing platform by using the proposed frame-
work (given in Fig. 5.2). This first automated RF prioritization and the next augmented
AI approach complete the fraud detection process in our partner’s invoice platform.

5.4.1 Initial Data Collection and Processing

We collected data on all users from our research partners’ invoicing service platform
who signed up between August 01, 2018, and July 30, 2019. Our decision to select
this specific period was to avoid any influence on user activities due to the COVID-19
pandemic. During this period, 452,627 general user accounts signed up for this invoicing
service platform. Each user data had 15 features, such as invoice creation count, client
count, and the number of emails sent to clients.

We also collected historically labelled identified fraud users’ data from our research
partner. Over the years, they identified 305 fraud user accounts and labelled them
accordingly. To create a set of fraud/non-fraud labelled data, we randomly collected
400 accounts that were created by legitimate users and labelled them as non-fraud.
The choice of 400 is mainly dictated by the available human resources that will be
needed in performing manual checks. We identified these non-fraud users by manually
examining each account information individually (e.g., account activities, transactions,
business information, website, and telephone). Therefore, we identified 305 fraud users
(IFU), 400 non-fraud accounts (INFU), and 452, 627 general users (GUA). We used the
unlabelled GUA data set for building the UML clustering model and small labelled
datasets (IFU & INFU) for important feature selection ( see Section 5.3.1) and training
an SML classifier ( see Section 5.4.6). Table 5.1 presents the number of IFU and INFU
users in the training and testing data sets.
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Dataset IFU INFU Total
Unlabelled (UML Clustering) – – 452,627
Labelled (SML Training) 305 400 705

Table 5.1: The collected unlabelled and labelled data.

Therefore, the given small labelled training set contained 705 users (305 IFU and 400
INFU) in total. Furthermore, since we implemented weekly segmented structured HFDF,
we processed 13 sets of weekly segmented (WS) structures. We will refer to these training
data sets as WS-01, WS-02, ..., and WS-13. The training data sets include cumulative
weekly data. For example, WS-01 contained the first week of 705 users’ activities after
the signup date. Similarly, WS-02 had the first two weeks of activities after the signup
date, and so on.

5.4.2 Active Lifespan of Fraudulent Users

In order to fix the data range, first, we decided to investigate the active lifespan of
fraudulent users. To understand the lifespan of the identified fraud users, we collected
data on the number of days that they survived before being banned from the platform.
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Figure 5.3: Lifespan of IFU before being banned from the plat-
form.

Fig. 5.3 presents the lifespan of the IFU before being banned from the platform
after the signup date. Each column in the histogram plots in Fig. 5.3a and Fig. 5.3b
represent a lifespan of 91 days and 7 days, respectively. Fig. 5.3a indicates that the
highest number of fraud accounts banned was within 91 days after the signup date. This
phenomenon can be explained by the fact that our partner CB-AIS company offers a
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free trial account for the first 91 days after signup to their invoicing platform. Therefore,
fraudsters are using free trial accounts to do illicit activities, which leads some of them
to get banned from the platform. Further, we noticed in Fig. 5.3b, a more granular
illustration of IFU’s lifespan, that over the first 13 weeks after the signup date, the rate
of IFUs getting banned from the platform tends to gradually decrease.

5.4.3 Weekly Segmented Structured HFDF

The primary goal of any fraud detection model is to identify fraud accounts on the
platform as early as possible. Given that most fraud users were active within the first 13
weeks (91 days) after their signup date, we implemented a weekly segmented structure of
the proposed HFDF for our partner’s invoicing platform, as shown in Fig. 5.4. Another
reason for the weekly segmented structured HFDF was as follows: if a user engaged in
suspicious activities right after the signup date, we did not need to wait for another 12
weeks’ data to predict their fraud/non-fraud status.
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Figure 5.4: Implemented weekly segmented structure of the hy-
brid fraud detection framework.

In this weekly segmented structure, there were thirteen HFDFs (WS-01, WS-02, ...,
WS-13). The i-th segment of the HFDF, WS-i, was designed for users whose lifespan
after signup on the invoicing platform is more than (i− 1) weeks and less than i weeks.
In addition, a user whose lifespan is less than 13 weeks on this platform will be tested
on only one of the 13 weekly segmented HFDFs. So, for example, if the lifespan of users
after signup is less than one week, then they will be tested by WS-01 HFDF. Similarly,
when the lifespan is more than one week but less than two weeks, then the corresponding
users will be tested by WS-02 HFDF.

In the production phase, these segmented structured HFDFs predict fraud users and
merge to create a dataset Xws

f , that is then forwarded to the RF prioritization and
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augmented AI process. The RF prioritization step creates an ascending list P ws
f of size

L users based on a normalized distance between xc and xi ∈ Xws
f .

5.4.4 Important Features Selection

Random forest-based feature selection is fast and can select a low-cost subset of informa-
tive features with better performance than any other state-of-art methods in real-world
problems (Zhou et al.; 2016). We used the random forest (Breiman; 2001) approach to
identify important features for the HFDF from the small labelled data set.

Fig. 5.5 presents the list of important selected features and importance scores for
HFDF model building. There are 8 important features, and the top 5 features are (in
descending order): ‘email_sent’ ‘create_item’, ‘create_expense’, ‘invoice_count’, and
‘client_count’. All of these features are related to invoices and can only be accessed
through the invoicing platform. On the other hand, two payment gateway features
(‘declined_electronic_payment’ and ‘enable_electronic_payment’) are not at the top
in terms of importance scores. Therefore, the classical PGRF model, which relies on
payment gateway notifications, is not very effective in identifying fraudulent users.
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Figure 5.5: Important features with corresponding scores for
HFDF model building.

5.4.5 Clustering and Identifying FRC

In this case study, we used Gaussian Mixture Model (GMM) (McLachlan and Basford;
1988; Bouman et al.; 1997) clustering in the UML process to identify clusters from the

174

http://www.mcmaster.ca/
https://computational.mcmaster.ca/


Ph.D.– Dewan. F. Wahid; McMaster University– Computational Science & Engineering

WS-i’s collected process data, i = 1, . . . , 13. The GMM clustering algorithm has been
extensively studied for its effectiveness and efficiency (Bouman et al.; 1997) and shows
better clustering performance with complex multi-modal data (Zhang et al.; 2021). As
a result, it is widely applied in diverse fields, such as image segmentation (Xie et al.;
2013).

Weekly
Segment

GMM Outputs Clusters
C1 C2 C3 C4 C5 C6 C7 C8

WS-01
(n=7) 198573 17279

(IFU:305) 145174 1059 61113 573 14526 –

WS-02
(n=8) 2126 200777 8939 988 144948 59136 14597 6787

(IFU:305)
WS-03
(n=6) 15580 144747 568 200942 59173 17289

(IFU:305) – –

WS-04
(n=7) 200933 560 14492 144493 59436 17292

(IFU:305) 1093 –

WS-05
(n=8) 6706 559 200944 14489 56914 17297

(IFU:305) 1096 140331

WS-06
(n=7) 6713 568 201342 15580 56518 17289

(IFU:305) 140289 –

WS-07
(n=6) 201253 17852

(IFU:305) 14443 144352 59257 1142 – –

WS-08
(n=8) 201568 17337

(IFU: 6) 1186 144527 59287 11704
(IFU: 299) 14711 2245

WS-09
(n=6) 201641 31286

(IFU:305) 15897 6723 56693 140325 – –

WS-10
(n=8) 17389 201668 1239 144471 59243 14658 2205 11692

(IFU:305)
WS-11
(n=6) 201865 31286

(IFU: 305) 15897 58534 6775 138208 – –

WS-12
(n=8) 201968 17289

(IFU:299) 15897 144465 11709
(IFU:6) 58949 490 1798

WS-13
(n=7) 144435 28831

(IFU:305) 201994 1269 58953 2455 14628 –

Table 5.2: GMM cluster sizes and the number of IFU (if any) for
each of the weekly segments.

Table 5.2 presents the output clusters of the GGM clustering algorithm corresponding
to each WS-i; i = 1, 2, . . . , 13. The Elbow method was used to determine the number
of clusters n corresponding to each segment’s model (Thorndike; 1953; Goutte et al.;
1999). There were 215 IFUs in each WS-i training data. Algorithm 5.1 was used to
identify FRC for each WS-i using the corresponding IFU cluster association from WS-i
training data. The identified Fraud Risk Clusters (FRC) are presented in Table 5.2 in
bold fonts. We note that with the exception of WS-8 and WS-12, each of the WS-i’s had
one cluster that contained all 305 IFUs. For WS-8 and WS-12, clusters C6 and C2 had
211 IFUs (more than 90% of 215 IFUs). Therefore, in each WS-i, we called the cluster
that contained more than 90% of IFUs an FRC and labelled all users in these clusters
as ‘fraud’. Additionally, we labelled all users belonging to other clusters as ‘non-fraud’.

At this step, we had 13 labelled (fraud/non-fraud) data sets X i; i = 1, 2, ..., 13 corre-
sponding with the 13 weekly segments WS-i; i = 1, 2, ..., 13. Each X i contained the first
i-th weeks’ activities (after the signup date) of all users who signed up between August
01, 2018, and July 30, 2019.
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5.4.6 Classifier Model Training and Testing

To train and test an SML process, first, we split the labelled data X i; i = 1, 2, ..., 13 a
training dataset X i

tr; i = 1, 2, ..., 13 and a testing dataset X i
te; i = 1, 2, ..., 13 corresponding

to the 13 weekly segments WS-i; i = 1, 2, ..., 13.

In the SML process, we used a Multi-Layer Perceptron (MLP)-based Artificial Neural
Network (ANN) to train the fraud/non-fraud classifier model using labelled data from
the previous step. Due to the weekly segmented structure, we trained 13 MLP ANNs by
using training datasets X i

tr; i = 1, 2, ..., 13 for each corresponding WS-i; i = 1, 2, ...13.
In the testing and optimization phase, we used testing datasets X i

te; i = 1, 2, ..., 13 for
each corresponding WS-i; i = 1, 2, ...13 to evaluate the model performance. To optimize
each week’s MLP ANN, the number of nodes in hidden layers was investigated using
3–16 nodes and 500 maximum iterations. We used an 85% threshold for each evaluation
metric (precision, recall, F1-score, and accuracy) to optimize each MLP ANN.
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Figure 5.6: Confusion matrix for WS-01’s MLP ANN based on
the small amount of labelled testing data.

Label Precision (P) Recall (R) F1-Score
non-fraud 0.88 0.86 0.87
fraud 0.85 0.87 0.86
Accuracy 88%

Table 5.3: Precision, recall, F1-Score, and accuracy for the WS-
01’s MLP ANN based on the small labelled testing data.
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Fig. 5.6 shows the confusion matrix for WS-01’s MLP ANN. Table 5.3 presents the
evaluation metrics scores for WS-01’s MLP ANN. All of the metrics achieved the 85%
threshold for this case study.

Following a similar process, we tested and optimized the rest of the MLP ANN for
WS-i; i = 2, 3, ..., 13. Finally, we saved these models for identifying fraudulent users in
the invoicing platform.

5.4.7 Implementation

We implemented this weekly segment structure of HFDF by using Python with Scikit-
learn (Pedregosa et al.; 2011).

5.4.8 Post-Production Benchmarking

This section presents the post-production benchmarking between the previously used
PGRF by our partner organization and our proposed HFDF. Based on our historical
analysis research partner’s data, on average, about 20,000 declined payments, and the
payment gateway flags 6,000 associate users in a day. The success rate of identifying
fraudulent users by randomly selecting a user from the declined list is very low.

We teamed up with the fraud detection team of this organization to perform the
augmented AI process in the proposed HFDF. We collected this team’s performance
data in the first 20 days using the HFDF framework. Table 5.4 presents a success rate
comparison between PGRF and HFDF frameworks. In one year (roughly 260 work days),
the fraud detection team detected 305 IFUs by using the PGRF framework. On average,
their daily fraud detection success rate was 1.17 IFUs. On the other hand, while using the
HFDF framework for the same period, they identified 122 IFUs in 20 days. Therefore,
on average, their daily success rate increased to 6.10 IFUs, significantly improving their
performance. This improvement is largely attributed to the predictability power of our
proposed method.

Model Run Period
(in days) IFU Success Rate

(daily)
PGRF 260 305 1.17
HFDF 20 122 6.10

Table 5.4: Comparison between PGRF and HFDF frameworks.
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5.5 Concluding Remark, Limitation, and Future Work

This study proposed a hybrid framework for identifying fraudulent users in invoicing
platforms. We used UML and SML processes that use a small labelled data set to
develop the hybrid framework. In addition, a combination of weighted center-based RF
prioritization and an augmented AI approach was also introduced in the final decision-
making process. As a result, this framework can be implemented in an application setting
where only a small labelled data set is available and a human agent is required in the final
decision-making step. Furthermore, for the specific case study presented in this paper, we
implemented the proposed HFDF in a weekly segmented structure to identify fraudulent
users in our partner’s invoicing platform. The post-production benchmarking between
classical PGRF and HFDF showed that the organization’s fraud detection performance
had significantly improved after using this proposed framework. In other words, we can
say that the proposed HFDF framework is working as an augmented tool for the fraud
detection team to improve their performance.

The first limitation of this proposed framework is that it heavily depends on the
available the given small amount of labelled data set to determine FRC and training MLP
ANN models. If the given small labelled data set is biased or does not entirely represent
the users in the platform, then the ultimate model would have inferior performance.
Furthermore, though this model is specifically designed for an application setting where
human input is required in the final decision-making step, it may also create bias in the
process. Finally, in the post-production benchmarking, we did not control all variables
(e.g., the same team members in the fraud detection team and the rate of new account
signup) during the testing phase. As a result, team members might show improved
performance under the newly designed fraud detection framework. In future, randomized
control testing needs to be done in the post-production benchmarking between PGRF
and HFDF frameworks for a longer period.

This research can be extended in several ways, first, by adding another reinforcement
layer to this framework so that the model can learn from the augmented AI inputs in
real-time. Second, it is worth investigating other approaches for the FRC identification
step, such as redesigning it as a semi-supervised learning process. Finally, in the event
of limited expert resources, it becomes important to develop a schedule for engaging the
decision-makers depending on their availability and experience level.
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Chapter 6

Conclusions and
Recommendations

6.1 Concluding Remarks

This thesis drives substantial progress toward beginning a unified discussion of an impor-
tant class of clustering problems and developing clustering frameworks for big empirical
datasets with real-world applications. One of the primary driving forces of this thesis
was to develop data-driven, action-oriented, implementable data clustering-based frame-
works that deliver practical solutions to complex data clustering problems in real-world
scenarios. In addition to designing these frameworks, this thesis demonstrates the ap-
plicability of these frameworks in diverse empirical settings. The overall contributions
of this thesis span four different areas. The contributions’ specific concluding remarks
are presented in the following subsections.

6.1.1 Unified Discussion on the Correlation Clustering Problem

Correlation clustering is a multidisciplinary problem that identifies clusters in the pres-
ence of qualitative information about objects’ mutual similarities or dissimilarities. It
can be applied to many practical problems. Over the years, this problem appeared in the
research literature in different scientific areas in various forms and names. The study in
Chapter 2 presents a unified discussion, including a detailed discussion of mathematical
formulations and solution approaches, to enhance the cross-fertilization of knowledge and
mitigate gaps between disciplinary approaches to the Correlation clustering problem. In
addition, a taxonomic development for several variant classes, solution procedures and
applications is presented in this chapter. Furthermore, it provides a bibliometric-based
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analysis to explore the collaborations, citation progressions, dominant research topics,
and knowledge clusters in this area.

6.1.2 Defining and Identifying Common-Knowledge Network-based Re-
search Communities

The study presented in Chapter 3 illustrates a common-knowledge network-based model
to investigate the interdisciplinary research productivity among researchers over time.
This study considers publication keywords as the knowledge elements that represent
authors’ areas of expertise and formulate a network based on the commonality of knowl-
edge elements (keywords) among the researchers. In addition, a heuristic algorithm for
clustering editing problems on weighted networks is presented to identify research com-
munities from the formulated common-knowledge network. Furthermore, to illustrate
the synergy and interaction among researchers in identified communities, several metrics
or topics, such as collaboration and publication count, dominating research topic, top
influential authors, and affiliated departments, are presented in this study, corresponding
to each research community.

6.1.3 Line-Item Category Identification for Short-Text Classification

A process of identifying line-item categories (classifying labels) for short-text classifi-
cation based on keyword (co-exiting) networks is outlined in Chapter 4. A Cograph
Editing-based heuristic clustering algorithm using an integer linear programming for-
mulation is proposed to identify keyword clusters from large-scale general-weighted net-
works. Furthermore, an application of the proposed framework to identify and classify
invoices based on line-item categories is presented in this chapter.

6.1.4 A Hybrid Fraud Detection Framework Using Augmented AI

A hybrid framework for identifying fraudulent users on invoicing platforms where human
review is required in the final decision-making process is presented in Chapter 5. This
framework uses a combination of unsupervised clustering, supervised machine learning
processes and a small amount of labelled data to identify fraud risk cluster(s) in the
model training process. In addition, a weighted center for the fraud risk cluster based
on the feature importance score is presented and used in the red-flag prioritization and
augmented AI processes. Finally, a practical implementation of the hybrid framework
in a weekly segmented structure is discussed in this chapter.
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6.2 Recommendations for Future Research Directions

The research in this thesis can be extended in several ways related to the scalability of
data clustering frameworks.

6.2.1 Correlation Clustering Problem: Scalability and Benchmarking
against Machine Learning Algorithms

The Correlation Clustering problem, discussed in Chapter 2, is NP-hard and faces scal-
ability issues with identifying clusters in large-scale real-world networks. Developing
efficient solution algorithms for large-scale networks is a promising area for future re-
search in the Correlation Clustering problem area. Recent developments using parallel
structured algorithms for Correlation Clustering provide (1 + ϵ) approximation guaran-
tees on complete networks. The future research directions of designing efficient parallel
algorithms for the Correlation Clustering problem on the general-weighted networks
with a theoretical guarantee are still open. One other possible research direction is to
consider optimization decomposition methods such as Benders’ decomposition Lukasik
et al. (2020), and possibly with parallelization Keuper et al. (2019). Another possible
direction could be designing an efficient algorithm for large-scale Correlation Cluster-
ing instances that use the problem’s inherent structural properties. Finally, this thesis
presents a little-explored but significant scope for future research, comparing the Corre-
lation Clustering with well-known machine learning algorithms.

In machine learning, agnostic learning aims to find the best hypothesis for the target
function from a given hypothesis class that contains the node clusters. Correlation
Clustering can be viewed as a type of agnostic learning, where the link labels are the
examples (either positive or negative), and it is only allowed to use partitioning as the
hypothesis for the target function. Therefore, the question of comparison between the
Correlation Clustering with other well-known machine learning algorithms should arise
naturally. In recent years, very few discussions, such as Pozzi et al. (2005); Bressan et al.
(2019), have been done in this area. Future research should investigate the performance
comparison of Correlation Clustering with different machine learning algorithms.
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6.2.2 Impacts of Common-Knowledge Network-based Research Com-
munities

The proposed Common-Knowledge Network-based communities in Chapter 3 can be
used to analyze research trends, collaboration, and the impact of strategic research in-
vestments on interdisciplinary research productively over time as well as perform inter-
university comparative studies. Our proposed Common-Knowledge Network-based ap-
proach uses only publication data collected from Web of Science. One promising line of
future research is combining Web of Science data with ORCiD, and a survey or inter-
view of authors to support and validate the proposed hypotheses and incorporate other
relevant factors such as research grants, infrastructure and graduate student activities.

6.2.3 Keyword Relative Position and Short-Text Ontology

The proposed user-generated short-text classification framework, in Chapter 4, utilized
a keyword network-based clustering to identify line-item categories. The keyword formu-
lation step used process keywords obtained from the short-texts regardless of their cor-
responding positions in the actual text. Adding additional features related to keywords’
relative positions in the keyword network may be useful in the line-item identification
process. Furthermore, studies showed that clustering-based algorithms could leverage
knowledge from documents’ taxonomic ontology. In future, besides the keywords clus-
ters, another level of filtering (or features selection) can be added to this framework by
using the given short texts ontology. A promising area of application is social media
platforms such as Twitter or Facebook.

6.2.4 Extension of the Proposed Hybrid Fraud Detection Framework’s
Layers

The Hybrid Fraud Detection Framework framework, presented in Chapter 5, uses a small
amount of labelled data in the fraud risk cluster(s) identification process. In future, the
FRC identification step can be eliminated by a semi-supervised learning process to train
the next-level supervised classifier. In addition, this framework also uses an augmented
AI process in the final decision-making process, which opens the possibility of using a
reinforcement learning layer to give feedback from human decisions.
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