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Lay Abstract

Breast cancer is the most frequently diagnosed cancer and the leading cause of cancer deaths in women. Microscopic analysis of tissues taken from the breast is the standard method for diagnosis. Using digital images of these tissues, researchers have been training computer software to identify and classify breast cancer and to predict future behavior and response to treatments. These computer algorithms are called “machine learning models.” It is important to test how well machine learning models perform with new images—ones that were not used during the development of the models and differ from the development data in some aspect such that they can be considered independent from the development data and process (external data). This systematic review looks at the performance of machine learning models that used microscopic pictures of breast cancer and were tested with external data.

Abstract

Background: Numerous machine learning (ML) models have been developed for breast cancer using various types of data (e.g., images, text). Successful external validation (EV) of ML models is considered as important evidence of their generalizability.

Objectives: Assess the performance of externally validated ML models based on histopathology images for diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer.

Methods: A systematic search of MEDLINE, EMBASE, CINAHL, IEEE, MICCAI, and SPIE conferences was performed for studies published between January 2010 and February 2022. The Prediction Model Risk of Bias Assessment Tool (PROBAST) was employed, and the results were narratively described.

Results: Of the 2339 retrieved citations, eight journal articles and two conference proceedings met inclusion criteria. Three studies externally validated ML models for diagnosis, four for classification, two for prognosis, and one for both classification and prognosis. Most studies used Convolutional Neural Networks and one used logistic regression algorithms. For diagnostic/classification models, the most common performance metrics reported in the EV were accuracy and area under the curve, which were above 87% and 90%, respectively, using pathologists' annotations/diagnoses as ground truth. The hazard ratios in the EV of prognostic ML models were between 1.7 (95% CI, 1.2–2.6) and 1.8 (95% CI, 1.3–2.7) to predict distant disease‑free survival; 1.91 (95% CI, 1.11-3.29) for recurrence, and between 0.09 (95% CI, 0.01–0.70) and 0.65 (95% CI, 0.43–0.98) for overall survival, using clinical data as ground truth.

Conclusion: Despite EV being an important step before the clinical application of a ML model, it hasn't been performed routinely. The large variability in the training/validation datasets, methods, performance metrics, and reported information limited the comparison of the models and the analysis of their results. Increasing the availability of validation datasets and implementing standardized methods and reporting protocols may facilitate future analyses.
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# Title

Performance of externally validated machine learning models based on histopathology images for the diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer: A systematic review

# Abstract

Background: Numerous machine learning (ML) models have been developed for breast cancer using various types of data (e.g., images, text). Successful external validation (EV) of ML models is considered as important evidence of their generalizability.

Objectives: Assess the performance of externally validated ML models based on histopathology images for diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer.

Methods: A systematic search of MEDLINE, EMBASE, CINAHL, IEEE, MICCAI, and SPIE conferences was performed for studies published between January 2010 and February 2022. The Prediction Model Risk of Bias Assessment Tool (PROBAST) was employed, and the results were narratively described.

Results: Of the 2339 retrieved citations, eight journal articles and two conference proceedings met inclusion criteria. Three studies externally validated ML models for diagnosis, four for classification, two for prognosis, and one for both classification and prognosis. Most studies used Convolutional Neural Networks and one used logistic regression algorithms. For diagnostic/classification models, the most common performance metrics reported in the EV were accuracy and area under the curve, which were above 87% and 90%, respectively, using pathologists' annotations/diagnoses as ground truth. The hazard ratios in the EV of prognostic ML models were between 1.7 (95% CI, 1.2–2.6) and 1.8 (95% CI, 1.3–2.7) to predict distant disease‑free survival; 1.91 (95% CI, 1.11-3.29) for recurrence, and between 0.09 (95% CI, 0.01–0.70) and 0.65 (95% CI, 0.43–0.98) for overall survival, using clinical data as ground truth.

Conclusion: Despite EV being an important step before the clinical application of a ML model, it hasn't been performed routinely. The large variability in the training/validation datasets, methods, performance metrics, and reported information limited the comparison of the models and the analysis of their results. Increasing the availability of validation datasets and implementing standardized methods and reporting protocols may facilitate future analyses.

# Introduction

## Rationale

Worldwide, cancer is a leading cause of death, and it is expected to limit increases in life expectancy in most countries in future decades (Bray et al., 2021). Female breast cancer is the most commonly diagnosed cancer and, in women, the most frequent cause of cancer mortality (Sung et al., 2021). Histopathological examination of breast tissue samples is the reference standard for cancer diagnosis and is used to determine the prognosis of a patient and risk factors to predict outcomes (Khened et al., 2021; Leong & Zhuang, 2011).

Pathologists have been using a microscope to make diagnoses for more than 100 years. Now, these slides can be scanned to be viewed on computer screens (Nam et al., 2020; Randell et al., 2015). The process of scanning glass slides to produce digital images (Whole-Slide Images or WSI) was initially called "Digital Pathology" (DP) (Nam et al., 2020). However, over the last decades, this term has evolved and is now used to describe many other related processes (Nam et al., 2020; Randell et al., 2015). According to the Digital Pathology Association, DP is "A blanket term that encompasses tools and systems to digitize pathology slides and associated meta-data, their storage, review, analysis, and enabling infrastructure" (Abels et al., 2019).

DP has been approved and implemented in laboratories for routine diagnosis in many countries and is expected to increase in the near future (Chong et al., 2020; Têtu & Evans, 2014). Beyond the potential benefits in improving workflow efficiency and enhancing diagnostic accuracy, DP facilitates the implementation of artificial intelligence (AI)-based tools for pathologists (Azam et al., 2021).

AI is a branch of computer science concerned with understanding and building intelligent entities (i.e., machines able to adapt to new situations) (Russell & Norvig, 2021; K. H. Yu et al., 2018). Machine Learning (ML) is a subﬁeld of AI that attempts to generate models that learn to make predictions on new data based on experience (Radakovich et al., 2020; Russell & Norvig, 2021). Three main types of ML are recognized: Supervised, unsupervised, and reinforcement learning. In supervised learning, models are trained with input data and output variables. They learn mapping functions (i.e., functions that map from input to output). They aim to predict the output variables when new input data is given (Russell & Norvig, 2021). In unsupervised learning, models are trained with input data and no corresponding output variables (i.e., no explicit feedback). They aim to learn patterns in the input data (Russell & Norvig, 2021). In reinforcement learning, models are trained by rewarding desired outputs and punishing the undesired ones. They "learn" by trying to maximize the number of future rewards (Russell & Norvig, 2021).

The followed when developing a ML model (Figure 1) include:

1. **Problem formulation: identifying and understanding a problem that needs a solution and specifying the part(s) of the problem suitable to be solved with a ML algorithm (Russell & Norvig, 2021).
2. ML algorithm selection: The type of algorithm is chosen based on the problem and data available (Radakovich et al., 2020).
3. Data preparation: Data needed to train the model is selected, gathered, and preprocessed (Radakovich et al., 2020). Preprocessing steps that might be used are de-identification,

Figure 1. ML model basic development steps

feature engineering and normalization (Norgeot et al., 2020).

1. Model training: Using an iterative process to reduce the error in its predictions or in attainment of its objectives, ML model's parameters (i.e., variables whose values can be learned) are defined (Maleki et al., 2020).
2. Hyperparameter tuning: The optimal set of hyperparameters (e.g., number of hidden layers, number of neurons in each layer, learning rates) are selected (Maleki et al., 2020).
3. Model evaluation: The performance of the model is validated/tested (Maleki et al., 2020). As discussed below, this can be done internally or externally.
4. Model deployment/maintenance: The ﬁnal model is packaged appropriately, deployed, monitored, and maintained (Radakovich et al., 2020; Russell & Norvig, 2021).

The terms "validation" and "test" are most commonly used interchangeably in the ML literature when mentioning model evaluation (Maleki et al., 2020). However, the word "validation" is also frequently utilized to describe data used for hyperparameter tuning ("validation dataset") (Maleki et al., 2020) and/or to select the ML model (Homeyer et al., 2022). The lack of standardized terminology may confuse researchers in the ML community (Maleki et al., 2020). Here, the following terms are used:

Table 1. Glossary of terms.

|  |  |
| --- | --- |
| Terms | Definitions |
| Internal validation  | Model evaluation conducted with data extracted from the input dataset (Ho et al., 2020; Nagendran et al., 2020; Norgeot et al., 2020; Park et al., 2021) |
| EV | Model evaluation conducted with data extracted from independent datasets (Ho et al., 2020; Nagendran et al., 2020; Norgeot et al., 2020; Park et al., 2021) |
| Training/Tuning datasets | Used for model training, optimization, and/or selection (Norgeot et al., 2020) |
| Internal validation dataset | Created with data extracted from an input dataset (Ho et al., 2020; Nagendran et al., 2020; Park et al., 2021) that was set aside from the training/tuning dataset at the beginning of the study to evaluate the final version of a ML model a single time (Norgeot et al., 2020) |
| EV dataset | Created with data extracted from an independent dataset (Ho et al., 2020; Nagendran et al., 2020; Park et al., 2021) to evaluate the final version of a ML model a single time (Norgeot et al., 2020) |
| EV: External validation |

Cross-validation, bootstrapping, and split-sample (two-way splits or three-way splits) are commonly used for internal validation and can be considered an industry standard. The independent datasets used during EV should be ideally extracted from a different setting or source; for example, another clinic or hospital system (Ho et al., 2020; Nagendran et al., 2020; Norgeot et al., 2020; Park et al., 2021). Good performance in EV is considered proof of model generalizability (Ho et al., 2020; Norgeot et al., 2020). In clinical practice, predictive models are commonly used. Since safety is a key consideration, ML models implemented in this setting should provide estimates of the uncertainty associated with model results, be interpretable and explainable, and achieve good performance in EV (Nwanosike et al., 2021; Russell & Norvig, 2021).

Recent advances in ML methods, increasing computer power, and unprecedented amounts of data are reshaping cancer care. Numerous ML models have been developed for a range of tasks, such as cancer risk prediction, detection, diagnosis, classification, grading, staging, treatment selection, prognosis, treatment response-prediction, treatment discovery, and patient follow-up (Bhinder et al., 2021; Kann et al., 2021; Luchini et al., 2022). However, most of these models have not been externally validated, limiting their generalization and implementation in different clinical settings (Adeoye et al., 2021; Akazawa & Hashimoto, 2021; Bang et al., 2021; Nagendran et al., 2020; Nwanosike et al., 2021; Park et al., 2021; Shelmerdine et al., 2021; Shi et al., 2021; Twilt et al., 2021). It is important to note that DP is still in the early phase of adoption, and therefore a key bottleneck to EV is the lack of widely available and well annotated DP datasets (Mazo et al., 2022; K. H. Yu et al., 2018). Further, standardization of methods to acquire and annotate DP has not been achieved (Champion et al., 2014; Lindman et al., 2019).

To the best of our knowledge, a systematic review assessing the performance of externally validated ML models based on histopathology images for diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer have not been published. This study intends to fill this gap in the literature.

## Objective

The aim of this systematic review was to assess the performance of externally validated ML models based on histopathology images for diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer.

# Methods

## Eligibility criteria

Studies that externally validated the performance of ML models, using any ML methodology, for diagnosis, classification, prognosis, or treatment response prediction of female breast cancer using data extracted directly from histopathology images were included.

Studies were selected according to the criteria outlined below.

* Date of publication: From January 1, 2010, to February 28, 2022
* Language: English
* Species: Humans
* Sex: Female
* Ages: All
* Article types: All original research journal papers and conference proceedings from IEEE, SPIE conferences and MICCAI.
* ML models:
	+ For diagnosis, classification, prognosis, or treatment outcome prediction. Focused on female breast cancer (invasive tumors or carcinomas in situ).
	+ Using data extracted directly from images of histopathology slides (stained with hematoxylin/eosin or other histochemical stains).
	+ Externally validated with breast cancer images: performance was tested with breast cancer images extracted from independent datasets. This EV must be mentioned or implied in the Title/Abstract.
	+ At least one performance metric reported.

Exclusion criteria:

* + ML models used to predict biomarkers.

## Information sources

Searches were performed in MEDLINE via OVID, EMBASE via OVID, CINAHL via EBSCO, IEEE via IEEE Xplore, MICCAI via Springer link, and SPIE conferences. Search strategies incorporated relevant text words in all databases and database taxonomies, e.g., Medical Subject Headings (MeSH) in MEDLINE, Subject Headings in EMBASE, and Exact Subject Headings in CINAHL.

## Search strategy

No study type or sex limits were applied. The search strategies were developed by authors and reviewed by a health sciences librarian with expertise in systematic reviews. The search strategies are shown in Appendix 1. All the searches were conducted in March, 2022.

## Selection process

The authors developed, tested, and refined screening questions based on the eligibility criteria. Search results were imported into Rayyan to remove duplicates and for title/abstract screening. Two reviewers independently conducted the initial title and abstract screening. Selected full-text articles were downloaded for all titles that met the inclusion criteria or where there was any uncertainty. Two reviewers independently conducted the full-text screening using Mendeley. Additional information was requested from study authors when needed. A third person acted as an adjudicator to resolve any conflicts.

## Data collection process

One author independently extracted data from included studies with verification by a second. Articles were separated into two groups: 1) ML models related to diagnosis/classification and 2) ML models related to prognosis/treatment outcome prediction.

## Data collection

The following information was extracted: Authors, publication date, country of study, objectives, information related to the ML models, and main results, including all performance measures in the EV of the ML models. The following information related to the ML models was extracted from all eligible studies: Algorithms employed; source, number, and type of images used for algorithm development (training/tuning and internal validation datasets) and EV; histological type of lesions/tumors contained in the training and EV datasets; details on preprocessing of the images; hardware/software platform(s) noted for annotating/computational purposes and ground truth (which is captured with the gold standard). From studies for prognosis or that predicted treatment outcomes, the following data were also extracted: study design, outcomes, duration of follow-up, and treatment details (if applicable).

## Study risk of bias assessment

The risk of bias by using PROBAST (prediction model risk of bias assessment tool) for non-randomized studies was assessed by one author and confirmed by another.

## Effect Measures

The effect measures were all performance metrics, such as accuracy, Area Under the Curve (AUC), Precision, Recall, etc used to evaluate the ML model during EV.

## Synthesis methods

The main study characteristics and findings are presented in the text and summarized in tables. Results are narratively described. A meta-analysis was not conducted because of the likely heterogeneity of the studies in algorithms, type of images, and reported outcomes.

## Reporting bias assessment

The risk of bias by using PROBAST (prediction model risk of bias assessment tool) for non-randomized studies was assessed by one author and confirmed by another.

## Certainly assessment

 The authors did not assess the confidence in cumulative evidence.

## RESULTS

## Study selection

The search queries identified 2157 articles and 182 conference proceedings. After removing 328 duplicates and excluding 1961 publications during the title and abstract screening, 50 were assessed during full-text screening, and 10 were included in the review (Figure 1).

Figure 2. PRISMA flow diagram of the studies identification process for the systematic review



## Study characteristics

Three studies externally validated ML models used for diagnosis, four for classification, two for prognosis, and one for both classification and prognosis. Eight were published as journal articles, and two as conference proceedings. Two in 2017, two in 2018, one in 2019, one in 2020, three in 2021, and one in 2022.

Three studies were conducted in Colombia and the United States, two in the United States, two in China, one in Sweden, one in Sweden and the United States, and one in Finland (Table 1).

Table 2. Included studies: Purpose, authors (Publication year), country, and publication type

|  |  |  |  |
| --- | --- | --- | --- |
| Purpose | Authors (year) | Country of study  | Publication Type |
| Diagnosis | Cano et al. (2018) | Colombia & United States  | Conference proceeding |
| Cruz-Roa et al. (2017) | Colombia & United States  | Journal article |
| Cruz-Roa et al. (2018) | Colombia & United States  | Journal article |
| Classification | Colon-Cartagena et al. (2020)  | United States  | Conference proceeding |
| Mi et al. (2021)  | China | Journal article |
| Radiya-Dixit et al. (2017) | United States  | Journal article |
| Yang et al. (2019) | China | Journal article |
| Prognosis | Bai et al. (2021) | Sweden & United States  | Journal article |
| Bychkov et al. (2022) | Finland | Journal article |
| Classification & Prognosis | Wang et al. (2021) | Sweden | Journal article |

A detailed description of the studies included in this systematic review is found below. To facilitate their comparison, they are grouped based on their purpose (i.e., for diagnosis, classification, prognosis, or classification & prognosis purposes).

## ML models for diagnostic purposes

In one conference proceeding reported by Cano et al. (Cano et al., 2018) and two journal articles published by Cruz-Roa (Cruz-Roa et al., 2017, 2018), ML models for diagnostic purposes were externally validated. Cano et al. aimed to detect invasive ductal carcinomas (Cano et al., 2018) and Cruz-Roa et al. estrogen receptor-positive (ER+) invasive breast cancer (Cruz-Roa et al., 2017, 2018).

Cano et al. utilized cases from the Hospital of the University of Pennsylvania (HUP) and The Cancer Genome Atlas (TCGA) (Table 2). They conducted experiments using cases from one dataset for training/tuning purposes and from the other for internal validation and vice versa. The EV was performed with cases from New Jersey Cancer Institute (CINJ) (Cano et al., 2018). In contrast, Cruz-Roa et al. utilized cases from HUP and Case Western Reserve University (CWRU) (Cruz-Roa et al., 2017) or CWRU/ University Hospitals Case Medical Center (UHCMC) (Cruz-Roa et al., 2018) for training/ tuning purposes, from CINJ for internal validation and from TCGA/CWRU/UHCMC (Cruz-Roa et al., 2017) or TCGA only (Cruz-Roa et al., 2018) for EV. A detailed description of the datasets is shown in Table 3.

Table 3 Datasets, sources, and preprocessing steps for development and validation of diagnostic models

|  |  |  |  |
| --- | --- | --- | --- |
|  | Cano et al. (2018) | Cruz-Roa et al. (2017) | Cruz-Roa et al. (2018) |
| Datasets: |
| Type of lesions / tumors | Invasive ductal carcinomas | ER+ invasive breast cancer  | ER+ invasive breast cancer  |
| Training / tuning datasets: source (n)  | HUP§ (239)TCGA§ (172) | HUP (239)CWRU/UHCMC (110) | HUP (239)CWRU (110) |
| IV datasets: source (n) | TCGA§ (172) HUP§ (239)  | CINJ (40)  | CINJ (40)  |
| EV datasets: source (n) | CINJ (40)  | TCGA (195)CWRU/ UHCMC (21) §§ | TCGA (195) |
| Preprocessing steps: |
| Color normalization | NS | Yes | Yes  |
| Data augmentation | NS | Yes | Yes |
| CINJ: New Jersey Cancer Institute. CWRU: Case Western Reserve University. ER+: Estrogen receptor-positive. EV: External validation. HUP: Hospital of the University of Pennsylvania. IV: Internal validation. NS = Not specified. TCGA: The Cancer Genome Atlas. UHCMC: University Hospitals Case Medical Center. § Internal validation with cases from the TCGA was conducted after the models were trained with cases from HUP, and internal validation with cases from HUP was conducted after the models were trained with cases from the TCGA. §§ The test data set used by Cruz-Roa et al. (2017) included positive and negative controls. Positive controls were extracted from the TCGA. Negative controls were extracted from normal breast tissue regions adjacent to invasive ductal carcinomas of patients diagnosed at UHCMC/CWRU. It is unknown if regions with invasive ductal carcinomas extracted from the same patients were included in the training dataset.  |

While Cruz-Roa et al. utilized patches of 200 x 200 μm (Cruz-Roa et al., 2017) or 101 x 101 pixels (Cruz-Roa et al., 2018) extracted from WSIs scanned with 40x magnification for training purposes, Cano et al. used patches of 50 x 50 pixels extracted with 20x magnification (Cano et al., 2018). The software platforms used for annotation purposes by Cruz-Roa et al. were ImageScope v11.2 (Aperio) and Image Viewer v3.1.4 (Ventana) (Cruz-Roa et al., 2017, 2018). Cano et al. did not specify those.

After comparing different CNNs, Cano et al. found that one with nine layers had the best performance. It was composed of three convolutional-pooling layers of sixteen neurons per layer, three convolutional-pooling layers of thirty-two neurons per layer, one fully connected layer of sixteen neurons, one fully connected layer of thirty-two neurons, and one sigmoid classiﬁcation layer (Cano et al., 2018). Cruz-Roa et al. used CNNs with one convolutional and pooling layer, one fully connected layer of 256 neurons, and a classification layer (Cruz-Roa et al., 2017, 2018).

## ML models for classification purposes

In one conference proceeding, Colon-Cartagena et al. externally validated a ML to differentiate several histologic variants of high-grade DCIS (i.e., Comedo-type, Cribriform, Micropapillary, and Solid) (Colon-Cartagena et al., 2020). In two journal articles, Mi et al. and Yang et al. validated ML models to differentiate benign from malignant lesions of the breast (Mi et al., 2021; Yang Z. et al., 2019), and in another journal article, Radiya-Dixit E. et al. validated a ML model to differentiate Ductal Carcinoma in situ (DCIS) from Usual Ductal Hyperplasia (UDH) (Radiya-Dixit E. et al., 2017).

To train and internally validate their models, Colon-Cartagena et al. utilized cases from the Departmental archives of Virginia Commonwealth University (Colon-Cartagena et al., 2020), Mi et al. from the Peking Union Medical College Hospital (Mi et al., 2021), Radiya-Dixit et al. from the Massachusetts General Hospital and Beth Israel Deaconess Medical Center (Radiya-Dixit E. et al., 2017), and Yang et al. from the BACH dataset (Yang Z. et al., 2019). To externally validate them, Mi et al. used cases from BreakHis dataset and BACH (Mi et al., 2021), Radiya-Dixit et al. from Beth Israel Deaconess Medical Center (Radiya-Dixit E. et al., 2017), and Yang et al. from BreakHis (Yang Z. et al., 2019). Colon-Cartagena et al. did not specify the source of the EV dataset (Colon-Cartagena et al., 2020). The size of the datasets is shown in Table 4.

Table 4. Datasets, sources, and preprocessing steps for development and validation of classification models.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Colon-Cartagena et al. (2020) | Mi et al. (2021) | Radiya-Dixit et al. (2017) | Yang et al. (2019) |
| Datasets: |
| Type of lesions / tumors | High-grade DCIS | Training/IV: Normal, benign lesions, DCIS, and invasive carcinomas  | DCIS and UDH | Training/IV: Benign and malignant lesions from BACH\*\* dataset  |
| EV: benign and malignant lesions from BreakHis\* and BACH\*\* datasets | EV: Benign and malignant lesions from BreakHis\* dataset |
| Training / tuning datasets: source (n) | VCU (334) | PUMCH (540) | MGH (116)§ | BACH (400) |
| IV datasets: source (n) | VCU (80)  | PUMCH (540) | MGH (116)BIDMC (51)§ | BACH (100) |
| EV datasets: source (n) | NS (31) | BreakHis (7909) BACH (430) | BIDMC (51)§ | BreakHis (1995) |
| Preprocessing steps: |
| Color normalization | NS | NS | NS | NS |
| Data augmentation | NS | Yes | NS | Yes |
| Other | NS | - Image resizing- Random color perturbations  | NS | NS |
| BIDMC: Beth Israel Deaconess Medical Center. DCIS: Ductal Carcinoma in situ. EV: External validation. IV: Internal validation. MGH: Massachusetts General Hospital. NS: Not specified. PUMCH: Peking Union Medical College Hospital. UDH: Usual Ductal Hyperplasia. VCU: Virginia Commonwealth University. \* BreakHis dataset: (1) Benign lesions: Adenosis, Fibroadenomas, Phyllodes tumors, and Tubular adenoma. (2) Malignant lesions: Ductal Carcinoma, Lobular carcinoma, Mucinous carcinoma, and Papillary carcinoma. \*\* BACH dataset: Normal, benign, carcinomas in situ, and invasive carcinomas.§ External validation performed with cases from the BIDMC after training the model with cases from the MGH. All cases from both institutions were combined to train and test the model when conducting the internal validation (using cross-validation). |

For training and internal validation purposes, Mi et al. used patches of 1024 x 1024 pixels extracted from WSIs scanned with 40x magnification, and for EV, patches of 2048 x 1536 pixels extracted with 4x, 10x, 20x, and 40x magnifications (Mi et al., 2021). Yang et al. utilized images of 2048 x 1536 pixels scanned with 20x magnification for training/internal validation and of 700 x 460 pixels scanned with 40x magnification for EV (Yang Z. et al., 2019). The preprocessing steps reported by them are shown in Table 4. Colon-Cartagena et al. and Radiya-Dixit et al. did not provide this information.

Mi et al. used ASAP for annotation purposes (Mi et al., 2021), and Radiya-Dixit et al. used Fiji (ImageJ, National Institutes of Health) for nuclei segmentation. Colon-Cartagena et al. or Radiya-Dixit et al. did not mention the software platforms used for annotation or computational purposes (Radiya-Dixit E. et al., 2017).

Regarding the algorithms, Colon-Cartagena et al. and Yang et al. used ResNet models. In addition to ResNet-50, Colon-Cartagena et al. utilized a coding-free image classifier developed with the IBM Watson Visual Recognition platform (Colon-Cartagena et al., 2020). The latter combined three fine-tuned CNNs that employed ResNet-101, ResNet-152, and DenseNet-161 as backbone networks (Yang Z. et al., 2019). Mi et al. added a fully connected layer (with 1024 neurons) and a Softmax layer to the basic model of Inception V3 and used it as a patch-level classifier. Radiya-Dixit et al. employed a “Combined model with Active Feature Extraction – CAFE,” based on two logistic regression algorithms.

## ML models for prognosis purposes

In two journal articles, prognostic models were externally validated. One model aimed to predict the overall survival in patients (Bai et al., 2021), and the other the distant disease‑free survival (Bychkov et al., 2022).

Bai et al. trained a model with cases from the Pathology Department of Yale School of Medicine to predict the overall survival of patients with triple-negative breast cancer with five model-derived tumor-infiltrating lymphocytes (TILs) variables. The overall survival was deﬁned as the time between primary diagnosis of the tumor to death (any cause) or date of last censoring if still alive. To externally validate their model, they retrospectively collected information from other patients in the Pathology Department of Yale School of Medicine (one cohort diagnosed between 1962 and 2006 with a median follow-up of 63.8 months and another cohort diagnosed between 1981 and 2012 with a median follow-up of 64.8 months), the TCGA (who were operated between 1996 and 2013 and with 13 months of median follow-up), and the Swedish National Breast Cancer Quality Registry - WTS Sweden (from patients enrolled in the "SCAN-B study" between 2010 and 2015 with a median follow-up of 49.7 months) (Bai et al., 2021).

Bychkov et al. trained and internally validated a model to predict distant disease‑free survival in patients with breast cancer (histological subtypes not specified) using tissue microarrays from the FinProg series. Distant disease‑free survival was time from randomization to detection of distant metastasis. They externally validated their model with data extracted from the FinHer trial (multicenter randomized clinical trial) conducted between 2000 and 2003 with women (up to 65 years old) who had axillary lymph node‑positive breast cancer or a high‑risk (node‑negative) cancer and were treated with docetaxel or vinorelbine followed by fluorouracil, epirubicin, and cyclophosphamide. HER2+ patients were also randomly assigned to receive concomitant trastuzumab or not (Bychkov et al., 2022). Additional details of the datasets are found in Table 5.

Table 5. Datasets, sources, and preprocessing steps for development and validation of prognosis models for overall survival or distant disease‑free survival

|  |  |  |
| --- | --- | --- |
|  | Bai et al. (2021) | Bychkov et al. (2022) |
| Datasets: |
| Type of lesions / tumors | Triple-negative breast cancer | Breast cancer |
| Training / tuning datasets: source (n)  | Yale School of Medicine (95)§ | FinProg (693) |
| IV datasets: source (n) | Yale School of Medicine (171)§ | FinProg (354) |
| EV datasets: source (n) | Yale School of Medicine (417)§WTS Sweden (216)TCGA (116) | FinHer trial (712) |
| Preprocessing steps: |
| Color normalization | Yes | Yes |
| Data augmentation | NS | Yes |
| EV: External Validation. IV: Internal Validation. NS: Not Specified. TCGA: The Cancer Genome Atlas. § Training, IV and EV datasets contained cases from different cohorts of patients of the Yale School of Medicine.  |

For training and internal validation, Bai et al. utilized WSIs scanned at 20x (with a pixel size of 0.4986 mm x 0.4986 mm for images of the Yale cohorts and 0.4537 x 0.4537 mm for those from the WTS Sweden). For EV, they used WSIs from the Yale cohorts with the same scanning characteristics and from the TCGA (other details not specified) (Bai et al., 2021). Bychkov et al. used center crops (of 2100 x 2100 pixels) of Tissue Microarrays (TMA) during the training and internal validation processes and extracted patches (of 950 x 950 pixels) from WSIs for testing purposes (scanning magnifications not specified) (Bychkov et al., 2022). The preprocessing steps are shown in Table 6.

QuPath (version 0.1.2) was used by Bai et al. to build the automated TIL scoring algorithm (Bai et al., 2021). Bychkov et al. used WebMicroscope (Aiforia Technologies Oy, Helsinki, Finland) to segment individual TMA images from WSIs. They also used PyTorch (Facebook's AI Research lab‑FAIR) to implement deep learning architectures and Adam as an optimization algorithm for model training (Bychkov et al., 2022).

Regarding the algorithms, Bai et al. trained a CNN with eight hidden layers for cell classification (Bai et al., 2021). Bychkov et al. trained CNNs using ResNet as a backbone network (with a dropout layer introduced before the fully connected blocks) to create two types of prognosis models: Single task (i.e., with the distant disease‑free survival data only. Named by the authors as "Solo" models) and models trained in a multitask fashion (i.e., predicting ER and HER2 status together with the distant disease‑free survival data) (Bychkov et al., 2022).

## ML model for classification and prognosis purposes

In a journal article, Wang et al. externally validated a model to assign Nottingham Histological Grades to primary invasive breast cancers (i.e., classification purposes) and predict their recurrence-free survival (i.e., prognosis) (Wang Y. et al., 2022).

They trained and internally validated a model called "DeepGrade" with cases extracted from the Stockholm South General Hospital, Karolinska University Hospital, and TCGA. Its EV was conducted with cases from patients diagnosed with breast cancer in Lund between 2010 and 2019 that were included in the Sweden Cancerome Analysis Network - Breast initiative [SCAN-B] study. None of them underwent neoadjuvant chemotherapy (Wang Y. et al., 2022) (Table 6).

Table 6. Datasets, sources, and preprocessing steps for development and validation of DeepGrade

|  |  |
| --- | --- |
|  | Wang et al. (2022) |
| Dataset |
| Type of lesions / tumors | Primary invasive breast cancer (subtypes not specified) |
| Training / tuning datasets: source (n)  | SSGH, KUH, and TCGA (844) |
| IV datasets: source (n) | SSGH, KUH, and TCGA (351) |
| EV dataset: source (n) | SCAN-B (1262) |
| Preprocessing step |
| Color normalization | Yes |
| Data augmentation | Yes |
| EV: External Validation. IV: Internal Validation. KUH: Karolinska University Hospital. SCAN-B: Sweden Cancerome Analysis Network-Breast project. SSGH: Stockholm South General Hospital. TCGA: The Cancer Genome Atlas. |

From WSIs scanned at 40x, Wang et al. extracted patches of 598 x 598 pixels. Images were preprocessed with color normalization and data augmentation using standard Python packages. Deep learning was performed using the Keras (2.2.4) framework with TensorFlow (1.12) backend. The trained model was an Inception V3 (Wang Y. et al., 2022), initialized with weights from the model pretrained on the "ImageNet" (Russakovsky et al., 2015). They used ADAM for optimization (Wang Y. et al., 2022).

## Risk of bias in studies

According to the PROBAST (Moons et al., 2019), two studies were at a high risk of bias due to the sample size of the validation dataset (Table 7 and Figure 3). Therefore, when used in practice, their predictive performance will likely be lower than that reported. For other studies, the risk of bias was unclear due to the lack of more detailed information about the datasets (all but one of them) and the statistical analyses (studies validating prognostic ML models). There was “low concern” regarding applicability for all studies (Table 7 and Figure 3).

Table 7. Risk of bias assessment (PROBAST)

|  |  |  |  |
| --- | --- | --- | --- |
| Authors | ROB | Applicability | Overall |
| PAR | PRE | OC | ANA | PAR | PRE | OC | ROB | Applicability |
| Cano et al. | ? | + | + | + | + | + | + | ? | + |
| Cruz-Roa et al.  | ? | + | + | + | + | + | + | ? | + |
| Cruz-Roa et al.  | ? | + | + | + | + | + | + | ? | + |
| Colon-Cartagena et al. | ? | ? | + | - | + | + | + | - | + |
| Mi et al. | ? | + | + | + | + | + | + | ? | + |
| Radiya-Dixit, E. et al. | ? | ? | + | - | + | + | + | - | + |
| Yang et al.  | ? | + | + | + | + | + | + | ? | + |
| Bai et al. | ? | + | + | ? | + | + | + | ? | + |
| Bychkov et al. | + | + | + | ? | + | + | + | ? | + |
| Wang et al. | ? | + | + | ? | + | + | + | ? | + |
| ANA: Analysis. OC: Outcome. PAR: Participants. PRE: Predictors. "PROBAST" = Prediction model Risk Of Bias Assessment Tool. "ROB" = Risk of bias. "−"= high ROB or high concern regarding applicability. “+” = Low ROB or low concern regarding applicability. “?” = Unclear ROB or unclear concern regarding applicability. |

Figure 3. Prediction model Risk Of Bias Assessment Tool (PROBAST) Graphical presentation – (1) Risk of Bias results and (2) Applicability

## Results of individual studies

The ground truth used to assess the performance of models developed for diagnostic or classification purposes were pathologists' annotations/opinions and, for prognostic models, clinical data. The results are summarized below (Table 8)

## ML for diagnostic purposes:

While Cano et al. selected accuracy as the only performance metric for the EV of their model (Cano et al., 2018), Cruz Roa et al. reported several others (Cruz-Roa et al., 2017, 2018) (Table 8).

Table 8. Results of diagnostic models

|  |  |  |  |
| --- | --- | --- | --- |
| Study | Cano et al. (2018) | Cruz Roa et al. (2017) | Cruz-Roa et al. (2018) |
| Dataset | TCGA | CWRU/UHCMC\* |
| AC (%) | 88.78 | - | - | - |
| Dice (%) | - | 75.86 | - | 76 |
| PPV (%) | - | 71.62 | - | 72 |
| NPV (%) | - | 96.77 | 100 | 97 |
| TRP (%) | - | 86.91 | - | 87 |
| TNR (%) | - | 92.18 | 99.64 | 92 |
| FPR (%) | - | 7.82 | 0.36 | 8 |
| FNR (%) | - | 13.09 | - | 13 |
| HM | - | - | - | √ |
| AC: Accuracy. HM: Heatmaps. CWRU: Case Western Reserve University. Dice: Dice coefficient. FNR: False Negative Rate. FPR: False Positive Rate. NPV: Negative Predictive Value. PPV: Positive Predictive Value. TCGA: The Cancer Genome Atlas. TNR: True Negative Rate. TPR: True Positive Rate. UHCMC: University Hospitals Case Medical Center. √: Good concordance between predictions of HASHI and pathologists' annotations.\* Not all performance metrics were calculated because the "normal" dataset did not have cancer annotations. |

## ML for classification purposes:

The most common performance metric used in their EV was accuracy (Colon-Cartagena et al., 2020; Mi et al., 2021; Yang Z. et al., 2019), followed by Area Under the Curve (AUC) (Radiya-Dixit E. et al., 2017; Yang Z. et al., 2019). Mi et al. reported the accuracies of their model in the BreakHis dataset for four different magnifications (Mi et al., 2021), and Yang et al. included the performance metrics for the entire dataset (overall) and the benign and malignant categories (Yang Z. et al., 2019). In summary, accuracy ranged from 87.2% (Mi et al., 2021) to 99.75% (Yang Z. et al., 2019), AUC from 91.8% (Radiya-Dixit E. et al., 2017) to 99.99% (Yang Z. et al., 2019), and precision and recall from 99.20% to 100% (Yang Z. et al., 2019).

 Table 9. Results of classification models

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Authors | Colon-Cartagena et al. (2020) | Mi et al. (2021) | Radiya-Dixit et al. (2017) | Yang et al.(2019) |
| Dataset/category | BreakHis (Magnification) | BACH, part A | BACH, part B | Benign | Malignant |
| AC (%) | 90 | 96.7 (4x)97.6 (10x)95.0 (20x)93.3 (40x) | 87.2 | - | - | 99.75 | 99.75 |
| AUC (%) | - | - | - | - | 91.8 | 99.99 | 99.99 |
| Precision (%) | - | - | - | - | - | 100 | 99.2 |
| Recall (%) | - | - | - | - | - | 99.64 | 100 |
| HM | - | - | - | √ | - | - | - |
| AC: Accuracy. AUC: Area Under the Curve. HM: Heatmaps. √: Good concordance between predictions of HASHI and pathologists' annotations. |

## ML for prognostic purposes:

Bai et al. reported that all the TILs variables had signiﬁcant prognostic association with overall survival (P ≤ 0.01 for all comparisons). However, as shown in Table 10, there was cell-speciﬁc variation in validation sets. In addition, the derived easTILs variable score had a good correlation with the pathologist-read sTILs in the WTS Sweden cohort (Bai et al., 2021). Bychkov et al. found that both "Solo" models (i.e., to predict the distant disease‑free survival data only) and those trained in a multitask fashion (i.e., predicting Estrogen Receptor and HER2 status together with the distant disease‑free survival data) significantly predicted distant disease‑free survival (Table 10). (Bychkov et al., 2022).

Table 10. Results of prognostic models for predicting survival

|  |  |  |
| --- | --- | --- |
| Authors | Bai et al. (2021) | Bychkov et al. (2022) |
| Dataset/model | TMA Yale1 | TMA Yale2 | WTS TCGA | WTS Sweden | “Solo” model | Multitask model  |
| HR (95% CI) p-value\* | High eTILs% | 0.64(0.43-0.94)p = 0.025 | 0.43(0.26-0.69)p = 0.0005 | 0.09(0.01-0.70)p = 0.02 | NS | - | - |
| HighetTILS% | 0.51 (0.32-0.81) p = 0.004 | 0.47(0.28-0.77)p = 0.003 | 0.1(0.01-0.80)p = 0.03 | NS | - | - |
| HighesTILs | 0.48 (0.25-0.89) p = 0.02 | 0.42(0.24-0.76)p = 0.004 | NS | NS | - | - |
| HigheaTILs (mm2) | 0.48 (0.31-0.74) p = 0.0009 | 0.62(0.37-1.01)p = 0.06 | 0.1(0.01-0.76)p = 0.03 | NS | - | - |
| High easTILs | 0.65 (0.43-0.98) p = 0.04 | 0.78(0.48-1.26)p = 0.31 | NS | 0.54(0.31-0.92)p = 0.02 | - | - |
| Predicted as “High risk” | - | - | - | - | 1.8(1.3-2.7)0.002 | 1.7(1.2-2.6)0.003 |
| Spearman r coefﬁcient (p-value) | High easTILs | 0.61§(p<0.0001) | 0.61§(p<0.0001) | NS | 0.63§(p<0.0001) | - | - |
| c-index | - | - | - | - | - | 0.57 | 0.57 |
| 95% CI: 95% confidence interval. c‑index: concordance between the CNN predicted risk score and the actual time‑to‑event data. eaTILs (mm2): Density of TILs over tumor region. easTILs: Density of TILs over stroma area that mimics the international TIL working group variable as read by pathologists. eTILs%: Proportion of TILs over tumor cells. esTILs%: Proportion of TILs over stromal cells. etTILs%: Proportion of TILs over all detected cells. sTIL: Stromal TILs. HR: Hazard ratios. TILs: Tumor-infiltrating lymphocytes\*Outcomes predicted: Distant disease‑free survival in patients with higher TILs scores (Bai et al. (2021)) and distant disease‑free survival in patients predicted as “High risk” by ML models (by Bychkov et al. (2022))§ Good correlation found when the CNN11-derived easTLs variable score was compared with the pathologist-read sTILs assessment. |

## ML for classification and prognosis purposes:

Wang et al. achieved an AUC of 0.907 when separating Nottingham Histological Grade 1 and Nottingham Histological Grade 3 invasive breast carcinomas and predicted recurrence-free survival rates between DeepGrade-classiﬁed Nottingham Histological Grade 1 and 3 patients that were similar to that of clinically assigned Nottingham Histological Grade 1 and 3 (defining recurrence as "locoregional or distant relapses, contralateral tumours or death"). It also provided a signiﬁcant prognostic value for stratiﬁcation of Nottingham Histological Grade 2 (P =0.0045), and those predicted as high grade showed an increased risk for recurrence, with a HR of 1.91 (95% CI, 1.11-3.29, P = 0.019). Pathologist opinion Histological grading assigned by pathologists in the clinical setting was used as the ground truth (Wang Y. et al., 2022).

## DISCUSSION

## General interpretation of the results in the context of other evidence

To our knowledge, this is the first systematic review specifically focused on assessing externally validated ML models based on histopathology images for diagnosis, classification, prognosis, or treatment outcome prediction in female breast cancer.

Validating ML models is essential to ensure they will perform the task they were developed for (Homeyer et al., 2022). In an internal validation, an input dataset is split into parts; one is used to train and potentially fine-tune a ML model, and the other to test it. An EV uses independently derived datasets (i.e., external) to train and test ML models (Ho et al., 2020; Nagendran et al., 2020; Norgeot et al., 2020; Park et al., 2021). As speciﬁc patterns learned from biased-training datasets are not expected to improve the performance of ML models when tested with independent datasets, only EV is considered important evidence of generalizability (Ho et al., 2020).

Although numerous journal articles and conference proceedings were identified with our search queries, the majority of them did not perform an EV of their ML models. This limitation has also been described for other ML models developed for medical purposes (Adeoye et al., 2021; Akazawa & Hashimoto, 2021; Bang et al., 2021; D. W. Kim et al., 2019; Nagendran et al., 2020; Nguyen et al., 2018; Nwanosike et al., 2021; Park et al., 2021; Shelmerdine et al., 2021; Shi et al., 2021; Twilt et al., 2021; Yao et al., 2020) and for diagnostic or predictive purposes on breast cancer patients specifically (Corti et al., 2022; Mazo et al., 2022; A. C. Yu et al., 2022). As previously stated, this may be related to the difficulty in finding appropriate external datasets (Mazo et al., 2022; A. C. Yu et al., 2022), nonadherence to guidelines that promote EV (Collins et al., 2015; Corti et al., 2022; Luo et al., 2016; Norgeot et al., 2020; Park & Han, 2018; A. C. Yu et al., 2022) and lack of awareness of their importance (A. C. Yu et al., 2022).

The reason why most of the included studies validated ML models for diagnosis or classification purposes is unknown. However, it may be partly explained by the fact that ML models used to predict biomarkers were excluded during the selection process, limiting the number of eligible studies used for prognosis or treatment-response prediction.

The accessibility to large data sets to train ML models may explain why most studies were conducted in the United States/Colombia, the United States, or China (Savage, 2020). Although Colombia has not been traditionally considered a leader in AI-related research output, in three studies, the first authors were affiliated to Colombian institutions and used datasets extracted from the United States.

There was significant heterogeneity in the studies regarding the amount and type of information reported. In addition, the performance metrics, datasets, ML models, image preprocessing, patch sizes, magnifications and platforms used for annotating/computational purposes were highly variable. This finding corroborates the lack of standardization on the methodology and reported information found in previous systematic reviews, such as those reported by Mazo et al. with studies using artiﬁcial intelligence tools to predict breast cancer recurrence (Mazo et al., 2022), by Gao et al. with ML-based breast cancer risk prediction models (Gao et al., 2021), by Cori et al. with artificial intelligence algorithms for prediction of treatment outcomes in breast cancer (Corti et al., 2022), by Nagendran et al. with deep learning algorithms for medical imaging (Nagendran et al., 2020) and by Yu et al. with deep learning algorithms with EV for radiologic diagnosis (A. C. Yu et al., 2022). As explained by other authors, this is an important limitation of these systematic reviews (A. C. Yu et al., 2022) that impedes from making rigorous comparisons (Gao et al., 2021), better understand findings (Dhiman et al., 2021) and limits models' generalizability and their clinical impact (Corti et al., 2022). Increasing adherence to existing and upcoming reporting guidelines (Collins et al., 2015; Luo et al., 2016; Norgeot et al., 2020; Shelmerdine et al., 2021; Sounderajah et al., 2020; Vasey et al., 2022) could be potentially improved by training authors on their practical use, enhancing the understanding or their content, encouraging and checking the adherence to them and involving experts on methodology and reporting on AI research groups (Blanco et al., 2019).

Using large and diverse datasets to address the variability that a ML model may find in real-life settings and to allow meaningful statistical analyses is recommended (Homeyer et al., 2022). Nevertheless, it was impossible to determine if the included studies were aligned with this recommendation. That is because detailed descriptions of the variability of the datasets were not included in the reports. In addition, as stated above, important differences among the studies in terms of the source, size, and histological type of lesions/tumors included in the training/tuning and validating datasets were noted.

The majority of experiments were performed using WSIs. As for many other tools developed for computational pathology (Zormpas-Petridis et al., 2020), most authors utilized images scanned with 20x and 40x magnifications. Data augmentation and color normalization were the most common preprocessing methods. Both have been widely used in computational pathology to help improve the generalizability of ML models. The first aims to increase the diversity of the training data by adding artificially generated variations of them (e.g., by rotating or mirroring the images) (Tellez et al., 2019). The latter tries to reduce the effect of color variations in the images (usually a consequence of different staining or scanning processes) (Boschman et al., 2022; Tellez et al., 2019). Except for some similarities found in the two studies written by the same author (Cruz-Roa et al., 2017, 2018), the hardware/software platforms used for annotation/computational purposes and the information published about them were different on each study.

All the included studies, but one, used CNNs, a category of Deep Neural Networks (DNNs). Unlike traditional computer vision approaches that require designing hand-engineered features (usually time-consuming and expensive), DNNs can learn to extract features automatically and classify data samples simultaneously (Khan et al., 2018). Besides this advantage, CNNs use two- (or high-) dimensional filters (AKA convolutional kernels) that have shown to be very powerful in learning patterns from high-dimensional input data (e.g., images and videos) (Khan et al., 2018). Consequently, CNNs became dominant during the last years (Iglesias et al., 2021; Yamashita et al., 2018). Even though transformers have outperformed CNNs in some computer vision tasks, they started to be used more recently and were not found in any of the included studies (Shmatko et al., 2022).

Considering that the performance of ML models when validated on external datasets usually diminishes, the results of most included studies can be regarded as encouraging. For example, all the accuracies and AUC achieved by the diagnostic or classification models were above 87% and 90%, respectively; Yang et al. obtained perfect or almost perfect precision and recall values, the prognostic models developed by Bychkov et al. and Wang et al., the Hazard Ratios (HR) were between 1.7 and 1.9 (with statistical significance), and all the machine TIL variables developed by Bai et al. were significantly associated with outcomes. However, as discussed below, the limited number of classes (AKA histological subtypes of lesions/tumours) in which the models were applied could restrict their usability in real-life clinical practices.

## Limitations of the evidence included in the review

As explained by several authors before (Corti et al., 2022; Gao et al., 2021; Mazo et al., 2022; A. C. Yu et al., 2022), the lack of consistency in the methods and performing metrics and the heterogeneity of the external validation datasets limited the comparison of the studies included in this systematic review and a deeper understanding of their results.

It is also relevant to mention that all the studies that externally validated ML models for diagnosis or classification purposes, trained and validated the models with broad categories of diseases (aka groups of tumors or "classes") or only with a specific subset of them (i.e., only a few examples of histological subtypes of lesions or "subclasses"). In clinical practices, pathologists always need to be able to recognize all the specific subtypes of lesions listed in the classifications regarded as standard. The World Health Organization (WHO) classifications are the most commonly used classifications for human tumors (*WHO Blue Books Web Site Launched – IARC*, n.d.). And as an example, the category "invasive breast carcinoma" contains more than twenty specific histological subtypes of tumors in its most recent edition (and some of them can be further subclassified, i.e., contain “sub-subclasses”) (Cserni, 2020). Although training/testing a model to recognize all the specific subtypes of lesions /tumours could be out of the scope of all or almost all ML models, this limitation will also undoubtedly restrict their use in clinical settings.

## Limitations of the current review

Although the search strategies were designed to be very comprehensive (See Appendix 1), the studies that did not mention or implicitly suggest in their Title/Abstract that their ML models underwent external validation were excluded. The same happened with those published before January 1, 2010, or after February 28, 2022. Consequently, some ML models that might have otherwise met the inclusion criteria were not included in this systematic review.

## Implications of the results for practice, policy, and future research

Recent advances in ML methods, increasing computer power, and unprecedented amounts of data are reshaping cancer care (Kann et al., 2021; Luchini et al., 2022). Numerous ML models for cancer have been developed; however, their application in real-life clinical settings is still limited (Adeoye et al., 2021; Akazawa & Hashimoto, 2021; Bang et al., 2021; Nagendran et al., 2020; Nwanosike et al., 2021; Park et al., 2021; Shi et al., 2021; Twilt et al., 2021). So far, most ML models have only been internally validated (Adeoye et al., 2021; Akazawa & Hashimoto, 2021; Bang et al., 2021; Nagendran et al., 2020; Nwanosike et al., 2021; Park et al., 2021; Shi et al., 2021; Twilt et al., 2021). Although obtaining good results in one or more EV datasets is considered one important step to ensure its generalizability (Ho et al., 2020), it is essential to note that this doesn't guarantee that the model will perform well in all other settings (Homeyer et al., 2022). As ML models’ prediction/recognition capabilities are restricted by the amount and diversity of examples used to train them, patterns not properly represented in training datasets are not expected to be adequately predicted/recognized in validation datasets (Tang et al., 2021; Tellez et al., 2019; Vali-Betts et al., 2021). The ability to understand and apply concepts as pathologists (Chow et al., 2021; Molavi, 2017) (instead of using a limited set of recurrent patterns learned from training datasets) could be needed if widely generalizable ML models are expected to be developed (Lake et al., 2017) And even if, for practical reasons, we opt to assume that future events (such as those expected to be predicted by ML models) will always resemble past events (e.g., those used to create training datasets), it is essential to be mindful that "universally" generalizable models may be unachievable if the generalization problem is approached from a philosophical perspective and the problems of induction, as those discussed by Lauc (Lauc, 2020), are contemplated.

As stated by the FDA, validation datasets must contain sufficient cases representative of those the product will likely encounter during its intended use (U.S. Food & Drug Administration., n.d.). Therefore, for real-life practice, comprehensive validation datasets would need to be created for each clinical setting where models are planned to be used (Homeyer et al., 2022). In addition, to improve their site-specific performances, datasets to retrain and fine-tune their hyperparameters would also need to be constructed (Homeyer et al., 2022). As shown in Figure 4, this can become an iterative process for each institution, considering that the ML model's performance would need to be monitored as new cases with previously unseen relevant characteristics would permanently arrive to be assessed (Rojas et al., 2022; Shankar et al., 2022; Symeonidis et al., 2022). Although the iterative nature of this process may not make ML models “universally” generalizable (Futoma et al., 2020; Lauc, 2020), it would certainly boost their learning capabilities by leveraging their ability to falsify prediction rules that lack empirical adequacy, as explained by Buchholz & Raidl (Buchholz & Raidl, 2022). Once these steps can be done automatically (John et al., 2021; Symeonidis et al., 2022) and some technical challenges are overcome (Maleki et al., 2020; Parisi et al., 2018), a site-specific autonomous endless self-learning process could be developed.



Figure 4. ML models site-specific iterative development steps

§ Validating the model with (external) cases extracted from different settings would be more relevant at the beginning of the process (i.e., before a ML model is deployed in an institution for the first time)

Another consequence of the above process is that privately owned ML models can become more generalizable when retrained with data extracted from institutions paying for them (G. Liu et al., 2022). Therefore, the implications of this improvement could be discussed while negotiating with vendors.

In addition, some considerations related to the applicability of ML models in pathology must be mentioned. WSIs carry large amounts of valuable information (Rosai, 2001). Some of this information has been visually recognizable for years and used for diagnostic/classification purposes and, secondarily or indirectly, to predict prognosis and treatment outcomes (Rosai, 2001). Other information, previously hidden from human eyes, can now be extracted using some ML models (Echle et al., 2021; Shmatko et al., 2022). This has created many opportunities with the potential to augment human skills (Harrison et al., 2021). For example, using clinical follow-up data as the gold standard (i.e., to capture the ground truth), hidden information has been found to be very powerful in predicting prognosis, treatment responses, and biomarkers (Echle et al., 2021; Shmatko et al., 2022). Nevertheless, some concerns have arisen and will still be subject to debate, such as the need for models' explainability (recently discussed by McCoy et al. (McCoy et al., 2022)), and some limitations will need to be overcome.

Beyond those related to pathologists’ intra- and inter-observer variability that could be considered inherent to their evaluative activities (Crowley et al., 2003; Fleming, 1996; Hamilton et al., 2009; Peters, 1996) (although the open debate between “naturalists” and “normativists” may be relevant to recognize and accept different standpoints) (Amoretti & Lalumera, 2022; Conley & Glackin, 2021; Kingma, 2010), and others whose solution might rely on innovative approaches or future technological capabilities; such as the scarcity of large, diverse, and granular datasets (Gildenblat & Klaiman, 2020; Haeyeh et al., 2022), and the constrains of training models with selected patches and not with complete WSIs (Ciga et al., 2021; Wu et al., 2022) or with labels extracted from pathology reports (which may not contain all the specific diagnoses found on each WSI or include unstandardized or out-of-date terminology) (Al-Sukhni et al., 2016; Ellis & Srigley, 2016; Garcia-Roig et al., 2013; Hung et al., 2019); there is an important one, which limits the scope of many ML models based on morphology for diagnostic/classification purposes, that needs to be discussed. As explained below, It relates to how pathologists make morphological diagnoses and the difference between hidden and diagnostically relevant information.

With the proper clinical/surgical data and relevant auxiliary tests’ results (e.g., obtained with immunohistochemical or molecular studies), pathologists make diagnoses by comparing the visual information they extract from patients’ tissues/samples against sets of diagnostic criteria (i.e., only after confirming that a tissue/sample meets some diagnostic criteria, pathologists assign a disease name to it) (Funkhouser, 2018; Hamilton et al., 2009). These sets of diagnostic criteria are listed in histopathology classifications (e.g., WHO Classification of Tumours) (Uttley et al., 2020) and generally use concepts (Chow et al., 2021; Molavi, 2017) to describe the presence/absence and the spatial distribution of some normal/abnormal cells and tissue components (Hamilton et al., 2009; Reddy et al., 2021; Tambasco et al., 2009). As histopathology classifications are typically created by pathologists and are intended to be used by pathologists (Uttley et al., 2020), only those cells/tissue components expected to be recognizable by them are included in the diagnostic criteria (J. M. Kim et al., 2019; L. H. Lee et al., 2017). Therefore, information hidden from pathologists' eyes that is not useful to assess if diagnostic criteria are met (even if it is valuable to predict prognosis, treatment outcomes, and molecular biomarkers (Shmatko et al., 2022)), could be considered irrelevant for morphologic diagnostic/classification purposes. This limitation may persist as long as morphologic classifications made by pathologists are needed to guide clinical decisions, and consequently, only pathologists' opinions are regarded as the gold standard (Salto-Tellez & Cree, 2019). On the other hand, developing ML models for morphologic diagnostic/classification purposes that recognize diagnostically relevant cells/tissue components may have some practical advantages. For example, it could be a reasonable approach to make ML models more applicable in the long term, considering that histopathology classifications usually change over time (i.e., are "moving targets") (Cserni, 2020; Pearson et al., 2008), but most diagnostically relevant cells/tissue components do not. In addition, due to their limited scope, the need to develop "explainable" algorithms could be less relevant, and ML models could gain regulatory agencies' approval easier if designed to improve pathologists' workflows (and not to make diagnoses directly) (Tosun et al., 2020). Lastly, better performances might be achievable with less effort. That is because cells/tissue components have some physical attributes (such as colors, shapes, and textures) that ML models could easily identify (e.g., using convolutional kernels) (Caicedo et al., 2009). In contrast, to recognize specific diseases, as stated above, ML models would need to assess if some diagnostic criteria are met; and the ability to understand some concepts included in them is beyond current ML models’ capabilities.

Finally, ML models that continuously integrate and assign specific weights (i.e., a relative importance) to personal (e.g., clinical, radiological, histopathological, laboratory medicine, multi-omics, self-reported and collected with wearable devices) and population-based empirical data (e.g., related to “social determinants of health”) may be developed (Amal et al., 2022; Chen et al., 2022; Kline et al., 2022) to predict health outcomes dynamically (C. Lee et al., 2022; Pickett et al., 2021). For some of these models (e.g., those created to predict treatment responses), both diagnostically-relevant and hidden information obtained from histopathology slides may play a new essential role. Although many challenges related to data governance/management (Baumfeld Andre et al., 2022; Chomutare et al., 2022; Fisher & Rosella, 2022; Haendel et al., 2018; J. Liu, 2022; Padron-Monedero et al., 2022; Peng et al., 2020), ethical/legal (Gerke et al., 2020; Kostick-Quenet et al., 2022; Mehta et al., 2020) and environmental (Dhar, 2020; Wolf et al., 2022) considerations would need to be addressed, these “dynamic multimodal ML models” may one day become cost-effective in different populations if conceived as the integrative tools needed to support “precision health” (Beckmann & Lew, 2016; Bove et al., 2022; Corti et al., 2023; Gambhir et al., 2018; Kline et al., 2022; Schüssler-Fiorenza Rose et al., 2019) and “learning health systems” (Friedman et al., 2017; Kasperbauer, 2021; Kohn et al., 2022).

## CONCLUSION

Despite EV being an important step before the clinical application of a ML model, it hasn't been performed routinely. The large variability in the training/validation datasets, methods, performance metrics, and information included in the reports limited the comparison of the models and the analysis of their results. Increasing the availability of validation datasets with further implementation of DP platforms and developing and enhancing the adherence to standardized methods and reporting protocols may facilitate future comprehensive analysis. The importance of EV during model development, deployment, and maintenance is discussed, and some considerations on the potential role of pathology in future data-driven healthcare systems are presented.
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# Appendix 1. Search strategies.

1. OVID Medline Epub Ahead of Print, In-Process & Other Non-Indexed Citations, Ovid MEDLINE(R) Daily and Ovid MEDLINE(R) 1946 to Present

1. "neoplasms, glandular and epithelial"/ or carcinoma/ or adenocarcinoma, mucinous/ or carcinoma, adenoid cystic/ or carcinoma, ductal/ or carcinoma, ductal, breast/ or carcinoma, lobular/ or carcinoma, mucoepidermoid/ or carcinoma, neuroendocrine/ or cystadenocarcinoma, mucinous/ or carcinoma, adenosquamous/ or carcinoma, papillary/ or carcinoma, squamous cell/ or "neoplasms, cystic, mucinous, and serous"/ or cystadenocarcinoma/ or "neoplasms, ductal, lobular, and medullary"/ or carcinoma, medullary/ or breast neoplasms/ or "hereditary breast and ovarian cancer syndrome"/ or inflammatory breast neoplasms/ or triple negative breast neoplasms/ or unilateral breast neoplasms/

2. (cancer or carcinoma$ or malignant).tw.

3. breast/ or mammary glands, human/

4. (breast or mammar$).tw.

5. 3 or 4

6. 2 and 5

7. 1 or 6

8. algorithms/ or artificial intelligence/ or machine learning/ or deep learning/ or supervised machine learning/ or support vector machine/ or unsupervised machine learning/ or decision theory/ or decision trees/ or neural networks, computer/

9. machine learning.tw. or exp algorithm/ or algorithm.tw. or Automatic Data Processing/ or Automatic Data Processing.tw. or computer aided detection.tw. or artificial intelligence.tw.

10. 8 or 9

11. pathology/ or pathology, surgical/ or histology/ or histocytochemistry/ or immunohistochemistry/

12. (histopatholog$ or patholog$ or histolog$).tw.

13. ("whole slide imag$" or WSI or (digit$ and slide$)).tw.

14. 11 or 12 or 13

15. valid\*.tw.

16. diagnosis/ or clinical decision-making/ or clinical reasoning/ or diagnosis, computer-assisted/ or image interpretation, computer-assisted/ or diagnosis, differential/ or specimen handling/ or biopsy/ or biopsy, needle/ or biopsy, large-core needle/ or dissection/ or microscopy/ or photomicrography/ or diagnostic tests, routine/ or early diagnosis/ or "early detection of cancer"/ or prognosis/ or neoplasm staging/ or treatment outcome/ or disease-free survival/ or progression-free survival/ or response evaluation criteria in solid tumors/ or treatment failure/

17. (diagnos$ or classif$ or prognos$ or predict$).tw.

18. 16 or 17

1. Embase 1974 to 2022 February 28

1. neoplasm/ or malignant neoplasm/ or solid malignant neoplasm/ or carcinoma/ or breast tumor/ or breast cancer/ or breast carcinoma/ or breast adenocarcinoma/ or metastatic breast cancer/ or ductal carcinoma/ or breast ductal carcinoma/ or lobular carcinoma/ or inflammatory breast cancer/ or metaplastic carcinoma/ or adenosquamous carcinoma/ or papillary carcinoma/ or medullary carcinoma/ or neuroendocrine carcinoma/ or adenoid cystic carcinoma/ or breast cancer molecular subtype/ or luminal A breast cancer/ or luminal B breast cancer/ or basal like breast cancer/ or triple negative breast cancer/ or estrogen receptor positive breast cancer/ or estrogen receptor negative breast cancer/ or human epidermal growth factor receptor 2 positive breast cancer/ or human epidermal growth factor receptor 2 negative breast cancer/ or "hereditary breast and ovarian cancer syndrome"/

2. (cancer or carcinoma$ or malignant).tw.

3. breast/ or mammary gland/

4. (breast or mammar$).tw.

5. 3 or 4

6. 2 and 5

7. 1 or 6

8. machine learning/ or artificial neural network/ or computer vision/ or automated pattern recognition/ or back propagation/ or bayesian learning/ or classification algorithm/ or classifier/ or clustering algorithm/ or computer heuristics/ or convolution algorithm/ or cross validation/ or data mining/ or deconvolution algorithm/ or detection algorithm/ or Dijkstra's algorithm/ or dimensionality reduction/ or dynamic time warping/ or empirical mode decomposition/ or feature detection/ or feature extraction/ or feature extraction algorithm/ or "feature learning (machine learning)"/ or feature ranking/ or feature selection/ or feature selection algorithm/ or fuzzy system/ or generalized method of moments/ or greedy algorithm/ or hidden markov model/ or imaging algorithm/ or iterative closest point/ or k nearest neighbor/ or kernel method/ or knowledge discovery/ or learning algorithm/ or Levenberg Marquardt algorithm/ or Markov jump/ or markov state model/ or maximum entropy model/ or maximum likelihood method/ or Metropolis Hastings algorithm/ or model predictive control/ or multicriteria decision analysis/ or multifactor dimensionality reduction/ or Needleman Wunsch algorithm/ or network learning/ or online analytical processing/ or perceptron/ or radial basis function/ or radial basis function/ or random forest/ or recursive feature elimination/ or recursive partitioning/ or relevance vector machine/ or risk algorithm/ or rough set/ or successive projections algorithm/ or semi supervised machine learning/ or superposition algorithm/ or supervised machine learning/ or support vector machine/ or unsupervised machine learning/

9. machine learning.mp. or machine learning/ or algorithm.mp. or algorithm/ or information processing.mp. or information processing/ or artificial intelligence.mp. or artificial intelligence/

10. 8 or 9

11. pathology/ or general pathology/ or histopathology/ or molecular pathology/ or pathological anatomy/ or neuropathology/ or histology/ or histometry/ or histophotometry/ or brain histology/ or liver histology/ or immunohistochemistry.mp. [mp=title, abstract, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword heading word, floating subheading word, candidate term word]

12. (histopatholog$ or patholog$ or histolog$).tw.

13. ("whole slide imag$" or WSI or (digit$ and slide$)).tw.

14. 11 or 12 or 13

15. valid$.tw.

16. diagnosis/ or early diagnosis/ or tumor diagnosis/ or cancer diagnosis/ or early cancer diagnosis/ or differential diagnosis/ or diagnosis related group/ or tumor biopsy/ or diagnostic test/ or cancer test/ or laboratory diagnosis/ or molecular diagnosis/ or computer assisted diagnosis/ or quantitative diagnosis/ or diagnostic accuracy/ or diagnostic test accuracy study/ or diagnostic error/ or missed diagnosis/ or diagnostic reasoning/ or cancer grading/ or cancer staging/ or prognosis/ or cancer prognosis/ or disease course/ or survival/ or survival prediction/ or cancer survival/ or cancer specific survival/ or survival rate/ or mean survival time/ or median survival time/ or overall survival/ or survival analysis/ or long term survival/ or cancer free survival/ or disease free survival/ or disease specific survival/ or disease free interval/ or event free survival/ or progression free survival/ or recurrence free survival/ or local progression free survival/ or distant progression free survival/ or local recurrence free survival/ or distant recurrence free survival/ or local disease free survival/ or distant disease free survival/ or metastasis free survival/ or distant metastasis free survival/ or failure free survival/ or local failure free survival/ or regional failure free survival/ or distant failure free survival/ or treatment free survival/ or post treatment survival/ or cancer recurrence/ or cancer regression/ or tumor recurrence/ or tumor regression/ or recurrent disease/ or relapse/ or remission/ or prediction/ or computer prediction/ or forecasting/ or predictive validity/ or predictive value/ or outcome assessment/ or response evaluation criteria in solid tumors/ or treatment response/ or treatment response time/ or treatment failure/ or treatment outcome/ or disease worsening with drug treatment/ or outcomes research/

17. (diagnos$ or classif$ or prognos$ or predict$).tw.

18. 16 or 17

19. 7 and 10 and 14 and 15 and 18

1. CINAHL. Interface: EBSCOhost Research Databases

( ((MH "Neoplasms, Glandular and Epithelial") OR (MH "Carcinoma") OR (MH "Carcinoma, Adenoid Cystic") OR (MH "Carcinoma, Ductal") OR (MH "Carcinoma, Ductal, Breast") OR (MH "Carcinoma, Lobular") OR (MH "Carcinoma, Neuroendocrine") OR (MH "Carcinoma, Papillary") OR (MH "Carcinoma, Squamous Cell") OR (MH "Neoplasms, Cystic, Mucinous, and Serous") OR (MH "Neoplasms, Ductal, Lobular, and Medullary") OR (MH "Breast Neoplasms") OR (MH "Hereditary Breast and Ovarian Cancer Syndrome") OR (((MH "Breast") OR (TI breast OR AB breast) OR (TI mammar\* OR AB mammar\*)) AND ((TI cancer OR AB cancer) OR (TI carcinoma\* OR AB carcinoma\*) OR (TI malignant OR AB malignant)))) ) AND ( ((MH "Algorithms") OR (MH "Artificial Intelligence") OR (MH "Machine Learning") OR (MH "Deep Learning") OR (MH "Support Vector Machine") OR (MH "Decision Trees") OR (MH "Neural Networks (Computer)") OR (TI “machine learning” OR AB “machine learning”) OR (TI algorithm OR AB algorithm) OR (TI “Automatic Data Processing” OR AB “Automatic Data Processing”) OR (TI “computer aided detection” OR AB “computer aided detection”) OR (TI “artificial intelligence“ OR AB “artificial intelligence”)) ) AND ( ((MH "Pathology") OR (MH "Histology") OR (MH "Histocytochemistry") OR (MH "Immunohistochemistry") OR (TI histopathology\* OR AB histopathology\*) OR (TI patholog\* OR AB patholog\*) OR (TI histolog\* OR AB histolog\*) or ("whole slide imag\*" OR WSI OR (digit\* AND slide\*))) ) AND ( (TI valid\* OR AB valid\*) ) OR ( ((MH "Diagnosis") OR (MH "Decision Making, Clinical") OR (MH "Clinical Reasoning") OR (MH "Diagnosis, Computer Assisted") OR (MH "Image Interpretation, Computer Assisted") OR (MH "Diagnosis, Differential") OR (MH "Specimen Handling") OR (MH "Biopsy") OR (MH "Biopsy, Needle") OR (MH "Dissection") OR (MH "Microscopy") OR (MH "Diagnostic Tests, Routine") OR (MH "Early Diagnosis") OR (MH "Early Detection of Cancer") OR (MH "Prognosis") OR (MH "Neoplasm Staging") OR (MH "Treatment Outcomes") OR (MH "Treatment Failure") OR (TI diagnos\* OR AB diagnos\*) OR (TI diagnos\* OR AB diagnos\*) OR (TI classif\* OR AB classif\*) OR (TI prognos\* OR AB prognos\*) or (TI predict\* OR AB predict\*)) ).

1. IEEE via IEEE *Xplore*

(("Mesh\_Terms":"neoplasms, glandular and epithelial" OR "Mesh\_Terms":carcinoma OR "Mesh\_Terms":adenocarcinoma, mucinous OR "Mesh\_Terms":carcinoma, adenoid cystic OR "Mesh\_Terms":carcinoma, ductal OR "Mesh\_Terms":carcinoma, ductal, breast OR "Mesh\_Terms":carcinoma, lobular OR "Mesh\_Terms":carcinoma, mucoepidermoid OR "Mesh\_Terms":carcinoma, neuroendocrine OR "Mesh\_Terms":cystadenocarcinoma, mucinous OR "Mesh\_Terms":carcinoma, adenosquamous OR "Mesh\_Terms":carcinoma, papillary OR "Mesh\_Terms":carcinoma, squamous cell OR "Mesh\_Terms":"neoplasms, cystic, mucinous, and serous" OR "Mesh\_Terms":cystadenocarcinoma OR "Mesh\_Terms":"neoplasms, ductal, lobular, and medullary" OR "Mesh\_Terms":carcinoma, medullary OR "Mesh\_Terms":breast neoplasms OR "Mesh\_Terms":"hereditary breast and ovarian cancer syndrome" OR "Mesh\_Terms":inflammatory breast neoplasms OR "Mesh\_Terms":triple negative breast neoplasms OR "Mesh\_Terms":unilateral breast neoplasms) OR ((("Index Terms":cancer OR "Index Terms":carcinoma OR "Index Terms":malignant) OR ("Abstract":cancer OR "Abstract":carcinoma OR "Abstract":malignant)) AND (("Mesh\_Terms":breast OR "Mesh\_Terms":mammary glands, human) OR ("Index Terms":breast OR "Index Terms":mammary OR "Index Terms":mammarian) OR ("Abstract":breast OR "Abstract":mammary OR "Abstract":mammarian)))) AND (("Mesh\_Terms":algorithms OR "Mesh\_Terms":artificial intelligence OR "Mesh\_Terms":machine learning OR "Mesh\_Terms":deep learning OR "Mesh\_Terms":supervised machine learning OR "Mesh\_Terms":support vector machine OR "Mesh\_Terms":unsupervised machine learning OR "Mesh\_Terms":decision theory OR "Mesh\_Terms":decision trees OR "Mesh\_Terms":neural networks, computer) OR ("IEEE Terms":Machine learning algorithms OR "IEEE Terms":Artificial intelligence OR "IEEE Terms":Machine learning OR "IEEE Terms":Deep learning OR "IEEE Terms":Supervised learning OR "IEEE Terms":Unsupervised learning OR "IEEE Terms":Semisupervised learning OR "IEEE Terms":Support vector machines OR "IEEE Terms":Artificial neural networks) OR ("Index Terms":machine learning OR "Index Terms":artificial intelligence) OR ("Abstract":machine learning)) AND (("Mesh\_Terms":pathology OR "Mesh\_Terms":pathology, surgical OR "Mesh\_Terms":histology OR "Mesh\_Terms":histocytochemistry OR "Mesh\_Terms":immunohistochemistry) OR ("Index Terms":histopathology OR "Index Terms":histopathological OR "Index Terms":pathology OR "Index Terms":pathological OR "Index Terms":histology OR "Index Terms":histological) OR ("Abstract":histopathology OR "Abstract":histopathological OR "Abstract":pathology OR "Abstract":pathological OR "Abstract":histology OR "Abstract":histological) OR ("Index Terms":"whole slide images" OR "Index Terms":"whole slide imaging" OR "Index Terms":WSIs) OR ("Abstract":"whole slide images" OR "Abstract":"whole slide imaging" OR "Abstract":WSIs) OR (("Index Terms":digital OR "Index Terms":digitizing OR "Index Terms":digitized) AND ("Index Terms":slides)) OR (("Abstract":digital OR "Abstract":digitizing OR "Abstract":digitized) AND ("Abstract":slides))) AND (("Index Terms":valid\*) OR ("Abstract":valid\*)).

1. MICCAI via Springer link

(Breast OR mammary) AND (Cancer OR carcinoma OR tumor OR tumors OR tumour OR tumours OR neoplasm OR neoplasms OR malignant) AND ("artificial intelligence" OR "machine Learning" OR "Deep learning" OR "neural network" OR "computer vision" OR Algorithm OR Algorithms) AND (pathology OR histology OR histopathology OR histological OR histopathological OR "whole slide images" OR "whole slide imaging" OR WSI OR WSIs OR "digital slides") AND (valid\*). Filters: within miccai & Conference Paper & 2010 - 2022.

1. SPIE conferences

ABSTRACT:(Breast OR mammary) AND ABSTRACT:(Cancer OR carcinoma OR tumor OR tumors OR tumour OR tumours OR neoplasm OR neoplasms OR malignant) AND ABSTRACT:("artificial intelligence" OR "machine Learning" OR "Deep learning" OR "neural network" OR "computer vision" OR Algorithm OR Algorithms) AND ABSTRACT:(pathology OR histology OR histopathology OR histological OR histopathological OR "whole slide images" OR "whole slide imaging" OR WSI OR WSIs OR "digital slides") AND ABSTRACT:(validated OR validation OR valid OR validating OR validate). Filters: Proceedings & 2010 – 2022.