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Abstract

Switched reluctance machines (SRMs) have recently attracted more interest in many

applications due to the volatile prices of rare-earth permanent magnets (PMs) used

in permanent magnet synchronous machines (PMSMs). They also have rugged con-

struction and can operate at high speeds and high temperatures. However, acoustic

noise and high torque ripples, in addition to the relatively low torque density, present

significant challenges. Geometry and topology optimization are applied to overcome

these challenges and enable SRMs to compete with PMSMs.

Key geometric design parameters are optimized to minimize various objective

functions within geometry optimization. On the other hand, the material distribution

in a particular design space within the machine domain may be optimized using

topology optimization. We discuss how these techniques are applied to optimize the

geometries and topologies of SRMs to enhance machine performance. As optimizing

the machine geometry and material distribution at the design phase is of substantial

significance, this work offers a comprehensive literature review on the current state

of the art and the possible trends in the optimization techniques of SRMs. The

thesis also reviews different configurations of SRMs and stochastic and deterministic

optimization techniques utilized in optimizing different configurations of the machine.

This thesis introduces a new ON/OFF optimization method based on the line
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search method to overcome the limitations of the conventional annealing-based ON/OFF

optimization. The proposed method shows a faster convergence to optimal solutions

than the conventional annealing-based ON/OFF method. The thesis also compares

the performance of the generative optimization and the topology optimization of a

6/14 switched reluctance machine with the proposed method and the conventional

method. The two methods are applied to two different design domains of the machine

for topology and generative optimization and the results are compared to the results

of the annealing-based ON/OFF method. The results show the effectiveness of the

newly proposed method.

A new technique has been introduced in this thesis for reducing the time of cal-

culating stator radial force density waves of switched reluctance machines (SRMs).

The method is based on the finite element (FE) simulation of a fraction of an elec-

trical cycle. The new approach shows that a significant time reduction is achieved as

compared to the time required for stator radial force density calculation based on the

one mechanical cycle simulation method. As the switched reluctance motors intro-

duce new challenges in aspects such as acoustic noise, vibrations, and torque ripples,

the method introduced in this helps reduce the time of the optimization process of

switched reluctance machines in the design stage to improve the machine performance.

The proposed method is applied to radial flux switched reluctance machines. Three

different SRMs configurations were used to show the effectiveness of this technique in

different force components with minimal error as compared to the benchmark method

based on the FE simulation of one mechanical cycle.
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1.1 Background and Motivations

The uncomplicated design, the low cost, and the lack of rare earth materials make

the switched reluctance machines (SRMs) suitable for many different industries such

as electric vehicles (EV) and hybrid electric vehicles (HEV) [1, 2], micro-electro-

mechanical systems [3, 4], and renewable power generation [5]. The lack of rotor

windings and magnets from the rotor lets SRMs to operate at high speed and at

elevated temperatures. The winding of the stator of SRMs is usually a concentrated

winding which reduces the assembly and maintenance cost of the machine. Another

advantage of the concentrated winding is that it reduces the magnetic coupling be-

tween the SRMs phases as compared to the distributed winding-based machines,

which makes the SRMs more fault-tolerant [6]. All the mentioned advantages of the

SRMs make these types of machines a reliable choice for different applications [7–9].

However, the double salient structure of the SRMs creates challenges such as

high acoustic noise, vibrations, and high machine torque ripples [10]. The radial

forces acting on the stator structure are the main cause of the acoustic noise of the

machine [11]. However, the torque ripples are mainly due to the rotor tangential force

harmonics [12].

Extensive studies were performed to overcome these challenges and improve the

SRMs performance [12]. Topology and geometry optimization of the SRMs were used

to enhance the machine performance and overcome the machine disadvantages. In

geometrical optimization, the main geometrical design variables of the machine are

optimized to improve the machine’s performance [13]. However, in topology opti-

mization (TO), the material distribution in a selected design domain is optimized
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to enhance the machine performance [14]. The main weakness of geometrical opti-

mization is the limited degrees of freedom. Any increase in the number of variables

subject to optimization increases the complexity and the time of the optimization

process [12]. On the other hand, the TO allows for new designs without being limited

by the key design parameters of the machine.

Many published papers use TO to enhance electrical machines performance such

as maximizing mean torque, minimizing torque ripples, and minimizing radial force

[15–18]. TO was used in [19] to optimize the topology of the stator and rotor teeth

of a 6/4 SRM configuration to minimize the torque ripples of the machine. Despite

the TO being powerful in improving the SRMs’ performance, it suffers from a long

computational time.

The motivation of this research is to apply advanced TO and generative optimiza-

tion to reduce the SRMs torque ripple and radial force with reasonable optimization

time.

1.2 Objectives and Contributions

The main objective of this research is to improve the SRM performance through topol-

ogy and generative optimization and reducing the optimization time. The problem

assutated with the conventional methods of TO will be discussed and a new method

is introduced to solve these problems. Hence, there are five main contributions intro-

duced:

1. A review of the SRMs configurations, the excising optimization technique, and

the key performance parameters of SRMs.
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2. Introducing a new linesearch based method for topology and generative opti-

mization of electric machines design.

3. Improving the average torque and reducing torque ripples of a case study 6/14

SRM using the proposed method.

4. Introducing a new technique to reduce the computational time required for

stator redial force calculation and decomposition.

5. Improving the average torque, reducing the torque ripple, and reducing the

stator redial force of a case study 6/14 SRM using the proposed method.

The discussion in this thesis is limited to electromagnetic design. This thesis will

not cover mechanical design, vibrations, cooling design and acoustic noise.

1.3 Thesis Outline

In Chapter 2, the different configurations of SRMs are presented. The advantages,

the disadvantages, and the applications of each configuration has been highlighted.

A detailed review of the optimization technique used in the literature for SRMs opti-

mization and performance is presented in Chapter 3. The expected future trends in

this field are discussed in Chapter 3.

A review of SRMs principle of operation, modeling, and control is shown in Chap-

ter 4. Chapter 4 shows also the finite element (FE) modeling of the redial flux machine

and the linking MATLAB optimization script to a FEA commercial software to reduce

the optimization time. Chapter 4 shows also the flux density, torque, stator radial
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force density, torque sensitivity, and stator radial force density sensitivity calculations

based on the information exported from the FEA commercial software.

In Chapter 5, A new linesearch-based ON/OFF method for topology and genera-

tive optimization is presented to replace the conventional annealing-based ON/OFF

method and solve its long optimization time problem. Chapter 6 shows numerical

examples to the linesearch-based method for topology and generative optimization of

the stator and rotor design domain of the case study 6/14 SRM to reduce the torque

ripple and maximize the average torque of the machine. A comparison between the

performance of the conventional annealing-based ON/OFF method and the proposed

linesearch-based method is illustrated in Chapter 6.

As one of the objectives of the thesis is to minimize the optimization time, Chap-

ter 7 shows a new technique used to reduce the time required for redial force density

calculation. In Chapter 8, the method introduced in Chapter 7 is used for the eval-

uation of the redial force density components and the sensitivity calculation of the

radial force density at each iteration of the Topology and generative optimization of

the case study machine. Chapter 8 shows the numerical implantation of the proposed

linesearch-based ON/OFF method for redial force density components minimization,

average torque maximization and torque ripple minimization of the case study 6/14

SRMs

Chapter 9 concludes the thesis and discusses the future work.
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Switched reluctance machines (SRMs) are now attractive choices for various ap-

plications such as electric vehicles and hybrid electric vehicles [20], [1], wind power

generation applications [21], and micro-electromechanical systems (MEMS) [22, 23].

The reason is that they have a simple and rugged structure without any magnets or

windings on the rotor part [24]. The lack of the PMs and the winding on the rotor

allows the machine to run at high temperatures and high speeds [25]. It also reduces

the rotor weight, which increases the torque-to-inertia ratio of the machine and im-

proves the dynamic performance as compared to the induction machines (IMs) and

PMSMs [26, 27]. Additionally, the lack of rare-earth PMs from the machine design

makes SRMs a low-cost substitute to PM-based machines.

SRMs also use concentrated winding for the coils of phases, which decreases the

assembly and replacement costs. It also decreases the electromagnetic coupling be-

tween the machine phases, which improves the SRMs fault-tolerance capability [6].

These advantages improve the machine’s reliability and make SRMs a reliable option

for different applications [7–9]. However, the doubly salient nature of SRMs structure

introduces challenges such as high torque ripples and high acoustic noise and vibra-

tions [10]. The acoustic noise and vibrations are mainly due to the high radial and

axial forces for the radial and the axial SRMs configurations, respectively [10,28–32].

Moreover, SRMs are characterized by a small air gap thickness between rotor and

stator, which requires a precise manufacturing tolerance [33]. The machine drive

requires uncommon converters, which is another weak point of the machine drive

system [28–30].

Extensive research was performed to overcome these disadvantages and improve

the machine’s static and dynamic performance [1]. New configurations are developed,
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and optimization procedures are applied to enhance the machine’s performance. Ge-

ometry and topology optimization are used to overcome these disadvantages and allow

SRMs to compete with PMSMs [12]. In Geometry Optimization (GO), key design

parameters of the motor geometry are optimized to achieve various design objectives.

On the other hand, the material distribution in a particular design space within the

machine domain is optimized to improve machine performance through Topology Op-

timization (TO). In this chapter, different SRM configurations are illustrated. The

merits, demerits, and application of each of these configurations are described.

2.1 Main Configurations of SRMs

SRMs can be categorized based on the motion type to linear and rotary configura-

tions and based on the flux-flow orientation to radial and axial flux machines. There

are various stator/rotor pole combinations of SRMs. The number of rotor and stator

teeth, in addition to the number of phases, are determined to ensure a feasible de-

sign of SRMs [34]. Most of the possible design stator/rotor poles combinations were

illustrated in [35]. The selection of the machine configuration and stator/rotor poles

combination defines the performance and depends significantly on the application [35].

A classification of SRMs based on the configuration is shown in figure 2.1.

The number of poles and the flux direction determine the configuration of the

SRM. The classical and well-known designs of the SRMs adopt the radial flux ma-

chine with a rotor number of poles less than the stator number of poles. These

configurations are characterized by high torque ripples and high acoustic noise and

vibrations [36]. This issue is solved by increasing the number of rotor poles to be

higher than the number of stator poles. The torque density and the noise-causing
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Figure 2.1: The main configurations of SRMs.

radial/axial forces can be improved by selecting the number of the rotor poles to be

higher than that of the stator poles [36–38]. However, the high number of rotor poles

increases the operating frequency, which increases the machine core loss [39]. It also

decreases the conduction period per phase, which results in more switching losses and

requires high-cost position sensors [40,41]. SRMs with a higher number of rotor poles

are therefore more suitable for low-power and low-speed applications [35]. On the

other hand, machines with a lower ratio of the rotor to stator poles are selected for

better utilization of the volt-ampere converter rating [35].

In axial-flux SRMs (AFSRMs), the flux travels axially between the stator and

rotor. Due to the relatively shorter flux path, AFSRMs have a higher power density

than radialflux SRMs [42]. AFSRMs can be classified into three main categories.

These categories include single-stator single-rotor (single-sided) machine, two-airgap

(double-sided) machine, and multi-stack machine. The single-sided is the simplest

AFSRM structure [43, 44]; however, the disadvantage of this configuration is the

imbalance between the axial forces of the stator and rotor [45,46], which produces high

acoustic noise and needs to be accommodated in the bearing design [31]. The problem
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of the unbalanced axial force is solved by Double-sided AFSRMs configuration [47].

The Double-sided AFSRMs have a higher torque density; however, the structure is

more complex than the single-sided AFSRMs configurations [47–49]. The multi-stack

designs of the AFSRMs are much more complex structures as they should have at least

three rotors or three stators [31]. The advantage of the multi-stack AFSRMs is the

higher power and torque densities [31]. There are two types of multistack AFSRMs,

either having equal or different numbers of rotors and stators. The equal number

of rotors and stators has the disadvantage of unbalanced axial force; however, this

configuration has a higher torque density than the multi-stack AFSRMs with different

rotors and stators [31].

The linear SRMs configuration has a different function as it provides a linear

motion. Linear SRMs (LSRMs) have a similar structure to rotary SRMs, except that

the stator and rotor have a linear form. They consist of a stator (stationary part) and

a translator (moving part) [50]. LSRMs configurations comprise planar and tubular

designs. The planar linear SRMs has two types the unilateral-type and the Bilateral-

type. The unilateral type has the advantage of the simple structure as it consists of

one translator and one stator. However, the unilateral-type main disadvantage is the

high unbalanced axial forces between the stator and the translator, causing immense

friction between both parts. The friction potentially reduces the machine lifetime [51].

This disadvantage is solved by the Bilateral-type but with a more complex structure

consisting of two stators and a single translator [52]. All the planar Linear SRMs

have a common disadvantage of having transversal cuts and uniform magnetic field

distribution in the transversal direction. This problem is solved by the tuber-type

Linear SRMs that a tuber shape stator with no transversal cuts [53,54]. However, A
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precise shaft installation is needed to prevent unbalanced radial magnetic forces [55].

The construction, advantages, disadvantages, and applications of the different SRM

configurations are presented in this chapter.

2.2 Rotary SRMs

As illustrated in figure 2.1, rotary SRMs are divided into two configurations: radial-

flux SRMs and axial-flux SRMs. The radial-flux SRMs are divided into three types:

long-fluxpath SRMs, short- flux-path SRMs, and PM-assisted SRMs. On the other

hand, the axial flux SRMs are divided into single-stack SRMs and multi-stack SRMs.

In this subsection, the different configurations of the rotary SRMs are presented.

2.2.1 Radial-flux Rotary SRMs

Radial-flux rotary SRMs configurations comprise conventional long-flux-path, mutu-

ally coupled short-flux-path and PM-assisted SRMs. Conventionally, the flux flows

through the entire stator back iron. In short-flux-path configurations, the flux flows

in short loops containing the rotor and stator yokes and the adjacent poles [56].

The latter configuration has a relatively lower iron loss. However, it has higher

mutual inductance between phases, which reduces the machine’s fault tolerance ca-

pability [57]. Permanent Magnets (PMs) could be added to the stator in PM-assisted

machines to increase the machine co-energy, which increases the torque density and

efficiency [58, 59]. Radial-flux machines can have either an in-runner structure or

out-runner structure. Examples of the in-runner radial flux SRM configuration is

11
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Stator 
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Figure 2.2: An in-runner three-phase 12/8 radial-flux segmented-rotor SRM
configuration

shown in figure 2.2 and figure 2.3. Examples of the out-runner radial flux SRM con-

figuration is shown in figure 2.4 and figure 2.5. The out-runner motors are more

preferred for in-wheel drive applications as they can reduce the transmission losses

significantly [39,41,60–62]. It also has higher torque density due to the extended lever

arm, where the torque density may reach 2.4 times that of an in-runner counterpart

for the same spatial constraints as indicated in [63].

The rotor can be segmented or non-segmented, as shown in figure 2.2 and figure 2.3

for the in runner configurations and figure 2.4 and figure 2.5 for outrunner configura-

tions. The non-segmented design has a simple structure and provides higher average

torque and lower torque ripple [61], [64]. On the other hand, the segmented design
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Figure 2.3: an in-runner five-phase 10/6 radial-flux SRM
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Figure 2.4: a short flux path three-phase 12/8 segmented-rotor out-runner
radial-flux SRMs
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Figure 2.5: a non-segmented-rotor SRM three-phase 6/8 segmented-rotor out-runner
radial-flux SRMs

reduces the rotor weight and has higher torque density and lower rotor inertia [39].

The small rotor inertia also improves the machine’s dynamic performance [39].

2.2.2 Axial-flux SRMs

In axial-flux SRMs (AFSRMs), the flux travels axially between the stator and rotor.

Due to the relatively shorter flux path, AFSRMs have a higher power density than

radialflux SRMs [42]. Based on the machine structure and number of stators and

rotors used in the machine, AFSRMs can be classified into three main categories, as

illustrated in figure 2.6. These categories include single-stator single-rotor (single-

sided) machine, two-airgap (double-sided) machine, and multi-stack machine.

The single-sided type has the simplest structure as it consists of a single stator,

a single rotor, and one airgap [43, 44]. A crucial problem of this configuration is the
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Figure 2.6: The main topologies of axial-flux SRMs (AFSRMs)
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Figure 2.7: A single-sided toothed-rotor AFSRM
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Figure 2.8: A single-sided segmented-rotor AFSRM

imbalance between the axial forces of the stator and rotor [45, 46], which produces

high acoustic noise and needs to be accommodated in the bearing design [31]. There

are two types of single-sided AFSRMs: the toothed-rotor and segmented-rotor types,

as shown in figure 2.7 and figure 2.8, respectively [42].

The toothed-rotor type stator consists of a yoke, teeth, and coils, whereas the

rotor comprises a yoke and teeth. Alternatively, the stator of the segmented-rotor

type consists of coil-wound teeth, auxiliary teeth, and a yoke [42]. The rotor consists

of separate segments held together by a nonmagnetic material such as aluminum

or plastic. This SRM configuration has lower copper losses. It also has lower iron

loss due to the auxiliary stator poles that provide a shorter flux path. Plastic or

aluminum usage in the rotor to hold the rotor segments reduces the motor inertia,

which improves the dynamic performance of the machine [65].
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Figure 2.9: A 12/16 dual-rotor single-stator toothed-rotor AFSRM

Double-sided AFSRMs have a balanced axial force, and the available volume of

this machine is more effectively used for torque production [45–47]. This configuration

may have two outer rotors (dual-rotor configuration) or two outer stators (inner-rotor

configuration). The dual-rotor configuration has either toothed [66] or segmented

[67] rotors, as shown in figure 2.9 and figure 2.10, respectively. The segmentedrotor

topology provides higher torque and efficiency than the toothed-rotor one [68]. The

increase of the torque of the segmented-rotor type is due to the short flux path that

provides higher flux linkage compared to the toothed-rotor type [68].

The dual-stator inner-rotor AFSRM, shown in figure 2.11, is typically utilized

as an in-wheel actuator of electric vehicles [47], [69]. The rotor is segmented and

sandwiched by two identical external stators [70]. This topology has a small axial

length due to the absence of rotor yoke [69]. A non-magnetic carrier accommodates

the rotor segments [71].
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Figure 2.10: A 12/16 dual-rotor single-stator segmented-rotor AFSRM
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Figure 2.11: A 12/8 three-phase dual-stator inner-rotor axial-flux SRM.
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Figure 2.12: A three-phase unilateral-type planar LSRM with a four-pole translator.

2.3 Linear SRMs

Linear SRMs (LSRMs) have a similar structure to rotary SRMs, except that the

stator and rotor have a linear form. They consist of a stator (stationary part) and

a translator (moving part) [50]. LSRMs configurations comprise planar and tubular

configurations. figure 2.12 shows a three-phase unilateral-type planar LSRM with a

four-pole translator. The unilateral-type main disadvantage is the high unbalanced

axial forces between the stator and the translator, causing immense friction between

both parts. The friction potentially reduces the machine lifetime [51]. Bilateral-type

(double-sided) LSRMs, with two equal airgaps, could solve this issue [52].

shaft installation prevents unbalanced radial magnetic forces. Unlike unilateral-

and bilateral-type LSRMs, the tuber-type LSRM does not have a transversal cut and

has a uniform magnetic field distribution in the circumferential direction. The tuber-

type LSRM comprises transversal-flux [72,73], and longitudinal-flux [54] types accord-

ing to the flux direction to the translator. figure 2.13 shows a double excited-winding,

where both stator and translator are excited, tubular longitudinal-flux LSRM [73].
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Figure 2.13: A double-excited-winding tubular longitudinal-flux LSRM [73].

2.4 Summary

In this chapter, the different configurations of SRMs are presented. The advantages,

the disadvantages, and the applications of each of each configuration has been high-

lighted. As presented in this chapter, SRMs can be categorized based on the motion

type to linear and rotary configurations and based on the flux-flow orientation to

radial and axial flux machines. There are various stator/rotor pole combinations of

SRMs. The number of rotor and stator teeth, in addition to the number of phases, are

determined to ensure a feasible design of SRMs. Rotary SRMs are divided into two

configurations: radial-flux SRMs and axial-flux SRMs. The radial-flux SRMs are di-

vided into three types: long-fluxpath SRMs, short- flux-path SRMs, and PM-assisted

SRMs. On the other hand, the axial flux SRMs are divided into single-stack SRMs

and multi-stack SRMs. Linear SRMs (LSRMs) have a similar structure to rotary

SRMs, except that the stator and rotor have a linear form. They consist of a stator

(stationary part) and a translator (moving part).
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Switched reluctance machines (SRMs) have recently attracted more interest in

many applications due to the volatile prices of rare-earth permanent magnets (PMs)

used in permanent magnet synchronous machines (PMSMs). They also have rugged

construction and can operate at high speeds and high temperatures. However, acous-

tic noise and high torque ripples, in addition to the relatively low torque density,

present significant challenges. Geometry and topology optimization are applied to

overcome these challenges and enable SRMs to compete with PMSMs. Key geomet-

ric design parameters are optimized to minimize various objective functions within

geometry optimization. On the other hand, the material distribution in a particular

design space within the machine domain may be optimized using topology optimiza-

tion. The stochastic and deterministic optimization techniques applied to optimize

the geometries and topologies of SRMs to enhance machine performance are discussed

in this chapter. As optimizing the machine geometry and material distribution at the

design phase is of substantial significance, the chapter shows a comprehensive litera-

ture review on the current state of the art and the possible trends in the optimization

techniques of SRMs.

In section 3.1, the objective functions used in the literature for the performance

improvement of SRMs is reviewed. The stochastic and deterministic optimization

of the techniques used for SRM performance improvements are then reviewed in

section 3.2.

3.1 Performance Targets

This section reviews the different measures of the SRMs’ performance, which are

used as objective functions for performance improvement. These objectives include
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the maximization of torque, reduction of torque ripple, maximizing the efficiency,

and mitigation of radial force for minimization of acoustic noise and vibration of the

machine.

3.1.1 Torque Ripples

The SRM drives have more torque pulsation than other machine types due to the dis-

crete nonlinear torque of each phase and the doubly salient structure of the machine.

There are different definitions for torque ripples used in the literature as objective

functions as shown in equations (3.1.1) to (3.1.4), where Tmax and Tmin are the max-

imum and the minimum values of the torque profile over one electrical cycle, Tav is

the average torque, T (t) is the instantaneous torque as a function of time.

∆T = Tmax − Tmin (3.1.1)

TRn =
Tmax − Tmin

Tav
(3.1.2)

TRp =
Tmax − Tmin

Tav
× 100% (3.1.3)

∆Trms =

√
1

t2 − t1

∫ t2

t1

(T (t)− Tav)2 dt (3.1.4)

The duration t2 − t1 is the time of one complete electric cycle, ∆T is the peak-to-

peak torque ripple, TRn and TRp are the normalized and percentage torque ripple

respectively, and ∆Trms is the RMS torque ripple. Figure 3.1 shows the average torque
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and the peak-to-peak torque ripple in a typical torque waveform of 6/14 radial flux

SRM over one electric cycle operating at 1500 rpm.

The peak-to-peak torque ripple, the normalized torque ripple, and the percentage

torque ripple, shown in equation (3.1.1), equation (3.1.2), and equation (3.1.3) re-

spectively, are simple, but only the maximum and the minimum values of the torque

waveform are used to calculate the torque ripple. However, the RMS torque ripple

expression, shown in equation (3.1.4), is a function of all the torque waveform data

points. It measures the deviation of the torque data points from the average torque

line. The RMS torque ripple formula is often used for optimization to minimize the

SRMs torque ripples and improve the machine torque quality [24].

Reducing the torque ripple of SRMs is one of the hot research topics. Geometry

and topology optimization are common approaches to minimize the machine torque

ripples. In literature, arc angles of rotor and stator poles, the height of rotor and stator

poles, stator/rotor back iron thickness, number of phases, and stack length were used

to minimize the machine torque ripple. Also, the material distribution inside the rotor

and stator cores was optimized to reduce the torque ripple of SRMs [74,75]. Moreover,

drive control variables such as converter firing angle for each phase, conduction angle

for each phase, reference current, and the current waveform shape were used for torque

ripple minimization of SRMs. This research area is out of the thesis scope, but the

reader can find more in [24] and [76].

3.1.2 Average Torque and Torque Density

PMSMs have the highest torque density among other machine types due to the per-

manent magnet excitation. For the SRMs, the average torque and the torque density
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Figure 3.1: Typical torque waveform over one electric cycle of 6/14 SRM at 1500
rpm speed.

can be enhanced through the selection of the rotor and stator core materials and

optimizing the machine structure through geometry or topology optimization [77].

The cobalt iron and 6.5% silicon iron are usually used in SRMs to increase the torque

density due to the higher saturation limit that boosts the machine’s magnetic load-

ing [77, 78]. Figure 3.1 shows the average torque (black dotted line) of a 6/14 SRM

torque profile operating at 1500 rpm speed. The average torque can be calculated

using the following equation over one complete electric cycle:

Tav =
1

t2 − t1

∫ t2

t1

T (t)dt (3.1.5)

The torque density (in N.m/L) of the motor is defined as the motor average

torque to the motor volume. Also, the specific torque (in N.m/kg) can be used as an

optimization function which is the ratio between the average torque and the motor
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weight. Geometry and topology optimizations of SRMs were extensively applied in

the literature to enhance the average torque and torque density.

3.1.3 Efficiency Improvement

The SRM efficiency is commonly used as an objective function in literature to improve

machine performance. The core losses (Pcore ), the rotor windage loss (Pwin), and the

copper losses (Pcu) are the primary loss sources in SRMs. Minimizing these losses

can improve the SRMs efficiency, as illustrated in the following equation:

η =
Pmech

Pelec

=
Pmech

Pmech + Pcu + Pcore + Pwin + Pother

(3.1.6)

where η is the SRM efficiency, Pmech is the output mechanical power, Pelec is

the input electrical power, and Pother is the other losses that are not related to the

electromagnetic design as the bearing friction loss. The rotor windage loss is included

as an electromagnetically dependent parameter in this equation since it depends on

the rotor design due to the salient nature of the rotor structure. The selection of

the machine material can improve the machine’s efficiency. Copper magnet wires are

usually used for the coils due to the high thermal conductivity, high current carrying

capacity, and low electric resistivity compared to Aluminum counterparts [24]. The

core loss can be reduced by using low-loss magnetic steel, such as 6.5% high silicon

steel, low-loss silicon steel, laminated amorphous alloy, high resistivity soft magnetic

composites [79–81]. In addition to the materials’ selection, the SRMs key design

parameters and the material distribution in the design space are optimized to improve

the machine efficiency.
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3.1.4 Radial Force and Acoustic Noise

The high radial force components of SRMs are considered one of the big challenges.

Radial forces are the main sources of SRM vibration and acoustic noise [24, 82].

As mentioned in [82], the acoustic noise radiated from SRMs is relatively harsher

compared to induction machines and PMSMs, which limits utilizing the SRMs in

noise- and vibration-sensitive applications like white goods [82]. Consequently, ana-

lyzing and reducing SRMs acoustic noise receives much attention between researchers

[83,84].

In SRMs and electric machines in general, there are three primary sources of

acoustic noise and vibration: mechanical sources, aerodynamic sources, and electro-

magnetic sources. In this section, the review is focused on the electromagnetic source

of acoustic noise. The electromagnetic cause of acoustic noise and vibration of SRMs

is related to the machine excitation, which generates radial pressure on the machine

structure that can excite its natural frequency at different mode shapes [85]. Fig-

ure 3.2 shows a typical radial pressure on the stator structure of three-phase inner

rotor 6/4 SRM for one electric cycle. The radial force shown in the figure represents

the magnetic attraction between stator teeth and rotor teeth in the radial direction,

which deforms the machine stator structure. This deformation appears in different

mode shapes [85]. The radial force density acting on the machine’s different struc-

tures can be decomposed into different axial, circumferential, and temporal harmonic

orders (ax, u, v). In some cases, only the first axial mode is considered (ax = 1), and

the force density is decomposed to (u, v) harmonic orders. The forcing frequency of

each of these harmonics depends on the harmonic temporal order and the mechanical

27



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

frequency and can be calculated as follows:

ff (u) = |u|Nrfmech = |u|Nr
n

60
[ Hz] (3.1.7)

where ff is the forcing frequency of a radial force harmonic with electric temporal

order u, fmech is the rotor mechanical frequency, Nr is the number of rotor poles, and

n is the rotor speed in rpm. Figure 3.3 shows the 2-D FFT of the radial pressure acting

on the stator structure that is illustrated in Figure 3.2 as an example of the radial

pressure harmonic spectrum. Generally, the stator vibration in radial-flux SRMs is

modelled as the vibration of an equivalent cylindrical shell. The vibration modes of

SRMs stator are identified in circumferential and axial directions. Figure 3.4 shows

examples of different circumferential mode shapes of a cylindrical shell. Each of these

modes has a natural frequency depending on the structure dimensions and material

properties, such as Young’s modulus and Poisson’s ratio. The radial force density

harmonics excite the stator structure, and the acoustic noise occurs when the forcing

frequency of a certain spatial harmonic order becomes close to the natural frequency

of the corresponding circumferential mode shape.

Figure 3.5 shows the intersection between the natural frequency of six circumfer-

ential mode shapes of a stator structure (Circ = {0, 2, 4, 6, 8, 10}) with the forcing

frequency of five temporal order (u = {1, 2, 3, 4, 5}) of an inner rotor 6/4 SRMs. In

the figure, the rays represent the change of the harmonic pressure frequency with ro-

tor speed. It can be concluded from Figure 3.2 and Figure 3.5 that the motor at the

base speed will excite the circumferential mode shapes Circ = {2} with the harmonics

(v, u) = {(2,−1)}, Circ = {4} with the harmonics (v, u) = {(4,−2)}, and Circ = {4}

with the harmonics (v, u) = {(6,−3), (6, 3)}. The acoustic noise can be mitigated by
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a) b) c)

d) e)  f )

Figure 3.4: Circumferential vibration modes of radial-flux SRMs stator. a) Mode 0,
b) Mode 1, c) Mode 2, d) Mode 3, e) Mode 4, f) Mode 5.

either reducing the amplitude of these dominant harmonics or making the machine

structure stiffer. A stiffer structure has a higher natural frequency of the different

mode shapes, making it difficult to be excited within the motor speed range.

The geometrical design parameters of SRMs can be optimized to minimize the

amplitude of the most dominant harmonics that contribute to the acoustic noise [86].

The natural frequency of the different circumferential mode shapes of the machine

structure can be controlled by the mechanical design and the used material selection

of the stator as illustrated in [83, 87]. The drive control variables such as the phase

firing angle, the turnoff-angle, the reference current, and the current profile were used
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in the literature to eliminate or reduce the amplitude of selective spatial harmonic

orders to minimize the acoustic noise as discussed in [88–91].

3.2 Optimization Methods

Several optimization methods have been applied to the design of SRMs. These op-

timization methods are generally divided into deterministic and stochastic optimiza-

tion techniques. Deterministic optimization techniques require gradient information,

whereas stochastic optimization techniques search for an optimal solution in a ran-

domized way that does not require the objective function’s gradient information.

Deterministic optimization techniques reach an optimal solution faster and provide

a unique and precise solution [92]. However, the achieved solution is not guaran-

teed to be the global optimal solution for nonconvex functions [92]. The machine

design is usually a nonconvex problem with many local solutions. This makes it

challenging for deterministic optimization techniques to reach a global solution. The

optimization process can also be divided based on the number of objective functions

to single-objective optimization and multi-objective optimization.

This section reviews some of the deterministic and stochastic optimization tech-

niques used in electrical machine design. The deterministic optimization techniques

and the different ways to obtain the objective function gradient with respect to the

design parameters are discussed first. Then, the stochastic optimization techniques

are reviewed. At the end of this section, the multi-objective optimization problem is

discussed, and the multi-objective optimization techniques used for SRMs design are

reviewed.
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3.2.1 DETERMINISTIC OPTIMIZATION METHODS

Deterministic optimization methods use objective function gradients with respect

to the design parameters to guide the optimization iterates to the optimal solution

[93]. The convergence of a gradient-based optimizer depends on the accuracy of the

obtained gradients [94].

In this subsection, the objective function gradient estimation methods are covered

first. Then, the deterministic optimization algorithms used for SRMs are reviewed.

3.3.1.1 OBJECTIVE GRADIENT CALCULATION METHODS

The gradient (the objective function sensitivity to the design parameters) can be

estimated through numerical methods, adjoint variable methods, or using automatic

differentiation, as categorized in figure 3.6. Gradients are routinely computed numeri-

cally using forward finite difference (FFD) [95], backward finite difference (BFD) [95],

central finite differences (CFD) [96–98], and complex-step methods [98]. The FFD and

BFD methods require one additional simulation for each design parameter, whereas

the more accurate CFD requires two extra simulations for each design parameter.

This means that the FFD and BFD require n + 1 simulations, whereas the CFD

requires 2n + 1 simulations per gradient calculation, where n is the number of the

design parameters.

The approximations of these three methods when calculating the gradient of the

objective function f with respect to x at xi are illustrated in figure 3.7. A perturbation

h is utilized in this figure. All three methods are computationally expensive and may

require a convergence study to define the appropriate perturbation size h [98]. On the

other hand, the obtained gradients using the complex-step method (CSM) are more
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accurate than those obtained with finite difference. methods [94]. The CSM is not

subject to round off errors, and it can be generalized to any objective function [99].

However, it deals with a complex number variables, which is not applicable to the

SRMs design as all the parameters are real.

The discrete adjoint variable method [100–102] and continuum adjoint variable

method [103–106] outperform the finite difference methods in the number of required

objective function evaluations at each step [94]. Unlike finite difference methods, they
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obtain the objective function gradient with respect to all design parameters using

one additional simulation for each iteration [97, 100, 107]. The discrete approach is

typical as its equations are applicable to almost all FEA-based problems. However,

the sensitivity calculation requires information like the FE system matrix and vector,

which are not usually accessible. This limitation has been solved in [86] as the authors

were able to use the available data to reconstruct the FE system matrix and vector

and use it for discrete adjoint variable sensitivity calculation of SRM radial force with

respect to the different design parameters.

On the other hand, the continuum approach does not require extensive access to

the FE internal data structures. This method obtains sensitivity by differentiating

the governing variational equation before discretization. The sensitivity formulas are

formed using the material derivative concept of the continuum mechanics and based

on the analytical equations of the state and the adjoint variables as described in [103]

and [104].

Lastly, the automatic differentiation (AD) method calculates the derivatives of a

computer program output with respect to the inputs. It repeatedly applies the chain

rule to the program sequence of elementary arithmetic operations and functions. The

AD method has two operating modes, namely forward accumulation and reverse

accumulation [108]. The two modes compute the gradient of the function with a

seed vector that has the same number of the function’s inputs or outputs for forward

accumulation and reverse accumulation, respectively [108]. The AD method was used

to find the sensitivity of the electromagnetic force to different geometric parameters

of a linear actuator in [108].

The optimal solutions determined by deterministic optimization methods are based

35



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

Constrained Deterministic Optimization 

Lagrangian 

methods 
Sequential quadrating 

programing  

Interior Point 

method    
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on the accuracy of gradient calculations. There is a trade-off between the method

accuracy and optimization time, so the most suitable method to be used depends

mainly on the application and project timeline.

3.3.1.2 Deterministic optimization Algorithms used for SRMs design

Deterministic optimization methods usually utilize a single objective function. Multi-

ple objectives can be weighted together using aggregation methods such as arithmetic

mean operator, harmonic mean operator, and Bonferroni mean [109]. Deterministic

optimization methods can also be classified as unconstrained and constrained meth-

ods. The constrained methods are considered here since there are usually spatial

constraints on the different design parameters of SRMs and electric machines design

in general [110]. There are many constrained optimization methods that were ap-

plied to electric machines design. These include sequential quadratic programming,

Lagrangian method, and interior point method, as shown in figure 3.8 [92].

A general optimization problem (given in equation (3.2.1), equation (3.2.2), and
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equation (3.2.3)) is used to describe and illustrate the different deterministic opti-

mization methods throughout this section.

minimize: f(x) (3.2.1)

Subject to: gi(x) ≤ 0, i = 1, 2, . . .m (3.2.2)

Subject to: hj(x) = 0, j = 1, 2, . . . l (3.2.3)

where f(x) is the objective function, x is the vector of the design variables, The design

space is also subject to m inequality constraints and l equality constraints as described

in equation (3.2.2) and equation (3.2.3), respectively. The upper and the lower values

of the design variables are considered here a part of the inequality constraints in

equation (3.2.2). We consider in what follows some of the key optimization methods

used in the optimization problem solution given by equations (3.2.1) to (3.2.3).

LAGRANGIAN METHOD: The Lagrangian method [93] creates and solves a

sub-problem obtained by linearizing the constraints and applying Lagrange function

approximation at each step. In the algorithm, the objective function and all the

equality and inequality constraints are combined in a single function as shown in

equation (3.2.4). m slack variables, δ = [δ1, δ2, . . . , δm], are added to the inequality

constraints to create the Lagrange function:

(x, δ,λ,µ) = f(x) +
m∑
i=1

λi
(
gi(x) + δ2

i

)
+

l∑
j=1

µj (hj(x)) , (3.2.4)
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where λ = [λ1, λ2, . . . , λm] are the Lagrange multipliers for the inequality con-

straints and µ = [µ1, µ2, . . . , µl] are the Lagrange multipliers for the equality con-

straints. The problem described in equation (3.2.4) has (n + 2m + l) unknown vari-

ables, where n is the number of the design variables. A system of equations can

be formed to solve all of these unknowns by forming the gradient of the Lagrange

function with respect to all unknowns, as illustrated in [93]. The sequential quadratic

programming, NLPQLP, and the interior point methods are based on the Lagrangian

function to solve the optimization problem [86].

SEQUENTIAL QUADRATIC PROGRAMMING (SQP): This is an iter-

ative method that uses the objective function’s gradient for nonlinearly constrained

problems [111]. This method is considered one of the most effective methods for solv-

ing constrained nonlinear optimization problems. The method solves subproblems in

which the cost function is approximated as a quadratic function with linearized con-

straints [92]. The SQP is a time-efficient method if the number of design parameters

is not too large, the objective function and its gradients can be obtained with high

accuracy, the problem is smooth, and the design parameters are well scaled [112].

The basic idea of this method is to form a quadratic programming subproblem

at each step based on a quadratic approximation of the Lagrange function, equa-

tion (3.2.4). Then the quadratic programming can be formed as follows [93]:

min
d
∇f

(
xk
)T
d+

1

2
dTHkd (3.2.5)

Subject to: ∇gi
(
xk
)T
d+ gi

(
xk
)
≤ 0, i = 1, 2, . . .m (3.2.6)
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Subject to: ∇hi
(
xk
)T
d+ hi

(
xk
)

= 0, i = m+ 1, . . .m+ l (3.2.7)

where d is the search direction of the design parameters, ∇f
(
xk
)

and Hk are

the objective function gradient and the Hessian matrix of the Lagrangian function at

iteration number k, respectively, and ∇gi
(
xk
)

and ∇hi
(
xk
)

are the gradient of the

inequality and equality constraints at iteration number k, respectively.

At each iteration, the Hessian matrix of the Lagrange function is approximated.

The Hessian matrix can be approximated by the Broydon Fletcher Goldfarbo Shanno

(BFGS) approximation as follows [113]:

Hk+1 = Hk +

[
V k
]T
V k

[V k]T U k
−
HkU k

[
U k
]T [

Hk
]T

[U k]T HkU k
(3.2.8)

V k = ∇Lk+1 −∇Lk (3.2.9)

U k = xk+1 − xk (3.2.10)

where ∇ L is the gradient of the Lagrange function.

After solving the quadratic programming subproblem for the search direction d,

a linear search algorithm can be used to minimize the objective function along the

search direction and update the variable vector as follows:

xk+1 = xk + αd (3.2.11)

where α is the optimal change of the design variable.
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Figure 3.9: A flow chart of the sequential quadratic programming algorithm.

After determining the new design variable, the process is repeated till it reaches

the termination conditions. Figure 3.9 shows a flowchart of the sequential quadratic

programming method.

The SQP is considered one of the powerful deterministic optimization techniques.

The only problem related to this technique is the high computational cost for each

optimization step [114].
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INTERIOR-POINT METHOD: The interior-point method (IPM) is a con-

strained optimization method used for SRMs and electrical machines design optimiza-

tion. The IPM is a linear optimization technique based on the logarithmic barrier

method to solve the linear and nonlinear optimization problem as discussed in [115].

By using a barrier function in IPM, consider a nonlinear optimization problem such as

in equations (3.2.1) and (3.2.2), the constrained optimization problem is transformed

into an unconstrained optimization problem as follows [116]:

R(x, µ) = f(x)− µ
m∑
i=1

log (gi(x)) (3.2.12)

where µ is a positive scalar variable and called the barrier coefficient. As µ converges

to zero, the minimum of equation (3.2.12) converges to the solution of equation (3.2.1).

The gradient of the barrier function given in equation (3.2.12) is given as follows:

∇R = ∇f(x)− µ
m∑
i=1

1

gi(x)
∇gi(x) (3.2.13)

In addition to the function variable x, the Lagrange multiplier λ is introduced as

follows:

gi(x)λi = µ, ∀i = 1, . . . .,m (3.2.14)

From equations (3.2.13) and (3.2.14), the gradient of the barrier function becomes:

∇f(x)−ATλ = 0 (3.2.15)

where A is the Jacobian vector of the constraints. The Newton’s method is then
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applied to equation (3.2.14) and equation (3.2.15) as follows:

 H −AT

ΛA G


 Sx

Sλ

 =

 −∇f(x) +ATλ

µ−Gλ

 (3.2.16)

where H is the Hessian matrix of the barrier function, equation (3.2.12), G is a

diagonal matrix with Gii = gi(x). The system of equations in equation (3.2.16) is

solved for the design variable search direction, and the Lagrange coefficients search

direction, then the design variables and the Lagrange coefficients are updated for the

next step as follows:

xk+1 = xk + αSx

λk+1 = λk + αSλ

(3.2.17)

The best value of α can be found by the linear search along the search direc-

tion of the design variables and the Lagrange coefficients. The Hessian matrix in

equation (3.2.16) can be estimated for the next step by the BFGS approximation, as

illustrated in equation (3.2.8). The algorithm iterates till the termination condition

of the algorithm occurs [117].

In summary, this subsection reviewed the deterministic optimization technique

used in the literature for electric machine design. The reader can find a detailed

review of the various constrained deterministic optimization methods in terms of

simplicity, reliability, and efficiency in [92].

3.2.2 STOCHASTIC OPTIMIZATION METHODS

Stochastic optimization techniques search for an optimal solution with randomness.

They can deal with either single objective or multi-objective optimization problems.
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Different stochastic algorithms considered in this section include:

1. Swarm Optimization (SO) [118–121]: The algorithm mimics natural beings’

social behavior, such as birds and wolves, in searching for food.

2. Simulated Annealing (SA) [122, 123]: The algorithm simulates the heat treat-

ment annealing process to reach the best value of the design objectives.

3. Genetic Algorithms (GA) [124]: The algorithm imitates the evolution process

of species.

4. Evolutionary Algorithms (EAs) [125]: These algorithms mimic the evolution

process of species based on the concept of natural selection. GA can be con-

sidered as a subdivision of the EAs. The main difference is that the parent

selection in EAs is based on an equal probability of each individual, whereas

the parent selection in GA is based on the likelihood of success and the parents’

fitness values.

3.3.2.1 SWARM OPTIMIZATION TECHNIQUES

Many optimization techniques are inspired by the social behavior of beings in search-

ing for food such as particle swarm optimization [118, 119], ant colony [126], and ar-

tificial bee colony [127–129]. The swarm optimization algorithms are simple, robust,

and do not require the implementation of complex mathematical formulations [130].

Particle swarm optimization (PSO) was introduced by Kennedy and Eberhart

more than 25 years ago [118]. It is a heuristic optimization technique that mimics

the social behaviour of a group of beings that search for food and follow the group’s

leader. A flowchart that describes the particle swarm optimization algorithm is shown

43



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

Start

Initial population 

Swarm with randomly 

varying position and velocity 

Evaluate the fitness

Termination 

condition met?

Current fitness 

value better 

than local 

minimum?

Local minimum = present

Current better

Than global 

minimum? 

global 

minimum = 

present

Update velocity 

and position 

No

No

No

Yes

Store Global 

minimum 

End

Yes

Yes

No

Figure 3.10: A flowchart of the particle swarm optimization algorithm.

in figure 3.10. In PSO, each particle (individual) location is a point in the design space.

Each individual particle of the swarm is shifted at each iteration with a velocity that

is a function of the best achieved self and global locations at the current iteration.

This is represented mathematically as given in equations (3.2.18) and (3.2.19).

xki = xk−1
i + V k

i (3.2.18)

V k
i = wV k−1

i + C1d1

(
xi − xk−1

i

)
+ C2d2

(
x̃− xk−1

i

)
(3.2.19)

where xki and V k
i are the position and the velocity of the ith particle at the kth

iteration, respectively. xi is the best local solution of the ith particle and x̃ is the
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best global solution of all particles. C1 represents the cognitive learning factor that

connects each particle to its own best value. The best global value is connected to

each particle through the cognitive learning factor C2.w is an acceleration factor that

should be high at the first few iterations to explore a larger area in the parameters

space. It then gets smaller to make the algorithm converge faster. d1 and d2 take

random values between 0 and 1 .

As shown in figure 3.10, the algorithm starts by evaluating a random population’s

fitness with random positions and velocities. Then, the local minimum of that popu-

lation is stored and compared to that of the next population. The algorithm updates

the velocity and the positions of all population particles based on equations (3.2.18)

and (3.2.19). The algorithm keeps running till the termination conditions are satis-

fied.

3.3.2.2 SIMULATED ANNEALING OPTIMIZATION

Simulated annealing algorithm is one of the stochastic optimization methods used

extensively in the literature in electrical machines design optimization [75, 123, 131].

The algorithm is based on the heat treatment process of steel. It starts from a

condition where the steel particles have high energy and in high instability and motion

conditions. The particles cool down and reach a thermal equilibrium where they are

arranged in a structure with lower internal energy through the optimization process.

Through this process, the temperatures of the particles gradually decrease, and the

objective function tends to reach the optimal solution. Figure 3.11 illustrates a typical

procedure of the simulated annealing optimization technique. The algorithm starts

from an initial feasible point xk in the design space where the objective function
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f
(
xk
)

is evaluated. The equivalent temperature Tk at the kth iteration is estimated

based on equation (3.2.20).

Tk = Tk−1

(
1− k − 1

kmax − 1

)p
(3.2.20)

where Tk−1 and kmax are the temperature of the previous step and the maximum

number of allowable iterations, respectively, with the annealing coefficient p > 1. This

is not the only cooling formula used in simulated annealing optimization algorithm

and the reader can find other cooling formulas in [92].

The Metropolis rule is a step to accept the solution with a probability, y, based

on the new particle energy, E (xnew ), and the old particle energy E (xold ) as follows

[132]:

y =


1 if E (xnew ) < E (xold )

exp
(
−E(xnew )−E(xold )

T

)
if E (xnew ) ≥ E (xold )

(3.2.21)

Based on the algorithm flowchart in figure 3.11, the Metropolis algorithm is a very

important step in the SA algorithm to find the optimal solution of the problem.

In [131], a general multi-objective SA algorithm was utilized in a machine-related

optimization process. The algorithm was compared to the classical PSO, attractionrepulsion-

based PSO, Gaussian mutation-based PSO, and quadratic interpolation-based PSO.

The SA algorithm outperformed all these algorithms in terms of accuracy, robustness,

stability, and convergence rate.

The SA algorithm could improve the performance of classical PSO. Classical PSO

does not have an effective global search, so it may not converge to the global solution
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Figure 3.11: A flowchart of the simulated annealing optimization algorithm.
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Figure 3.12: The crossover and mutation processes of the GA optimization
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and converge instead to a local one [133]. SA can enhance PSO robustness and effec-

tiveness through the discrete PSO-SA algorithm at the expense of longer convergence

time since more computations are required [133].

3.3.2.3 GENETIC ALGORITHM OPTIMIZATION

The genetic algorithm (GA) was first introduced in the 1960s [92]. It mimics the

evolution process of the species and the concept of natural selection. This is mainly

performed through the processes of parents’ selection, crossover, and mutation, as

illustrated in figure 3.12. The parents (parameters values) are selected first based

on their fitness value (objective function value). The selection is generally based on

a probability function that uses high-fitness individuals to produce offspring from

their chromosomes. This means that the community fittest elements have the high-

est chance to produce the next generation. The algorithm encodes the values of the

parents into binary strings. All the variables’ binary strings are connected to a chro-

mosome. As shown in figure 3.12, the parents’ strings, blue and red, breed through

the crossover process where the parents share their chromosomes to generate children.

A random bit in each child string is then selected and inverted through the mutation
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process.

Figure 3.13 shows a flow chart of the GA procedure [134]. The algorithm begins

with an initial population with m individuals. The fitness of each of these design

points (individuals) is calculated. In the kth generation, two individuals are chosen

as parents. The crossover process is then applied with a high probability of up

to 0.9 to all the individuals with high fitness. Two children are created when the

crossover happens. The crossover probability, rc, controls the exploitation of the high

fitness individuals to generate offsprings. In contrast, if there is no crossover, the two

children will be copies of their parents. The mutation is then applied with a minimal

probability of up to 0.01 to each of the two children. The mutation probability,

rm, controls the exploration process and prevents the early convergence to a local

optimum solution. The new population replaces the old one, and the fitness of the
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mth population individual is evaluated. The crossover and the mutation processes

are repeated until the termination condition is reached [134].

The formulation of the population for a new generation in the GA is directly

influenced by rc and rm. In [135], the author showed that the fixed values of these

two parameters are less effective than the adapted values, and a better improvement

in the problem of global optimal point convergence can be achieved if these two

parameters become adaptive and dynamic. A fuzzy inference system was proposed

in [136] to adapt the values of rc and rm which improve the GA performance. This

algorithm is called genetic fuzzy algorithm (GFA) and is used in SRMs design in

the literature [13]. In order to deal with the nonlinear constraint, an augmented

Lagrangian genetic algorithm (ALGA) is proposed in [137]. The optimization problem

solved by ALGA is defined as follows:

minimize: f(x) (3.2.22)

Subject to: gi(x) ≤ 0, i = 1, 2, . . .m (3.2.23)

and hj(x) = 0, j = 1, 2, . . . l (3.2.24)

and Ax ≤ B (3.2.25)

and xlb ≤ x ≤ xub (3.2.26)

50



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

where xlb and xub are the lower and upper limits of the design, respectively. The

constraints in this method are divided into two types: the nonlinear constraints,

equation (3.2.23) and equation (3.2.24), and linear constraints, equation (3.2.25) and

equation (3.2.26). A subproblem is formulated by combining the nonlinear equality

and inequality constraints with the objective functions using the Lagrangian and the

penalty functions as follows:

R(x,λ, s, ρ) = f(x)−
m∑
i=1

λisi log (si − gi) +
l∑

j=1

λ(j+m)hj +
ρ

2

n∑
j=1

h2
j (3.2.27)

where λ is the Lagrangian multiplier estimate, s is a nonnegative shift, and ρ is a

penalty parameter. The algorithm starts with an initial value of ρ. The GA algorithm

minimizes a series of subproblems. At each one of the subproblems λ, s and ρ are

constants. When the subproblem is minimized with the required accuracy, the values

of λ, s and ρ are updated to form the next subproblem. This process is repeated till

reaching the stop criteria [137]. In this way, the GA algorithm can solve optimization

problems with nonlinear equality and inequality constraints [137].

3.2.3 OTHER OPTIMIZATION TECHNIQUES USED IN

THE DESIGN OF SRMs

This subsection reviews the optimization techniques that are not categorized as

stochastic or deterministic techniques and used for SRMs design. This includes the

design of experiments, response surface method, and Taguchi’s method. This part

also discusses the concept of multi-objective optimization.
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Figure 3.14: An example of the number of FE simulations DoE required when using
the OFAT method for three variables with two levels.

3.3.3.1 DESIGN OF EXPERIMENTS METHOD

One of the time-efficient multi-objective optimization methods used for electrical ma-

chine design is the design of experiments method (DoE). DoE is a statistical opti-

mization tool that effectively quantifies the effects of changing the geometrical design

variables on the SRMs responses [120]. For a small number of design variables, the

one factor at a time (OFAT) method is used. However, this method becomes im-

practical after a certain number of design variables as the number of FE evaluations

increases exponentially with the number of design variables. As shown in figure 3.14,

with only three variables and two levels for each design variable, eight FE evaluations

are required with the OFAT method. In general, the number of process evaluations

for this method is Ln, where L is the number of levels and n is the number of the

design parameters.

The central composite design (CCD) and the Latin hypercube design (LHD) meth-

ods are used to overcome the OFAT limitation on the number of parameters. In the
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CCD, the sample points are distributed at the center and the corners of the design

space [138]. However, with a wide design space range, it is difficult for the CCD to

gather the global response information of the electric machine [120]. The LHD cov-

ers the design space by random samples with the advantage of flexibility and better

space-filling [139].

3.3.3.2 RESPONSE SURFACE METHOD

Another method used for multi-objective optimization is the response surface (RS)

method. In the response surface method, the responses of the different objectives

are evaluated at different points in space, then the response at any other point in the

design space is evaluated by interpolation. The RS becomes the surrogate model of the

SRM for multi-objective optimization using multi-objective optimization methods,

such as PSO or GA [140].

3.3.3.3 TAGUCHI’S METHOD

According to this method, the optimization process consists of four steps: planning,

conducting, analyzing, and validating [141]. The method starts with the planning

phase, where the design parameters are selected and the required simulations are

determined. The method is based on an idea called orthogonal array to determine

the number of simulations required for the optimization. Table 3.1 presents a typical

orthogonal array used in an optimization process consisting of four parameters and

three levels for each parameter. This array is called L9 (34), which means that nine

simulations need to be conducted to optimize four parameters with three levels.
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Table 3.1: L9 (34) Taguchi’s method orthogonal array for four design variables: with
three design levels for each variable.

Simulation number
Design variables
A B C D

I 1 1 1 1
II 2 2 2 1
III 3 3 3 1
IV 3 2 1 2
V 1 3 2 2
V I 2 1 3 2
V II 2 3 1 3
V III 3 1 2 3
IX 1 2 3 3

The second phase of Taguchi’s method is to conduct all the simulations planned

in phase 1 . The results are then analyzed to know the effect of each parameter

on the objective function through a statistical study, and the best performance is

selected [142]. Taguchi’s method was utilized in the design of SRMs, and more details

can be found in [142–144].

3.3.3.4 MULTI-OBJECTIVE OPTIMIZATION DESIGN OF SRMs

As discussed in section 3.1, different performance indices can be used as objective

functions when optimizing SRMs. In multi-objective optimization, more than one

performance index of SRMs are considered, and solution candidates are processed

differently, as discussed in this section.

Most of the research efforts to improve the SRMs performance utilized only one

objective function. However, improving only one performance metric at a time may

have adverse effects on the other indices. On the other hand, multiobjective opti-

mization provides a set of optimal solutions, which considers the behaviour of more
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than one performance index [145]. Therefore, multi-objective optimization can pro-

vide better SRM designs from different perspectives compared to the single-objective

optimization to fit the needs of the different applications [120,146].

The multi-objective optimization problems of SRMs can be described as follows:

minimize: f(x) (3.2.28)

Subject to: gk(x) ≤ 0, k = 1, 2, . . .m (3.2.29)

Subject to: hj(x) = 0, j = 1, 2, . . . l. (3.2.30)

xlow ≤ x ≤ xup (3.2.31)

where f(x) = [f1, f2, . . . . . . . . . fh] : x → Rh is the objective functions vector, h

is the number of objective functions, x is the design variable vector defined in the

design space Rn, n is the number of the design parameters, whereas xup,xlow are the

upper and lower boundary vectors of the design variables, respectively. The design

space is subject to m inequality constraints and l equality constraints, as shown in

equation (3.2.29) and equation (3.2.30), respectively.

In multi-objective optimization, the notation of ”optimum” is called a ”Pareto

optimal solution”. A multiobjective optimization solution is called a Pareto optimal

solution or non-dominant solution if there is no way to improve one objective without

adversely affecting one or more of the other objectives. The group of Pareto optimal

solutions of the optimization problem is called the Pareto front set of solutions. A

graphical representation of a multiobjective optimization solution of a two-objective

function problem is shown in figure 3.15. The solutions A and B are nondominant,

whereas solution C is dominant. C is not an element of the set of the optimal solutions

as other solutions can improve both objective functions simultaneously compared to
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Figure 3.15: A graphical representation of the solutions of a two-objective
optimization problem and the Pareto front set of solutions.

the objective functions’ values of solution C.

After defining the set of Pareto front solutions, a decision making method should

be used to select one of the Pareto front set elements as an optimal solution based

on the design requirements. The decision-making process is based on the trade off

between the different objectives to satisfy the design requirements [147].

Stochastic optimization techniques such GA [13, 123, 148–150], PSO [151, 152],

and SA [75, 123], were used for multi-objective optimization of SRMs in the litera-

ture. A more detailed literature review of the single-objective and the multi-objective

optimization of SRMs is discussed in the next chapter.
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Figure 3.16: Main optimizable design parameters of SRMs.

3.3 Geometry Optimization of SRMs

After reviewing the different deterministic and stochastic optimization methods used

in literature for electric machines design, this section illustrates how these techniques

were applied to enhance the performance of SRMs. The geometry of electric machines

is usually optimized to enhance performance. Section 3.3 shows the geometrical

optimizable design parameters of SRMs. The parameters hs and hr are the length of

the stator and rotor teeth, respectively. The parameter ys is the stator yoke thickness,

whereas yr is the rotor yoke thickness. The parameters βs and βr are the arc angles of

the stator and rotor teeth, respectively. The parameter θs represents the taper angle

of stator teeth, whereas θr is the rotor teeth taper angle. The parameter g is the

airgap length and Rsh is the shaft radius. The stator outer diameter and stack length
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are not commonly optimized since they are constrained by the application [153].

In [123], GA and SA were used to optimize the stator and rotor teeth arc angles,

rotor diameter, and stack length of a 1 kW four-phase 8/6 radial-flux SRM to maxi-

mize the motor power density. The SA algorithm was able to achieve more than twice

the power density increase achieved by GA [123]. However, SA required ten times

longer time compared to GA.

The same geometric parameters were optimized in [75] to improve the power

density of a two-phase 4/2 unidirectional radial-flux SRM by GA and SA. The SA

algorithm was found to be more effective as it increased the machine power density

by ∼ 27% as compared to an 11.7% increase using GA. The results show the fast

convergence of the SA algorithm as compared to GA. Despite its superior perfor-

mance, there is no much-reported research on using SA in the geometry optimization

of SRMs.

In [152], a classic multi-objective PSO algorithm was applied to minimize the

torque ripple and maximize the average torque of a four-phase 8/6 1.1-kW radial-flux

SRM by optimizing the machine geometry. The considered geometric parameters are

stator outer diameter, outer rotor diameter, stack length, air gap length, and stator

and rotor teeth arc angles. The achieved results were compared to those of GA. The

PSO increased the average torque by 5% and reduced the torque ripple by 7% as

compared to the average torque and the torque ripple achieved by using GA.

A hybrid PSO-GA algorithm was applied to maximize the average torque and

minimize the magnetic loss of a fourphase 8/6 radial-flux SRM [148]. The arc angles

of the stator and rotor teeth and the thickness of the stator and rotor yokes were used

in the optimization process. It was found that a proper selection of the weighting
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factors (C1 and C2 in equation (3.2.19)) and the acceleration factor w, increases the

convergence rate of the PSO algorithm [148].

To decrease the computation time of FEA-based SRM optimization, the authors

in [152] used an artificial neural network ANN-based model to predict and optimize

the performance of a four-phase 8/6 3.7-kW radial-flux SRM. The rotor and stator

teeth arc angles were optimized to increase the average torque and reduce the torque

dip. The PSO and GA algorithms were used for the optimization problem. The

GA algorithm increased the average torque by 27.9% and reduced the torque dip

by 34.4% as compared to the initial design. On the other hand, the proposed PSO

algorithm increased the average torque by 29.1% and reduced the torque dip by

34.7% as compared to the initial design. The PSO algorithm also showed a faster

convergence than the GA algorithm in this study.

In [154], the objective was to maximize both the average torque and the inductance

ratio (to minimize the torque ripple) of a four-phase 8/6 3.7-kW SRM using PSO and

GA. The inductance ratio is the ratio between the unaligned and aligned inductances.

The PSO and GA increased the inductance ratio by 88.9% and 85.9% and the average

torque by 29.1% and 27.9% as compared to the initial design, respectively. The PSO

outperformed the GA in terms of design space exploration, speed of convergence, and

robustness.

In [153], a multi-objective PSO (MOPSO) algorithm was used to simultaneously

maximize the average torque, torque to copper loss ratio, and torque to motor active

volume ratio (torque density). The considered optimization parameters are the stator

and rotor pole arc angles. Weighting factors were used to provide a single objective
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out of the required three objectives. A prototype of the optimized motor was im-

plemented, and a good match was found between the experimental and simulation

results.

In [153], a multi-objective PSO (MOPSO) algorithm was used to simultaneously

maximize the average torque, torque to copper loss ratio, and torque to motor active

volume ratio (torque density). The considered optimization parameters are the stator

and rotor pole arc angles. Weighting factors were used to provide a single objective

out of the required three objectives. A prototype of the optimized motor was im-

plemented, and a good match was found between the experimental and simulation

results.

A novel multi-objective genetic particle swarm optimization algorithm (MOG-

PSO) was proposed in [151] to increase the torque density and efficiency of a three-

phase 12/81.5− kW bearingless SRM (BSRM). The rotor yoke thickness, rotor pole

height, and stator pole height and width were considered for the optimization process.

The torque density increased by 287.6%, and the efficiency of the machine increased

by 1.54% compared to the initial design. The process was based on an analytical

model of the BSRM. The results were validated by FEA, where the analytical model

showed a maximum error of 12.12% as compared to the FEA model. The results

showed that the proposed MOGPSO could search for more accurate non-dominated

solutions in the Pareto front than the MOPSO [151].

The ant colony, artificial bee colony, and firefly algorithms are not commonly

utilized to optimize the geometries of SRMs. Instead, they are used to optimize

the control parameters of the machine drive circuit to increase the average torque

and reduce the torque ripple [155–159]. A metaheuristic ant colony algorithm was
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used in [160] to maximize the average torque and efficiency of a three-phase 18/12

outrunner radial-flux SRM based on the motor analytical model. The optimization

process considered five geometric parameters: the arc angles of stator and rotor teeth,

the thickness of stator and rotor yokes, and rotor bore diameter. The average torque

increased to 426.4Nm, and the motor efficiency increased to 95.66% at the operating

speed. A maximum error of 6.5% was found between the analytical and FEA model

results.

GA is prevalent in the geometry optimization of SRMs. It is very suitable for

such an application due to the existence of many local minima that arise from the

machine’s nonlinearity [161, 162]. GA was used in [163] to maximize the torque of

a three-phase 6/4 radial-flux SRM. The considered geometric parameters were the

thickness of the stator and rotor yokes, shaft radius, height and arc angles of the

stator and rotor teeth, air gap length, and stack length. The GA algorithm increased

the average torque by 3.75% higher than the heuristically optimized machine. In [162],

GA was utilized to maximize the torque density of a 10−kW 48/50 low-speed slotted

SRM (SSRM) for direct-drive wind energy generation. The optimization process was

based on a 2D-FEA motor model to increase the accuracy at the expense of a longer

optimization time. The thickness of the stator and rotor yokes, in addition to the

stator and rotor teeth parameters, were optimized.

The GA algorithm and the SQP algorithm were used to optimize three-phase 6/4

60 kW SRM to maximize the torque per ampere ratio of the machine in [164]. The

GA optimization results showed that it is independent of the initial design. However,

the SQP final design was changed by changing the initial design.

In [165], the Augmented Lagrangian Genetic Algorithm (ALGA) was compared
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to the parametric solution selection (PSS) method in optimizing a four-phase 8/14

radial-flux SRM based on a 2D FEM model of the machine. The objective is to max-

imize the average torque, torque factor (product of peak and average static torques

of half electric cycle), loss factor (ratio of average torque to motor copper losses),

torque density, and torque quality factor (ratio of average to peak static torques) and

to minimize the torque ripple. The objective function was formed by the weighted

sum of the different mentioned objectives. In the ALGA optimization, the considered

parameters are the arc angles and taper angles of stator and rotor teeth, the thickness

of stator and rotor yokes, and stator pole teeth height. Only stator and rotor teeth

arc angles were considered in the case of the PSS optimization. The peak steady-state

torque increased by 4.65%, the average steady-state torque increased by 4.8%, the

torque factor increased by 7.02%, the torque quality factor increased by 2.73%, the

torque density increased by 1%, the loss factor increased by 38.59%, and the torque

ripple decreased by 2.34% in the case of using ALGA compared to PSS. However,

the comparison does not seem reasonable as the considered parameters are different

in both cases.

Multi-objective GA optimization was used in [149] to optimize the geometry of a

four-phase 24/18 18.6-kW SRM for an aerospace application. The stator and rotor

teeth arc angles, outer rotor diameter, and stack length were optimized to increase

the flux linkage to maximize the torque and the power per unit volume. The GA

optimization results were compared to those resulting from a heuristic approach.

The power density and maximum torque of the GA-optimized design are 13.97% and

12.1% higher than the heuristically optimized one.

The authors in [13] used the genetic fuzzy algorithm optimization method to
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maximize the efficiency and minimize the torque ripple of a four-phase 8/6 4-kW

radialflux SRM. As previously explained, the conventional GA algorithm selects the

parents based on a probability function that gives the fittest individuals more chance

to produce offspring from their chromosomes. The objective functions are combined

with fuzzy weights in [13] to ensure that the fittest individuals for all objective func-

tions have the highest probability of being selected. Nine different geometric param-

eters and the number of turns per phase were considered in the optimization process.

The method improved motor performance as the efficiency increased by 4%, and the

torque ripple decreased by 18% compared to the initial design.

In [166], a kriging-method-based surrogate model of a two-phase unidirectional

4/2SRM was used to reduce the optimization time of the Pareto archived evolution

strategy algorithm by reducing the number of the FEA simulations. The objective

was to minimize the torque ripple and maximize the starting torque per phase. Each

rotor tooth was divided into two parts of different heights in this design, as shown

in Section 3.3. The considered optimization parameters are β0, Ig1 and Ig2. This

procedure increased the starting torque by 25% and reduced the torque ripple by

57.6% compared to the initial design.

The complexity of multi-variable geometry optimization of a 12/8 low-speed SRM,

used in micro electric vehicles, was minimized in [167] using a subset quasi-orthogonal

algorithm. The algorithm optimizes the outer rotor diameter, arc angles of stator and

rotor teeth, and stator and rotor yoke thicknesses to minimize the torque ripple and

maximize the average torque. The proposed optimization technique comprises four

steps. The constraints were first determined. Then, the sensitivities of the torque and

torque ripple to the considered parameters were obtained. Thirdly, the multi-variable
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Figure 3.17: The optimizable geometric parameters in [166]

optimization problem was divided into three subsystems according to the sensitivity

with respect to the parameters. Finally, subsystem optimization was sequentially

performed. A significant drawback of this procedure is that the sensitivities were

calculated once based on the initial design. The change in the sensitivities, as the

design changes, was not and the average torque increased by more than 8% compared

to the initial design.

The concept of reducing the number of design variables based on their sensitivities

was also presented in [120]. Based on the sensitivity analysis of the torque density,

efficiency, and torque ripples to the different design parameters, the number of design

parameters decreased from 13 to 6 . The 6 design parameters are selected based on

their objective function sensitivity.

The authors of [168] utilized a Pareto-based multiobjective differential evaluation
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method to maximize the static torque, efficiency, and torque per volume of a three-

phase 18/12 outer-rotor radial-flux SRM for in-wheel EV application. The considered

parameters are stator outer diameter, stator and rotor teeth arc angles, and stator

and rotor yokes’ thicknesses. In the Pareto-based optimization, the algorithm provides

a set of nondominant solutions and level the selection process to the decision-maker

[168]. An analytical model of the SRM was used in the optimization process to reduce

the computational time. The optimized design was validated numerically, using 3D

FEA simulations, and experimentally.

The average torque and the inductance ratio coefficient of an 8/6 SRM were

maximized in [152] using a PSO method with an adaptive accelerating factor. The

stator and rotor outer diameters, stack length, airgap thickness, and the arc angles

of stator and rotor teeth were considered. The PSO optimization method was able

to increase the average torque by 32.5% and decrease the torque ripple by 34.97%

compared to the initial design.

The GA algorithm was used to maximize efficiency and minimize the torque ripple

of a four-phase 8/6 4-kW SRM [13]. The stator and rotor outer diameters, number

of phase turns, air gap length, the thickness of stator and rotor yokes, and the height

and arc angles of the stator and rotor teeth were considered in the optimization

process. A magnetic equivalent circuit model of the machine was used to reduce

the optimization time. The objective functions were joint with fuzzy membership

functions such that the fittest chromosomes for all objective functions have a higher

probability of continuing to the next generation [13]. However, the other chromosomes

could be considered in the next generation according to their fuzzy weights [13]. The

fuzzy expert performance predictor is designed based on a sensitivity analysis of the
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motor parameters [13].

In [95], an interior-point optimization algorithm used the adjoint-based sensitiv-

ities to optimize the geometry of a 6/14 radial-flux SRM to maximize the machine

static torque characteristics. The considered parameters were rotor teeth height, sta-

tor yoke thickness, rotor yoke thickness, stator pole arc angle, rotor pole arc angle,

stator teeth taper angle, and rotor teeth taper angle. The average value of the static

torque half-cycle increased by 33.52% compared to the initial design.

The average torque and torque per inertia of a fourphase 8/6 SRM for high-

acceleration applications were maximized in [169] using one factor at a time (OFAT)

design of experiments optimization. OFAT is a method of designing experiments that

simulates one parameter change at each step instead of multiple factors. It does not

require previous knowledge about the optimization problem. However, the number

of simulations needed increases exponentially with the number of design parameters

[121].

In [170], Taguchi method was used to decrease the required number of simulations

and the simulation time. Eight geometric parameters were considered in the opti-

mization process [169]. After 2189 simulations, the peak static torque increased by

5%, and the average static torque increased by ∼ 2% compared to the initial design.

The influence of different stator and translator geometric parameters of planar

and tuber LSRMs on the electromagnetic force and electromagnetic force ripples were

studied in [171, 172]. In [171], the number of phases, pole stroke (distance covered

by the translator’s teeth from two consecutive aligned positions when two successive

phases are excited), and the current density were optimized to maximize the force

per copper mass and the force density of a longitudinal flux double-sided LSRM. The

66



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

force density increased by 132%, and the force per copper mass increased by 78%

compared to the initial design.

The study in [172] shows that increasing the translator pole width of single-sided

LSRM, Figure 2.12, increases the trust force but decreases the specific force of the

machine at the same time. The study also shows that increasing the translator pole

pitch increases the trust force but also increases the cogging force at the same time.

The stator pole width has to be carefully selected to maximize the average trust

force and minimize the force ripples of that machine [172]. The effect of the stator

pole shoe shape of the single-sided LSRM is also discussed in [172]. One way to

maximize the thrust force and minimize the force ripple is to optimize the skew and

taper angles of stator poles [172]. One of the critical parameters of the LSRM is the

airgap length, the length of the gap between the translator and the stator. The length

reduction increases the trust force but increases the force ripple at the same time, so

this parameter should be carefully optimized based on the application needs [172].

In [173], an EA-based optimization algorithm was used to optimize the stator

and translator pole width and height and stator yoke thickness of a double-sided

longitudinalflux LSRM. The optimization objective was to achieve a low mass to force

ratio and improve the force quality for verticalmotion applications. The mass-to-force

ratio was decreased by 8.15%, and the force ripple decreased by 76.5% compared to

the initial design.

The authors of [174] used the different geometrical parameters sensitivities to mini-

mize the force dip ratio and to maximize the active payload ratio of a segmented-stator

single-sided planar LSRM. A high payload ratio means a high on-load capacity, which

indicates a high conveyance efficiency. The distance between two stator segments,
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translator pole width, translator pole tip width and height, and the stator segment

slop angle are the parameters used for optimization. The payload ratio increased by

43.8%, and the force dip ratio decreased by 21.3% compared to the machine’s initial

design.

The authors of [174] used the different geometrical parameters sensitivities to mini-

mize the force dip ratio and to maximize the active payload ratio of a segmented-stator

single-sided planar LSRM. A high payload ratio means a high on-load capacity, which

indicates a high conveyance efficiency. The distance between two stator segments,

translator pole width, translator pole tip width and height, and the stator segment

slop angle are the parameters used for optimization. The payload ratio increased by

43.8%, and the force dip ratio decreased by 21.3% compared to the machine’s initial

design.

In [153], the one factor at a time DoE was used to optimize the stator and the

rotor pole arc angles of an inner-stator outer rotor 8/6 SRM with four-level for each

variable to maximize the mean torque, mean torque per copper loss ratio, and torque

density. The weighted average method was used to select the solution that satisfies

the design requirements.

In [140], the central composite design (CCD) method was used to build the re-

sponse surface models of the torque ripple and efficiency of a four-phase 8/6 inner-

rotor SRM. The design variables were stator and rotor pole arc angles and phase

turn-off angles. A multi-objective GA method was used to minimize the torque rip-

ple and maximize the motor efficiency. Finally, the Pareto front was drawn to select

the optimal solution. The torque ripple decreased by 33.25%, and the motor efficiency

increased by 3.43% compared to the initial design.
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Geometry optimization was used in the literature for SRMs core losses reduction.

In [175], the tooth width to pole arc angle ratio, the rotor diameter to the machine

outer diameter ratio, and the pole arc angle to the airgap length ratio were used

to minimize the torque per ohmic loss and maximize the efficiency of a three-phase

6/4 SRM. The stack length, the airgap thickness, and the number of turns were

optimized in [176] to maximize the machine efficiency of an SRM. The efficiency of

the considered machine increased to 86%.

These studies and more are summarized in Table 3.2 to give the reader an overview

of the methods and the objective functions that were used in the literature for SRMs

geometry optimization.

3.4 Topology Optimization of SRMs

In geometry optimization, geometric parameters, such as those shown in Section 3.3,

are optimized to enhance the machine performance. The number of design parameters

is fixed in geometry optimization, and the geometry follows a predetermined template.

Another type of optimization, topology optimization (TO), allows the topology of the

structure to evolve to a new topology in an iterative way. For example, flux barriers

inside the rotor or the stator design spaces could be added and optimized for per-

formance improvement [184–186]. These barriers increase the number of optimizable

parameters if geometry optimization is used, which increases computation time and

complexity [187]. Also, geometric parameterization and optimization of flux barriers

are not flexible to reach the best shape [187]. Topology optimization provides more

smooth barrier designs as it allows a flexible material distribution in the considered

domain to achieve the objective functions [188]. An example of the flux barrier design
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Table 3.2: Summary of the reviewed studies and some other studies about geometry
optimization of SRMs.

Reference
Machine

Configuration
Optimization

Objective Function
Experimental

Validation
of the Design

Optimization
Type

Optimization
Method

Average
Torque

Torque
Ripple

Torque
Density

Radial
Force

Efficiency
.

[123] 4-phase 8/6 Geometry SA/GA - * * - - No
[153] 4-phase 8/6 Geometry DOE * - * - * YES
[175] 3-phase 6/4 Geometry N/M ∗ − − − ∗ No
[13] 4-phase 8/6 Geometry GA − ∗ − − ∗ No

[176] N/M Geometry
Response
surface

− − − − ∗ No

[74] 3 -phase 6/14
Geometry/
topology

Interior point&
On/off TO

∗ ∗ − − − No

[150] 3 -phase 12/8 Geometry GA ∗ ∗ − ∗ − No
[163], [177]
[148], [152]

4-phase 8/6 Geometry PSO& GA ∗ ∗ − − − No

[87] 4-phase 8/6 Geometry
Trial and error&

using FEA
− − − ∗ − YES

[151] 3-phase 12/8 Geometry Genetic PSO − − ∗ − ∗ NO

[160] 3-phase 18/12 Geometry Ant Colony ∗ − − − ∗ NO

[162] 3-phase 12 / 64 Geometry GA − − ∗ − − NO

[163] 3-phase 6 / 4 Geometry GA ∗ − − − − NO

[165] 4-phase 8/14 Geometry ALGA ∗ ∗ ∗ − ∗ NO

[149] 4-phase 24/18 Geometry GA ∗ − ∗ − − NO

[13] 4-phase 8/6 Geometry GFA − − ∗ − ∗ NO

[166] 2-phase 4 / 2 Geometry N/M ∗ ∗ − − − NO

[152] 4-phase 8 / 6 Geometry PSO ∗ ∗ − − − NO

[178]
3 -phase 12 / 8

AFSRM
Geometry

Trial and error&
using FEA

∗ − − − − YES

[179] LSM Geometry EA ∗ ∗ ∗ − − YES

[174] LSM Geometry
Proposed
technique

∗ ∗ − − − YES

[180] 4-phase 8 / 6 Geometry
Penalty/Lagrangian

methods
− ∗ − − − NO

[181] 3 -phase 12 / 8 Geometry
Trial and error&

using FEA
∗ ∗ − − ∗ YES

[182] LSRM Geometry N/M ∗ ∗ ∗ − − No

[164], [183] 3-Phase 6 / 4 Geometry SQP/GA methods ∗ − ∗ − − No

[140] 4-phase 8/6
Geometry +

control
CCD+RS+GA − ∗ − − ∗ No

[120] 3-phase 6 / 10 Geometry PSO & DoE ∗ ∗ − − ∗ No

[143] 4-phase 16 / 14 Geometry Taguchi method ∗ ∗ − − ∗ YES

[171] LSRM Geometry N/M ∗ − ∗ − − YES
“*” Considered as an objective function.
“-” Not considered as an objective function.
“N/M” Not mentioned in the article.
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Figure 3.18: A rotor flux barrier design for 6/14 radial flux SRM.

in SRM is shown in Figure 3.18.

Several published articles use topology optimization to improve SRMs perfor-

mance. Topology optimization was first applied to SRMs in [189] to maximize the

machine magnetic energy profile. It was then used in [15] to reduce the vibration

caused by the magnetic forces. In [19], it was applied to the rotor and stator poles of

a 6/4SRM to reduce the torque ripples.

This optimization type could lead to novel SRM geometries [19, 190]. Manufac-

turability constraints could be added to the optimization problem to ensure the fea-

sibility of the design. Additive manufacturing (AM) could also help to manufacture

resulting complex shapes [191].

Figure 3.19 shows various topology optimization methods were used for the perfor-

mance improvement of electric machines in the literature. TO methods are classified

into two main categories: gradient-based and non-gradient-based methods.

The level set method is a gradient-based TO method. It gives a more feasible
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Figure 3.19: Main topology optimization methods of SRMs.

solution but with a slower convergence as compared to the material-density-based

method [192]. The design space and boundaries are represented with a level set

continuous function [193]. For a given design space S with a boundary B, as shown

in Figure 3.20, the level set function is given as follows:


ϕ(x, y) > 0, Magnetic material

ϕ(x, y) = 0, Boundary edge

ϕ(x, y) < 0, Air.

(3.4.1)

The objective of the level set topology optimization is to find the value of ϕ(x, y)

at each location (x, y) and to effectively distribute the material on the design space

to satisfy the design objectives. The method usually falls into local optima as it relies

on the sensitivity of the different design space elements [194].

The level set method was used in [192] to increase the torque to mass ratio of an

8/6 SRM. The TO applied to the rotor region in this study was able to increase the

torque density of the motor by 7.75%. This was, however, coupled with a reduction

of the mean torque by 1.2% as compared to the reference design.
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Figure 3.20: A level set function and the corresponding material distribution in the
design space.

Another topology optimization technique called Material-density-based methods

or method of moving asymptotes was used for SRMs design [195]. Material density-

based methods have faster convergence than the level set method [192, 196]. The

objective function is minimized by defining the material type (air or ferromagnetic

material) based on the value of the density function ρi of the ith element as follows:

ρi


1, i ∈ Ωm

0, i ∈ Ωa

(3.4.2)

where Ωm and Ωa are the ferromagnetic and air regions, respectively. Although the

material status should be either 0 or 1 , the method allows the density function

to be continuous between 0 and 1 by replacing the density function in (40) with

a smooth Heaviside function ρ(ψ), defined by an auxiliary optimization variable,

ψ [196]. This procedure helps to make the density function continuous and prevent
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Figure 3.21: The design space after material-density-based TO optimization.

discontinuity [191]. However, as shown in Figure 3.21, it leads to gray elements whose

material does not exist in reality. In the auxiliary optimization variable method [196],

the density is described by a smoothed Heaviside function with a switch level:

ρ(ψ) =
3

16

(
ψ

h

)5

− 5

8

(
ψ

h

)3

+
15

16

(
ψ

h

)
+

1

2
, (−h ≤ ψ ≤ h), (3.4.3)

where h is the half of the switch width between ρ(h) = 1 and ρ(−h) = 0

The magnetic reluctivity of the ith element is then defined as follows [192,197] :

vi
(
ψi,
∣∣B2
∣∣) = (1− ρ (ψi))

p ∗ vair + (ρ (ψi))
p ∗ vF

(∣∣B2
∣∣) (3.4.4)

where vi, vair , and vF are the reluctivity of the ith element, the reluctivity of air, and

the reluctivity of ferromagnetic material, respectively. vF is a function of the square

of the flux density B at that element. The variable p is the penalization coefficient.

The proper selection of p prevents the presence of gray elements with 0 < ρi < 1.p

was suggested to be equal to 3 in [197] to ensure good convergence to the white and

black elements with a small number of gray elements.
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In [192], material-density-based TO resulted in thin parts that need to be struc-

turally evaluated. A material-densitybased TO exploiting sequential linear program-

ming was used in [19] to minimize the torque ripple of a three-phase 6/4 radial-flux

SRM. The considered design space included the rotor and part of the stator teeth.

The torque ripple decreased to 27% compared to a torque ripple of 245% for the

initial design.

The authors of [191] used the method of moving asymptotes to optimize the rotor

teeth topology of a four-phase 8/6 radial-flux SRM to maximize the average torque

and reach the target torque for two different applications. After optimizing the two

motors, the torque of the final designs reached target torque of 0.12 and 0.16 N.m.

The authors of [198] used a gradient-based ON/OFF TO method in designing

electromagnetic devices for the first time. The method is based on the objective

function sensitivity with respect to the reluctivity of each element in the design space

[198,199].

Figure 3.22 shows a flowchart of the method. The algorithm starts by evaluat-

ing the objective function value of the initial SRM topology. Then, the objective

function sensitivities are computed with respect to the reluctivity of the elements of

the design space [74]. Ferromagnetic material and air are assigned to elements with

positive and negative sensitivities, respectively. This applies to the highest-sensitivity

elements until the allowable number of designable elements N is attained. Designable

elements are those elements inside the design space allowed to change their material.

If the objective function value decreases, the topology changes and the new topol-

ogy sensitivities are calculated. However, if the objective function value increases,

N decreases in the annealing process. The overall process continues until N reaches
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Figure 3.22: The design space after material-density-based TO optimization.

zero.

The gradient-based ON/OFF topology optimization deals with a large number of

design variables and has faster convergence characteristics than the material-density-

based method [198]. This topology optimization has less computational time than

GA-based ON/OFF topology optimization, but it may terminate at a local optimum

solution, unlike GA.

A gradient-based ON/OFF topology optimization was used to minimize the torque
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ripple of a 6/14 SRM for Heating, Ventilation, and Air Conditioning (HVAC) applica-

tion in [74]. A part of the stator tooth was considered as the design space. The torque

ripple gradients to all the design space elements were computed using the discrete ad-

joint variable method [199]. The motor torque ripple was reduced by ∼ 14%, but the

average torque also slightly decreased since the introduced flux barriers reduced the

machine flux linkage.

The main disadvantage of gradient-based topology optimization is the difficulty of

evaluating non-differentiable objective functions such as iron losses [187]. A nongradient-

based ON/OFF topology optimization, also known as stochastic topology optimiza-

tion, can be applied in this case [194,200]. This approach does not require any gradient

information [201], but it may result in unacceptable and complex shapes with isolated

magnetic regions, as shown in Figure 3.21 [202, 203]. In [155], the authors proposed

the immune algorithm that overcame this issue and produced a TO-based manufac-

turable design. Figure 3.22 shows a flowchart of the ON/OFF TO with the immune

algorithm. The algorithm is based on the mammalian immune system [194]. It starts

with evaluating an N number of initial solutions called antibodies. If any solution

satisfies the termination condition, it will be selected as the final solution. If this is

not the case, P% of the low-ranked antibodies will be eliminated. Several clones are

created for each survived antibody based on its rank; more clones are developed as the

rank increases. The affinity maturation process is then applied to the different clones.

Different clones are modified by changing the material in the surrounding elements

of some random nodes to air or steel, as shown in Figure 3.23. P% of antibodies is

randomly generated, and the process repeats. This algorithm was used to optimize

the topology of the rotor of an SRM to maximize the average torque in [204].
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Figure 3.23: The design space after material-density-based TO optimization.

Another non-gradient-based TO method is the Normalized Gaussian Network

(NGnet) [14]. This method avoids isolated elements and leads to smooth manu-

facturable structures [187]. The design space is divided into Ncells number of cells

(elements). Each cell’s state is defined by the NGENT function’s output that is deter-

mined based on the weighted sum of the normalized Gaussian function. The output

of the NGnet is obtained from:

y(x) =
N∑
i=1

wibi(x) (3.4.5)

bi(x) =
Gi(x)∑N
j=1 Gj(x)

(3.4.6)

where Gi(x) is a Gaussian function at the location x. The variables i and j

represent cell indices, and wi is the weighting coefficient of the normalized function
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bi(x). The state Sc of cells is determined from:

Sc =


on y (xc) ≥ 0

off y (xc) < 0

(3.4.7)

where xc is the center of cell c. When the state of the cell is on, its material is set

to iron, whereas the material is set to air when the state is off.

Figure 3.24 shows the process of determining the state of each cell’s based on the

weighted sum of the associated normalized Gaussian function. The NGnet topology

optimization requires substantial computational cost as FEA-based computation is

needed at each generation [14].

To the authors’ best knowledge NGnet was not used for SRM topology optimiza-

tion. However, this method showed a significant performance improvement for other

types of electrical machines such as Synchronous reluctance motor [187] and interior

permanent magnet motor [14]. This is considered a potential opportunity to enhance

the performance of SRMs by using the NGnet topology optimization method in the

future. The drawback of this method is the high computational cost, as indicated

in [14].

Recently, topology optimization gained more attention thanks to the additive

manufacturing technologies that allow manufacturing more complex shapes than tra-

ditional manufacturing, [191,191,192]. Topology optimization results in a honeycomb

structure of the rotor and stator. This structure is complicated to be realized by tra-

ditional manufacturing methods [191]. The complete process, including design opti-

mization, 3D printing of the SMC parts, and assembly, was investigated in [191,205].

In [205], additive manufacturing was used to manufacture a complex rib structure
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Figure 3.24: The output of the NGnet weighted sum function in the case of nine
Gaussian functions for nine cells.

rotor for a three-phase 6/4 SRM with a novel rotor structure to minimize the torque

ripple and the windage loss. The torque ripple of that motor decreased by 35.8% com-

pared to the original design without the complex structure rib. Besides, the windage

loss decreased by introducing a thin rib on the outer part of the rotor.

On the other hand, the change in the material properties due to the additive man-

ufacturing process should be considered. Additive manufacturing and 3D printing of

the optimized parts change the material magnetic, electric, and mechanical charac-

teristics [206]. Eddy-current loss in the 3D printed solid cores is higher than that of

the laminated cores [191]. In [191], the author depends on selecting an SMC material

that has the highest possible resistivity to limit the eddy current loss of the optimized

part.

Topology optimization is sensitive to mesh density and material B−H characteris-

tics [192]. Representing the material with a linear reluctivity model and decreasing the

mesh density decreases the optimization time; however, the optimized machine per-

formance accuracy decreases, and the optimized shape becomes coarse [192]. In [207],
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it was concluded that different material reluctivity models, linear and nonlinear, lead

to different results. This can be addressed by using a section of the machine with

symmetrical boundaries.

A summary of the studies that used topology optimization for improving the

performance of SRMs in the literature is organized in Table 3.3.

3.5 Topology Optimization Based on Deep Learn-

ing

Machine learning is used for electrical machines optimization through automating

surrogate model building within the optimization loop [210]. Using surrogate models

reduces the ON\OFF or GA-based topology optimization time. Different surrogate

models can be used based on different methods such as the response surface method

[211,212], kriging method [213], space mapping method [214], artificial neural network

method [215], and convolutional neural network [14]. In that way, the optimization

method time can be reduced significantly.

Many machine learning methods were used in literature for electric machine de-

sign. These methods include deep learning, random forest technique, extreme learn-

ing, support vector machines, and artificial neural network. The deep-learning-based

convolutional neural network (CNN) was used in literature for the topology opti-

mization of electric machines. However, to the authors’ best knowledge, no machine

learning method was used for SRM topology optimization. This section reviews the

effectiveness of machine learning on optimizing other types of electric machines to
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show that it could be a potential opportunity for enhancing the topology optimiza-

tion of SRMs.

In [14], deep learning was used to reduce the NGnet topology optimization com-

putational burden and time of interior permanent magnet motor (IPM motor) design

optimization. The algorithm is divided into learning and optimization phases. In the

learning phase, the training data was developed by performing a preliminary topology

optimization using a small number of individuals (design elements). The motor 2D

images were used to train a convolutional neural network (CNN).

In the optimization phase, the convolutional neural network was used to replace

the FEA. The CNN was trained to classify different motor models based on the

model performance index, such as motor efficiency, average torque and torque ripple.

If the performance index is low, such as low average torque or high torque ripple, the

CNN is used for motor performance evaluation; However, if the motor performance is

predicted to be high, FEA of the motor topology is performed for motor performance

evaluation. With this technique, the number of FEA execution for NGnet reduced

by around 30% [14].

There are two feasible deep learning techniques for topology optimization compu-

tational acceleration: online and offline techniques [191, 207]. The former technique

performs the training process during the optimization phase, whereas the latter per-

forms the learning phase first. The method used in [14] is illustrated in Figure 3.25.

The red path in the figure represents the preliminary process for the initial CNN

training. The green path represents the evaluation of the design performance within

the optimization loop based on CNN. The yellow path represents categorizing the
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performance evaluated by CNN to check the probability of FEA evaluation require-

ment. The blue path represents the FEA of the design and the possibility of using

this evaluation on the online training of CNN.

The main problem of CNN is that it requires a large number of data points for

the training process prior to the optimization process [216]. The authors in [216]

proposed a method for CNN training based on transfer learning which required a

small number of data for the training process. In this method, a single VGG-16

CNN, which is CNN trained with 1.2 million learning data and composed of 1000

different classes [217], was used as a surrogate model for two different IPM motors.

The preliminary training data was obtained from a GA topology optimization with

a small population size of two different IPM motors with variations in the rotor

structure. The motor performance is shown to be correctly inferred by the transfer

learning with small data used for learning. In the optimization stage, the CNN was

used to evaluate all the individuals of the GA optimization except the Pareto front

individuals evaluated by FEA. The method was used to optimize two different IPM

motors with different rotor structures. The computational cost of the GA-based

topology optimization was reduced to 15% using CNN with transfer learning concept

compared to the conventional GA method where FEA is used for fitness evaluation

for all individuals.

In [218], the number of the required finite element electromagnetic evaluations of

the target machine was reduced by 50% compared to the number required by GA-

based topology optimization. An initial topology was optimized first by GA with a

small population size to train the CNN. The CNN is then used as a surrogate model in

the main topology optimization with large population size. This technique reduced
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Figure 3.25: A flowchart of topology optimization based on offline trained CNN for
electric machine design.

the number of finite element simulations by 50% compared to GA-based topology

optimization.

3.6 Trends and Opportunities

There is currently increasing interest in the geometry and the topology optimization

of SRMs to address the machine limitations such as high torque ripple, low average

torque, and high acoustic noise. That will help widen the application areas of SRMs.

Design optimization of SRMs configurations like the axial flux SRMs and LSRMs

were not covered well in the literature, and the number of publications that covered

this area is around 10% of the total publications of SRMs optimization (covered in

this research). The authors expect an increase in these percentages in the future due

to the advantages of these configurations.

In general, according to our research, the number of publications for topology

optimization of SRMs is around 20% of the total publications of the SRMs design

optimization. The authors of this review study believe that this percentage will
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increase in the future due to the effectiveness of the topology optimization and the

significant advance in additive manufacturing.

On the other hand, CNN deep learning shows a significant reduction in the topol-

ogy optimization time of electrical machines; however, it was not used for SRMs design

yet. It is currently trending as a non-gradient-based topology optimization method

and could be a research opportunity to use such a technique in SRM performance

improvement.

There are abundant opportunities for topology optimization techniques like NGnet

and non-gradient-based ON/OFF methods for SRMs topology optimization. These

methods show a significant performance improvement for other types of electric ma-

chines, and according to our best knowledge, these methods have not been used yet for

SRMs design optimization. These techniques are considered an excellent opportunity

to improve the performance of the SRMs.

3.7 Summary

The chapter provides a comprehensive review of different optimization techniques used

to enhance SRMs performance metrics. The discussion starts with a brief discussion

about various configurations of SRMs. Radial and axial, rotating and linear, and

other categories are reviewed.

Then, the chapter investigates deterministic and stochastic optimization proce-

dures. The main techniques under each category used for SRMs optimization are

explained. Although deterministic optimization techniques are faster than stochas-

tic techniques, the latter guarantee achieving a globally optimum solution. Unlike
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stochastic optimization, deterministic optimization requires the gradients of the ob-

jective functions with respect to the design parameters. Finite difference and adjoint

variable methods could be used to calculate these gradients. Although the finite differ-

ence methods are accurate with acceptable error, they are computationally expensive

compared to the less accurate adjoint variable methods.

After reviewing the performance metrics of SRMs that were used as objective

functions in literature, the chapter then reviews the geometry optimization of SRMs

to improve these objective functions.

Finally, the topology optimization of SRMs is reviewed, and most of the topology

optimization methods used for SRMs performance optimization are reported. Topol-

ogy optimization could result in complex shapes. Different techniques that solve

this issue were reported. Besides, additive manufacturing makes achieving TO-based

intricate designs easier.

Topology optimization techniques are very timeconsuming processes. There is

abundant opportunity to decrease its time by using CNN deep learning, which is not

covered in the literature. The CNN deep learning showed a significant reduction in the

topology optimization of electrical machines such as PMSM, and it is recommended

to investigate its performance with SRMs.
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Table 3.3: Summary of the studies used topology optimization for improving the
performance of SRMs in the literature.

Reference
Machine

configuration
Optimization Objective function Exp.

validation
of design

method design space
Average
torque

Torque
ripple

Torque
density

Radial
force

Other

[74] 3-phase 6 /14
Interior point method

& ON/OFF TO
Stator teeth * * - - - No

[15] 3-phase 6 /4 Level set method Stator - - - *

Minimize
frequency

response of
the stator
structure

No

[19], [195]
[208]

3-Phase 6/4
Material-density-based

TO
Stator teeth

and rotor
- * - - -

Yes
[208]

[204]
3-phase with 24 slot
new rotor topology

ON/OFF TO with
immune algorithm

Rotor * * - - - No

[209] 4-phase 8/6 level set method Rotor teeth * * - - - No

[192] 4-phase 8/6
Materia l-density-based

methods (GCMMA)
Rotor teeth * - - -

Minimize
mass

No

[75] 3-phase 6/4
ON/OFF TO based

on GA and SA

-Rotor
-Stator
-Copper

* - - - - No

[191] 4-phase 8/6
Material-density-based

methods
Rotor teeth * * - - - No

“*” Considered as an objective function.
“-” Not considered as an objective function.
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Figure 4.1: The phase equivalent resistance of SRMs ignoring the mutual
inductance between phases.

4.1 A review in SRM Principle of Operation

The SRMs generate the torque by varying the magnetic reluctance of the magnetic

circuit. The switched reluctance machine presents highly nonlinear characteristics

due to double saliency. The double saliency nature of the SRMs means the machine

has saliency in the rotor, and it has saliency in the stator as well. The phase flux

linkage ψ(θ, i) and hence the phase inductance L(θ, i) of the machine are functions of

the phase current, i, and the rotor position, θ. The equivalent phase circuit of SRM

is shown in Figure 4.1 neglecting the mutual inductance between phases.

The phase voltage can be calculated based on the phase equivalent circuit shown

in Figure 4.1 as follows:

V = iR +
dψ(θ, i)

dt
(4.1.1)

Considering that L(θ, i) = ψ(θ, i)/i, the phase voltage can be calculated as follows:

V = iR + L(θ, i)
di

dt
+
dL(θ, i)

dθ

dθ

dt
i = iR + L(θ, i)

di

dt
+
dL(θ, i)

dθ
ωri (4.1.2)
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where ωr is the rotor speed in rad/sec, i is the phase current, and R is the phase

resistance. the last term of the equation can be considered as the back emf voltage

which is equivalent to the brushed DC motor emf. the back emf voltage can be

calculated as follows:

e =
dL(θ, i)

dθ
ωri (4.1.3)

So, the phase voltage equation of SRM can be given as follows:

V = iR + L(θ, i)
di

dt
+ e (4.1.4)

It is worth to mention that, the back emf of SRM, e, can not be measured exper-

imentally. However, it is a term proposed in the literature to make the phase voltage

equation similare to that of the brushed DC machine.

The input power to the switched reluctance motor can be found by multiplying

the phase voltage ,the Equation (4.1.1), by the phase current as follows:

P = V i = i2R + i
dψ(θ, i)

dt
(4.1.5)

The first term of the power equation, i2R represents the DC copper losses. The

second part of the power equation, idψ(θ, i)/dt, represents the mechanical output

power plus the stored energy in the machine magnetic circuit. As the power is the

change in energy in a certain amount of time, the second term of the power equation

can be given as follows:

P =
dW

dt
= i

dψ(θ, i)

dt
=
dWm

dt
+
dWf

dt
(4.1.6)
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where dWm/dt is the mechanical power of the motor and dWf/dt is the power stored

in the magnetic field. The output mechanical power of the SRM can be expressed as

a function in the output torque T and the motor speed ωr.

dWm

dt
= Tωr = T

dθ

dt
(4.1.7)

From Equations (4.1.6) and (4.1.7), The torque can also be expressed as follows:

T = i
dψ

dθ
− dWf

dθ
(4.1.8)

The magnetic energy storage can then be expressed by:

Wf =

∫ ψ

0

idψ (4.1.9)

The co-energy storage can be expressed as follows:

Wc =

∫ i

0

ψdi (4.1.10)

By adding the magnetic stored energy in Equation (4.1.9) to the magnetic co-

energy in Equation (4.1.10),this gives Equation (4.1.11) as described by 4.2:

Wf +Wc = iψ (4.1.11)

Equation (4.1.11) can be differentiated as follows:

dWf + dWc = idψ + ψdi (4.1.12)
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Figure 4.2: The phase flux linkage versus phase current and resultant co-energy and
magnetic field energy.

Equation (4.1.12) can be inserted in Equation (4.1.8) as follows:

T =
dWc − ψdi

dθ
(4.1.13)

The co-energy is the area under the magnetization curve in Figure 4.2. As the co-

egergy is function of the current, i, and the rotor position, θ, Equation (4.1.13) can

be rewritten as follows by applying the partial differentiation:

dWc =
∂Wc

∂i
di

∣∣∣∣
θ= const

+
∂Wc

∂θ
dθ

∣∣∣∣
i= const

= ψdi+ Tdθ (4.1.14)

If constant current is used, Equation (4.1.14) can be written as follows:

T =
dWc

dθ
(4.1.15)

At constant current, the phase inductance is function of the rotor position and
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can be expressed as follows:

L(θ) =
ψ(θ, i)

i
(4.1.16)

So, the co-energy in Equation (4.1.10) can be expressed as follows:

Wc =

∫ i

0

L(θ)idi =
i2

2
L(θ) (4.1.17)

Then, the phase torque can be expressed as follows:

T =
i2

2

dL(θ)

dθ
(4.1.18)

Equations (4.1.3), (4.1.4) and (4.1.18) are used to model the SRM machine.

4.2 Radial Flux SRM Modeling and Control

Due to the double salient structure of the SRM and the non-linearity of materials of

the machine’s rotor and stator, the flux linking the coils, the coils inductance, and

the torque are functions of the rotor position and the current value. To get close to

an accurate model of SRM, FEA software, such as JMAG or Ansys maxwell , are

used to obtain the static characteristics of the SRM. These static characteristics are

then used to model the motor operation at the dynamic conditions as discussed in

Section 4.1. As indicated in [4], when the coils of the conventional design of SRM is

energized most of the generated flux links the coils of the same phase. So, the mutual

coupling between the different phases is neglected in this work. As a result, once the

static characteristics of one phase is determined, they can be applied to the different

phases. In this research, JMAG is used to determine the static characteristics of
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the machine. The torque and the flux linkage based one phase excitation for one

electric cycle and at different level of currents are the required characteristics to build

a MATLAB\Simulink model of the machine.

The way to obtain the static characteristic of the machine is by applying different

levels of constant current for one electric cycle. From this simulation, the flux linkage

and the torque can be recorded at different rotor positions at one current level. The

simulation is repeated for different currents and 2D lookup table is generated to

describe the machine flux at different rotor positions and different phase currents.

4.3 FE Modeling of Radial Flux SRMs

Some basic principles of finite element analysis (FEA) are presented in this section.

The FEA approaches utilized to derive finite element equations are the variational

and Galerkin methods [219]. In this section, the system of equations used for the 2D

electromagnetic field problems are presented. These equations are then used for the

sensitivity analysis as presented in Sections 4.6 and 4.8

4.3.1 Magnetostatic field analysis

In the magnetostatic field analysis, the magnetic material is considered with linear

properties, i.e., constant permeability. The Field can be Modeled using the following

maxwell’s equations:

∇ ·B = 0, (4.3.1)

∇×H = J , (4.3.2)
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B = µH , (4.3.3)

B = ∇×A, (4.3.4)

where B is the magnetic filed density vector, H is the magnetic field strength

vector, J is the current density vector, A is the magnetic vector potential, and µ is

the magnetic permeability.

By combining Equations (4.3.1) to (4.3.4), the field problem can be represented

using the following equation [95]:

∇×H = ∇× B
µ

= ∇×
(

1

µ
∇×A

)
= J . (4.3.5)

As in the 2D problem the current density has only z component, normal to the

x− y plane, H and B have x and y components only based on equations (5.3.2) and

(5.3.3) and A has only z component based on equation (5.3.4). So, these vectors can

be expressed as J = [0, 0, Jz] ,H = [Hx, Hy, 0] ,B = [Bx, By, 0], and A = [0, 0, Az].

So, equation Equation (4.3.5) becomes Poisson’s equation and given as follows:

1

µ

∂2Az
∂x2

+
1

µ

∂2Az
∂y2

= −Jz, (4.3.6)

Substituting an approximation, Âz, for Az, The residual can be calculated for an

approximate calculation of Az as follows [220]:

R =
1

µ

∂2Âz
∂x2

+
1

µ

∂2Âz
∂y2

+ Jz. (4.3.7)

The integration of the residual value multiplied by the weighting function wf over
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the problem domain Ω equals zero [220]:

∫
Ω

WfR dxdy = 0 (4.3.8)

−
∫∫

Ω

Wf

(
1

µ

∂2Âz
∂x2

+
1

µ

∂2Âz
∂y2

)
dxdy =

∫∫
Ω

WfJzdxdy (4.3.9)

By integrating the left hand side of Equation (4.3.9) by part [220]:

∫∫
Ω
Wf

(
1
µ
∂2Âz

∂x2
+ 1

µ
∂2Âz

∂y2

)
dxdy =∫∫

Ω
1
µ

(
∂Wf

∂x
∂Âz

∂x
+

∂Wf

∂y
∂Âz

∂y

)
dxdy −

∮
b

1
µ
W ∂Âz

∂~n
db

(4.3.10)

where b is the space boundary and ~n is the normal vector to boundary pointing

outwards of the design space. By substituting Equation (4.3.10) into Equation (4.3.9):

∫∫
Ω

1

µ

(
∂Wf

∂x

∂Âz
∂x

+
∂Wf

∂y

∂Âz
∂y

)
dxdy −

∮
b

1

µ
W
∂Âz
∂~n

db =

∫∫
Ω

WfJzdxdy (4.3.11)

In the FEA, the design domain is discretized into small elements, and Equa-

tion (4.3.11) is applied to each element of the design space. In this study, the design

space is discretized into triangle shapes, finite elements. The integration over the en-

tire domain in Equation (4.3.11) can be replaced by the summation of the integration

over the finite elements to solve the magnetostatic filed problem as follows:

∑
M

1

µe

∫∫
Ωe

{
∂W e

f

∂x

∂Âez
∂x

+
∂W e

f

∂y

∂Âez
∂y

}
dxdy −

∑
M

1

µe
∂Âez
∂~n

∫
b

W e
f db =

∑
M

Jez

∫∫
Ωe

W e
f dxdy

(4.3.12)

where M is the number of the finite elements in the problem domain, and e is an
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Figure 4.3: One triangular finite element.

index for the eth element.

The line integral in Equation (4.3.12) is only performed over the elements which

have at least one edge in common with the boundary of the problem domain. Typ-

ically, this integration is set to zero, insinuating that ∂A
∂~n

= 0 which is the so-called

natural boundary condition [220]. As there are no symmetry condition will be used

in the simulation the term ∂A
∂~n

will be always equals 0. This leads to:

∑
M

1

µe

∫∫
Ωe

{
∂W e

f

∂x

∂Âez
∂x

+
∂W e

f

∂y

∂Âez
∂y

}
dxdy =

∑
M

Jez

∫∫
Ωe

W e
f dxdy (4.3.13)

As indicated in [220], the weighting function for each element W e
f is the shape

function of the finite element; in this case, we considered triangle shape. A typical

finite triangle element is shown in Figure 4.3. The triangle element has three nodes

(u, v, w), and the numbering of the element vertices is counterclockwise. The z-

component of the magnetic vector potential at each of this nodes, Âez

∣∣∣
u
, Âez

∣∣∣
t
, and

Âez

∣∣∣
v
, is unknown.

In this study, the magnetic vector potentiality is assumed to vary linearly inside the

triangular element, called a linear triangle first-order element. So, the z-component

97



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

of the magnetic vector potential at any point inside the triangular element shown in

Figure 4.3 is a function of the nodes’ values of the magnetic vector potential and can

be calculated as follows:

Âez(x, y) = aex+ bey + ce (4.3.14)

where ae, be, and ce are constants to be found for each element. So, the magnetic

vector potential at the different nodes of the finite element (u, v, w) based on Equa-

tion (4.3.14) can be found as follows:

Âez

∣∣∣
u

= aex1 + bey1 + ce (4.3.15)

Âez

∣∣∣
v

= aex2 + bey2 + ce (4.3.16)

Âez

∣∣∣
w

= aex3 + bey3 + ce (4.3.17)

If the magnetic vector potential at each node and the location of nodes of the

finite element are known, the triangle constants, ae, be, and ce, can be determined

based on the system of equation as follows:

ae =

∣∣∣∣∣∣∣∣∣∣
1 Âez

∣∣∣
1
y1

1 Âez

∣∣∣
2
y2

1 Âez

∣∣∣
3
y3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣∣∣∣

(4.3.18)
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or,

ae =

∣∣∣∣∣∣∣∣∣∣
1 Âez

∣∣∣
1
y1

1 Âez

∣∣∣
2
y2

1 Âez

∣∣∣
3
y3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣∣∣∣

=
1

2∆(e)

[
Âez

∣∣∣
1

(y2 − y3) + Âez

∣∣∣
2

(y3 − y1) + Âez

∣∣∣
w

(y1 − y2)
]
,

(4.3.19)

where ∆(e) is the element area and can be calculated as follows:

∆(e) =
1

2

∣∣∣∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣∣∣∣
(4.3.20)

so,

be =

∣∣∣∣∣∣∣∣∣∣
1 x1 Âez

∣∣∣
1

1 x2 Âez

∣∣∣
2

1 x3 Âez

∣∣∣
3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 y1

1 x2 y2

1 x3 y3

∣∣∣∣∣∣∣∣∣∣

=
1

2∆(e)

[
Âez

∣∣∣
1

(x3 − x2) + Âez

∣∣∣
2

(x1 − x3) + Âez

∣∣∣
3

(x2 − x1)
]
,

(4.3.21)
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and

ce =
1

2∆(e)

[
Âez

∣∣∣
1

(x2y3 − x3y2) + Âez

∣∣∣
2

(x3y1 − x1y3) + Âez

∣∣∣
3

(x1y2 − x2y1)
]
, (4.3.22)

The coefficient of Equation (4.3.14) for each element can be re-written as follows:

ae =
1

2∆(e)

[
Âez

∣∣∣
1
qe1 + Âez

∣∣∣
2
qe2 + Âez

∣∣∣
3
qe3

]
(4.3.23)

be =
1

2∆(e)

[
Âez

∣∣∣
1
re1 + Âez

∣∣∣
2
re2 + Âez

∣∣∣
3
re3

]
(4.3.24)

ce =
1

2∆(e)

[
Âez

∣∣∣
1
te1 + Âez

∣∣∣
2
te2 + Âez

∣∣∣
3
te3

]
(4.3.25)

were

qe1 = y2 − y3,

qe2 = y3 − y1,

qe3 = y1 − y2,

(4.3.26)

re1 = x3 − x2,

re2 = x1 − x3,

re3 = x2 − x1,

(4.3.27)

te1 = x2y3 − x3y2,

te2 = x3y1 − x1y3,

te3 = x1y2 − x2y1,

(4.3.28)

by substituting Equations (4.3.23) to (4.3.25) into Equation (4.3.17) and rearrange
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the equation, the magnetic vector potential can be expressed as follows:

Âez(x, y) =
(qe1x+ re1y + te1) Âez

∣∣∣
1

+ (qe2x+ re2y + te2) Âez

∣∣∣
2

+ (qe3x+ re3y + te3) Âez

∣∣∣
3

2∆(e)

(4.3.29)

the magnetic vector potential equation can be rewritten as follows:

Âez(x, y) =
3∑
i=1

qeix+ rei y + tei
2∆(e)

Âez

∣∣∣
i

= N e
1 Â

e
z

∣∣∣
1

+N e
2 Â

e
z

∣∣∣
2

+N e
3 Â

e
z

∣∣∣
3

=
3∑
i=1

N e
i Â

e
z

∣∣∣
i

(4.3.30)

where

N e
1 =

(qe1x+ re1y + te1)

2∆(e)
,

N e
2 =

(qe2x+ re2y + te2)

2∆(e)
,

N e
3 =

(qe3x+ re3y + te3)

2∆(e)
.

(4.3.31)

The coefficients of Equation (4.3.30), which are shown in Equation (4.3.31), are

called the shape functions. The shape function has a value between 0 and 1 inside

the element. The shape function has value of 1 at its node, for example N e
1 = 1 at

the node 1 . The value of the shape function is zero at any other node, for example

N e
1 = 0 at the nodes 2&3.

Based on Equation (4.3.30), the gradient of the magnetic vector potential of the
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eth element is given as follows:

∂Âez
∂x

=
1

2∆(e)

[
qe1 qe2 qe3

]
Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3

 ,

∂Âez
∂y

=
1

2∆(e)

[
re1 re2 re3

]
Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3

 .
(4.3.32)

The element’s shape function is chosen to be the weighting function of the Galerkin

[220], as follows:

W e
f =


N e

1

N e
2

N e
3

 (4.3.33)

so, the gradient of the weighting function is given as follows:

∂W e
f

∂x
=

1

2∆(e)


qe1

qe2

qe3

 ,
∂W e

f

∂y
=

1

2∆(e)


re1

re2

re3

 (4.3.34)

It can be concluded from Equations (4.3.32) and (4.3.34) that ∂Âe
z

∂x
, ∂Âe

z

∂y
,
∂W e

f

∂x
, and

∂W e
f

∂y
are constants for each element. So, the left hand side of Equation (4.3.13) can

be written as follows:

∑
M

1

µe

{
∂W e

f

∂x

∂Âez
∂x

+
∂W e

f

∂y

∂Âez
∂y

}∫∫
Ωe

dxdy (4.3.35)
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The integration in Equation (4.3.35) is the area of the eth element:

∫∫
Ωe

dxdy = ∆(e) (4.3.36)

The left hand side of Equation (4.3.13) for each element can be written as follows:

1
µe

{
∂W e

f

∂x
∂Âe

z

∂x
+

∂W e
f

∂y
∂Âe

z

∂y

}∫∫
Ωe
dxdy =

1
4µe∆(e)


(qe1)2 + (re1)2 qe1q

e
2 + re1r

e
2 qe1q

e
3 + re1r

e
3

qe1q
e
2 + re1r

e
2 (qe2)2 + (re2)2 qe2q

e
3 + re2r

e
3

qe1q
e
3 + re1r

e
3 qe2q

e
3 + re2r

e
3 (qe3)2 + (re3)2




Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3


(4.3.37)

The equation can be writen in terms of the element reluctivity as follows:

1
µe

{
∂W e

f

∂x
∂Âe

z

∂x
+

∂W e
f

∂y
∂Âe

z

∂y

}∫∫
Ωe
dxdy =

νe

4∆(e)


(qe1)2 + (re1)2 qe1q

e
2 + re1r

e
2 qe1q

e
3 + re1r

e
3

qe1q
e
2 + re1r

e
2 (qe2)2 + (re2)2 qe2q

e
3 + re2r

e
3

qe1q
e
3 + re1r

e
3 qe2q

e
3 + re2r

e
3 (qe3)2 + (re3)2




Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3


(4.3.38)

The coefficient matrix in Equation (4.3.37) is the local system matrixK(e) ∈ R3×3

which can be obtained as follows:

K
(e)
ij =

ν(e)

4∆(e)
(qiqj + rirj) , i, j = 1, 2, 3 (4.3.39)

Similarly, the right hand side of Equation (4.3.13) for each element can be written
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as follows:

Jez

∫∫
Ωe

W e
f dxdy = Jez

∫∫
Ωe


N e

1

N e
2

N e
3

 dxdy = Jez

∫∫
Ωe

1

2∆(e)


qe1x+ re1y + te1

qe2x+ re2y + te2

qe3x+ re3y + te3

 dxdy

(4.3.40)

The right hand side of Equation (4.3.13) for each element after performing the

surface integration in Equation (4.3.40) can be written as follows:

Jez

∫∫
Ωe

1

∆(e)


qe1x+ re1y + te1

qe2x+ re2y + te2

qe3x+ re3y + te3

 dxdy = Jez


qe1xc+re1yc+te1

2

qe2xc+re2yc+te2
2

qe3xc+re3yc+te3
2

 (4.3.41)

where xc and yc are coordinates the finite element centroid and can be calculated as

follows:

xc =
1

3
(x1 + x2 + x3) ,

yc =
1

3
(y1 + y2 + y3) .

(4.3.42)

By substituting the centroid values in Equation (4.3.42) into Equation (4.3.41),

the right hand side of Equation (4.3.13) for each element can be written as follows:

Jez

∫∫
Ωe

W e
f dxdy =

Jez
3∆(e)


1

1

1

 (4.3.43)

The coefficient vector in Equation (4.3.43) is the local system vector F (e) ∈ R3×1

104



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

which can be obtained as follows:

f
(e)
i =

Jez
3∆(e)

, i = 1, 2, 3 (4.3.44)

The right hand side matrix in Equation (4.3.37) and the right had side vector in

Equation (4.3.43) are called the system matrix and the system vector, respectively.

The local system matrix and the local system vector are obtained for all the finite

elements in the filed domain. The local system matrices and the local system vectors

are assembled to get the global system matrix K ∈ RNn×Nn and the global system

vector F ∈ RNn×1, where Nn is the total number of nodes in the filed domain. In the

assembly process all the local matrices are added together to form the global matrix.

The global system matrix is sparse, symmetric and singular matrix [220].

After the assembly process, the boundary conditions are imposed to the global

matrix. As illustrated in [220], there are two types of the boundary conditions for

the magnetostatic problems. In order to get a unique solution to the magnetostatic

problem either the value of the magnetic vector potential or the value of its normal

derivative must be given at each node on the problem boundaries. Dirichlet boundary

condition is applied by assigning a the same value to the magnetic vector potential

on to the boundary nodes. Typically, dirichlet boundary condition is applied by

assigning zero to the magnetic vector potential on to the boundary nodes; however

any other value can be used but it should be the same value for all the nodes. The

Neumann condition, the normal derivative of the magnetic vector potential to the

boundary surface, has been assigned during derivation of the system equation [220].

The magnetic vector potential solution of the field problem, Az ∈ RNn×1 can be

obtained after the assembly process and applying the boundary conditions by solving
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the following system equation:

KAz = F . (4.3.45)

4.3.2 Linking the optimization algorithm to a commercial

FEA software

The in-house implementation of the non-linear magnetostatic field analysis is compu-

tational demanding, which leads to a very long optimization time as presented in [95].

In order to avoid this, a commercial software, JMAG, is used in this work for the FE

simulation of the SRM. The required information for the sensitivity analysis is then

extracted from the final solution of the commercial software after the FE solution

conversions.

Figure 4.4 shows the flow of the optimization process. The process starts with

obtaining the static curves of the initial design. In that stage, a MATLAB mfile

writes an VBS file which calls the JMAG to run the initial design several time at a

predefined set of DC current as indicated in Section 4.2. The static characteristics

used for a MATLAB\Simulink model which is used to obtain the optimal turn on

and turn off angles of the machine drive converter switches. An electromagnetic FE

transient simulation is then run for one complete electrical cycle based on the dynamic

current obtained from the previous step. After the conversions of the FE simulation,

the necessary information for the torque calculation, the radial force calculation, the

torque sensitivity calculation, and the radial force sensitivity calculation is extracted.

The torque, the radial force, and their sensitivities are then calculated. Based on

the objective function of the optimization algorithm and the calculated sensitivity
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Figure 4.4: System level flow chart of the optimization process.

information, the design is changed. the optimization algorithm stays inside this loop

till the termination condition is achieved.

At each iteration and after the FEA conversions, all the finite elements reluctivity,

all the nodes locations are exported for each rotor position. A mangnetiostatic field

problem is then formulated based on these information to calculate, the magnetic

vector potential at each node, the magnetic flux density. These post-processing cal-

culations are then used to calculate the machine torque, the stator radial force, the

sensitivity of torque and radial force with respect to the design variables as discussed

in Sections 4.4, 4.5, 4.7 and 4.8

4.4 Flux Density

The case study SRM in this research is discritized into triangle elements as shown

in Figure 4.5. The finite element field problem is solved in JMAG software for one

electrical cycle, 100 rotor steps. The field problem’s nodes coordinates, the elements’

nodes, the reluctivity of all the finite elements are exported from JMAG after the

problem conversions for all the rotor positions. These information are used to con-

struct the local system matrix and the local system vector for each element based on
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Equations (4.3.38) and (4.3.44). The local matrices and the local system vectors are

then used to assemble the global system matrix and the global system vector then

solve the system equation shown in Equation (4.3.45).

The reason behind extracting the final solution from JMAG and resolve it in

MATLAB is that the magnetic vector potential is not available for each node in

JMAG. The magnetic vector potential is required for each node for the sensitivity

calculation as indicated in Sections 4.6 and 4.8. After solving the system equation,

the magnetic flux can be obtained for each element in the design space based on

Equation (4.3.4) as follows:

Be = ∇×Ae =


ax ay az

∂
∂x

∂
∂y

∂
∂z

Aex Aey Aez

 (4.4.1)

were ax, ay, and az are the unit vectors in the x, y, and z direction, respectively. As,

in the 2D FEA, the magnetic vector potential has only z component, the element’s

magnetic flux density can be calculated as follows:

Be =


ax ay az

∂
∂x

∂
∂y

∂
∂z

0 0 Aez

 =
∂Aez
∂y
ax −

∂Aez
∂x
ay (4.4.2)

By substituting Equation (4.3.32) to Equation (4.4.2), the x and y components of
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Figure 4.5: An example of discritized the case study SRM in this research.

magnetic flux density for any element can be calculated as follows:

Bx
e =

1

2∆(e)

[
re1 re2 re3

]
Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3

 (4.4.3)

By
e =

−1

2∆(e)

[
qe1 qe2 qe3

]
Âez

∣∣∣
1

Âez

∣∣∣
2

Âez

∣∣∣
3

 (4.4.4)

4.5 Torque Calculation of SRMs

The Maxwell stress tensor (MST) is one of the common methods for torque and force

calculation of electric machines [221, 222]. MST is used in this study for the torque

calculation. The MST torque calculation starts with calculating the tangential airgap

magnetic pressure. The magnetic pressure in the air gap in the tangential direction
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is given by:

Pϕ =
1

µ0

(B · aϕ)B − 1

2µ0

|B|2aϕ, (4.5.1)

where µ0 is the permeability of the free space, B is the air gap magnetic flux density

vector, and aϕ is the unit vector in the tangential direction. The magnetic pressure

in the radial direction is calculated as follows:

Pρ =
1

µ0

(B · aρ)B −
1

2µ0

|B|2aρ, (4.5.2)

where aρ is the unite vector in the radial direction.

As the torque is the cross product of the lever arm direction and the force di-

rection, the only component of the magnetic pressure that contributes to the torque

production is the tangential component, and the torque is given as follows [221]:

T = L

∮ {
r · aρ ×

(
1

µ0

(B · aϕ)B − 1

2µ0

|B|2aϕ
)}

rdθ (4.5.3)

where L is the rotor stack length r is the rotor radius.

The Maxwell stress tensor is very sensitive to the enclosed surface used for torque

calculation. As indicated in [222], to get accurate torque results, the air gap should

be divided into three circular layers equal in thickness, and the torque is calculated

on a closed surface of the air gap layer closer to the rotor. It was found that the

most accurate torque can be found if that torque calculation surface is exactly in the

middle of the layer near the rotor, as shown in Figure 4.6.

In the finite element system, the closed linear integral can be performed by sum-

ming the contribution of the different segments on the closed line, so Equation (4.5.3)
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Figure 4.6: The calculation of the flux density components at airgap for torque
computation.
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can be discretized as follows:

T = L
Ne∑
e=1

{
r · aρ ×

(
1

µ0

(Be · aϕ)Be − 1

2µ0

|Be|2 aϕ
)}

dΓe (4.5.4)

where Be is the flux density vector of the eth element, r is the level arm length

(rotor radius), and dΓe is the arc length of the torque calculation layer located on the

eth element as shown in Figure 4.6. By performing the cross product and simplifying

Equation (4.5.4), the rotor torque can be calculated as follows:

T = L
Ne∑
e=1

1

µ0

Be
ρB

e
ϕrdΓe (4.5.5)

where Be
ρ and Be

ϕ are the radial and tangential flux density components of the eth

element. The radial and the tangential flux density of the ith element can be calcu-

lated by transforming Equations (4.4.3) and (4.4.4) from the cartesian coordinate to

the cylindrical coordinate as follows:

Be
ρ =

1

2∆(e)
(−Qe cos(ϕe) +Re sin(ϕe))TAe (4.5.6)

Be
ϕ =

1

2∆(e)
(−Qe cos(ϕe)−Re sin(ϕe))TAe (4.5.7)

where ϕe is the angle between x-axis and the line between the origin and the eth
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Figure 4.7: The torque Calculation base on the MATLAB code and the JMAG
software at the base speed (1500 r.p.m) for one complete electric cycle at 100

different rotor positions.

element centroid. The Qe and Re vectors are given as follows:

Qe =


qe1

qe2

qe3

 , Re =


re1

re2

re3

 (4.5.8)

The sensitivity of the torque with respect to a design parameter can be calculated

as follows:

∂T

∂pi
= L

Ne∑
e=1

1

µ0

(
Be
ρ

∂Be
ϕ

∂pi
+Be

ϕ

∂Be
ρ

∂pi

)
dΓe (4.5.9)

The torque is calculated based on the MATLAB code and compared with the

JMAG torque results, based on equation Equation (4.5.5). As shown in Figure 4.7,

there are a good agreement between calculated torque from the MATLAB code and

the one calculated by the JMAG software. The Percentage error between the torque

calculated and the JMAG software-based motor torque is illustrated in Table 4.1.
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Table 4.1: The percentage error between the JMAG torque calculation and
MATLAB Code torque calculation.

MATLAB code JMAG Software Percentage error
Mean torque 17.6044 N.m 17.3306 N.m 1.58%
Torque ripple 80.79% 79.69% 1.1%

4.6 Torque Sensitivity Calculation for Topology and

Geometry Optimization

In the gradient-based topology and generative optimization methods, the sensitivity

of the objective function, f , with respect to the reluctivity of the eth element, df
dνe

,

determines the material in that element. The adjoint variable method is chosen

to determine the objective function sensitivity for each finite element in the design

domain [86].

The sensitivity of the radial and tangential flux density are first required to be

calculated to compute the sensitivity of the torque as indicated in Equation (4.5.9).

In this section the method is illustrated for a function ft which represents both Be
ρ

and Be
ϕ. The sensitivity of the function ft with respect to the reluctivity of the eth

element, νe, is calculated as follows [86]:

dft
dve

=
∂ft
∂νe

+

(
∂ft
∂A

)T
∂A

∂νe
(4.6.1)

where A is the magnetic vector potential at each node of the finite element system.

The first part of the right-hand side of Equation (4.6.1) denotes the explicit depen-

dency of the flux component function on the reluctivity of the design domain elements.

The second term of Equation (4.6.1) denotes the implicit dependency of the function
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on the design domain elements reluctivity. This can be obtained by solving the finite

element system in Equation (4.3.45). The residual vector of Equation (4.3.45) is given

by:

D = KA− F (4.6.2)

The residual vector derivative with respect to the reluctivity of the eth element is

determined as follows:

dD

dνe
=
∂D

∂νe
+
∂D

∂A

∂A

∂νe
(4.6.3)

Similar to Equation (4.6.1), Equation (4.6.3) shows the explicit and the implicit de-

pendency of the residual vector sensitivity on the reluctivity of the eth element of

the design domain. By substituting the value of D in Equation (4.6.2) into Equa-

tion (4.6.3), the derivative of the residual vector can be determined as follows:

dD

dνe
=
∂K

∂νe
A− ∂F

∂νe
+

(
K +

∂K

∂ν

∂ν

∂B2

∂B2

∂A
A− ∂F

∂B2

∂B2

∂A

)
∂A

∂νe
(4.6.4)

The excitation vector F , in the SRMs finite element simulation, is the current density

vector of all elements in the finite element domain. So, if the eddy current effect is

neglected in the simulation, the derivative of F with respect to ν and B2 is zero.

Now, the derivative of the residual vector with respect to the element’s reluctivity

can be determined as follows:

dD

dνe
=
∂K

∂νe
A+

(
K +

∂K

∂ν

∂ν

∂B2

∂B2

∂A
A

)
∂A

∂νe
= 0 (4.6.5)

If the design domain of the optimization problem does not include the torque

calculation elements (the airgap layer near the rotor teeth), the explicit dependency
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of the function ft, which represents Bi
ρ and Bi

ϕ, on the reluctivity of the design domain

elements is zero [86]. So, equation Equation (4.6.1) can be calculated as follows:

dft
dνe

=

(
∂ft
∂A

)T
∂A

∂νe
(4.6.6)

By substituting Equation (4.6.5) into Equation (4.6.6), the sensitivity of the func-

tion with respect to the reluctivity of element number is determined as:

dft
dvνe

= −
(
∂ft
∂A

)T (
K +

∂K

∂ν

∂ν

∂B2

∂B2

∂A
A

)−1
∂K

∂νe
A (4.6.7)

The adjoint system can be formed and solved for the adjoint vector as follows [86]:

(
K +

∂K

∂ν

∂ν

∂B2

∂B2

∂A
A

)T
α =

(
∂ft
∂A

)
(4.6.8)

The adjoint vector α is calculated only once for each iteration and can be used to

get the sensitivity of Bi
ρ and Bi

ϕ with respect to the reluctivity of each of the design

domain elements as follows:

dft
dνe

= −αT ∂K
∂νe

A (4.6.9)

The adjoint variable method is then used to calculate the sensitivity of the ra-

dial and tangential flux components of all the elements of the torque calculation

layer with respect to the reluctivity of each element in the design space based on

Equation (4.6.8). For both Bi
ρ and Bi

ϕ, the adjoint vector equation terms are the

same except the left-hand side which is needed to be calculated for each component

separately.
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After calculating the sensitivities of the flux density components using the adjoint

vector for each component in Equation (4.6.9), the values of the sensitivities are used

to calculate the torque sensitivity as indicated in Equation (4.6.1). The sensitivity

of the objective function is then used to determine the status of that element in the

design domain as illustrated in the previous section.

4.7 Stator Radial Force Calculation for SRMs

In this section, the nodal force calculation is illustrated. The virtual work principle

method (VWP) is used to calculate the radial force on the inner stator boundary

nodes where the force component is required to measure and optimize the acoustic

noise of the SRM. Figure 6 shows the stator elements and the stator boundary nodes.

Figure 4.8 illustrates an example of the elements surrounding a stator node in the

inner boundary used for the radial force calculation of that node.

The nodal force is obtained by differentiating the magnetic energy with respect

to a virtual nodal movement in the force direction at a constant magnetic vector

potential [23]. The nodal force at node n, shown in Figure 4.9, is computed by

summing the derivatives of the magnetic energy of all surrounding elements to a

virtual node displacement, assuming a constant magnetic vector potential.

The element magnetic energy is given by [23]:

M e =
L

2
(Ae)TKeAe (4.7.1)

The radial force of the nth node (shown in Figure 4.10) is calculated from [23], [24]

117



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

Stator elements

   -80        -60       -40       -20        0          20        40         60        80

x-axis (mm)

-60

Stator boundary 

y-
a
x
is

 (
m

m
)

-40

-20

0

20

40

60

Figure 4.8: The stator elements and the stator boundary; the nodal forces which are
required for the acoustic noise are the forces at the inner boundary of the stator

(the inner red boundary).
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Figure 4.9: Example of the elements required to calculate the radial force for node
A at the stator boundary. There are two types of elements: air elements (the purple

element) and iron elements (green elements).
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Figure 4.10: A virtual radial displacement of the nth node of an element of the
surrounding elements for radial force calculations.

as follows:

Fn · aρ =
m∑

e=1

F e
n = −

m∑
e=1

∂M e

∂ρ
(4.7.2)

where Fn · aρ is the nth node radial force, Fn
e is the eth element contribution to the

nth node radial force, and m is the number of elements surrounding the nth node.

From Equation (4.7.1) and Equation (4.7.2), it can be concluded that:

Fn · −→aρ = −
m∑

e=1

∂

∂ρ

(
L

2
(Ae)T KeAe

)
= −

m∑
e=1

L

2
(Ae)T

∂Ke

∂ρ
Ae (4.7.3)

Using Equation (4.3.39), the term ∂Ke

∂ρ
is calculated as follows:

∂K
(e)
ij

∂ρ
= ν(e)

∆(e)
(
∂qi
∂ρ
qj + qi

∂qj
∂ρ

+ ∂ri
∂ρ
rj + ri

∂rj
∂ρ

)
− (qiqj + rirj)

∂∆(e)

∂ρ

4∆(e)2
, i, j = 1, 2, 3

(4.7.4)

Equation Equation (4.7.3) is used in this chapter to calculate the radial nodal

forces at the stator teeth at 100 rotor positions covering a complete electrical cycle
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Figure 4.11: The nodal forces at the stator teeth edge nodes facing the air gap at
the aligned rotor position.

of 6/14 SRM. The force values are compared to those obtained using the JMAG

software [25]. Figures 4.11 and 4.12 show the forces at the aligned and unaligned

rotor positions. As shown in the figures, the estimated forces using Equation (4.7.3)

are in good agreement with the ones obtained using JMAG.

The force density surface wave, shown in Figure 4.13, is computed using a de-

veloped FEA-based MATLAB code. A 2D Fast Fourier Transform (FFT) is used to

calculate the different surface wave components as shown in Figure 4.14.

4.8 Force Density Sensitivity Calculation Using Ad-

joint Variable method

In this section, the Force Sensitivity using the variable method for Geometry and

topology optimization is presented. First, the sensitivity of the radial force with

respect to the geometrical parameters, such as rotor and the stator teeth heights, are
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Figure 4.12: The nodal forces at the stator teeth edge nodes facing the air gap at
the unaligned rotor position.
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Figure 4.13: The force density surface wave of a 6/14 SRM at 1500 rpm.
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Figure 4.14: The amplitudes of the force density wave components of a 6/14 SRM
at 1500 rpm.

presented to compare the adjoint variable method results with the CFD results. Then,

the radial force density components sensitivity with respect to the finite elements’

reluctivity, which is required for topology optimization as described in Chapter 8.

4.8.1 Force Senstivity Using Central Finite Difference

The Central finite difference (CFD) sensitivity of the force density surface wave with

respect to the ith design variable, pi, is computed using (4).

∂Fd
∂pi

=

(
Fd|pi+∆pi

− Fd|pi−∆pi

)
2∆pi

(4.8.1)

where Fd is the force density surface wave and ∆pi is the perturbation of the pa-

rameter pi. The CFD sensitivity surface wave is decomposed using 2D-FFT to get

the sensitivities of the harmonic components. As previously mentioned, this method

requires 2N + 1 simulations to find the sensitivities of the radial force surface wave
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Figure 4.15: The CFD Sensitivity of the radial force density surface wave to the
rotor teeth height.

components with respect to N design variables. For each design variable pi, two iter-

ative FEA simulations with positive and negative perturbations, ±∆pi, are required.

For example, positive and negative perturbations of 0.01 mm are applied to the

rotor teeth height to calculate the CFD sensitivities shown in Figure 4.15. A 2D-FFT

is then used to calculate the real and imaginary CFD sensitivities of the different har-

monic components. The sensitivity of the magnitude of the force density component

f(u,v) is then calculated using the following equation:

f(u,v) = f(u, v)Re + jf(u, v)Im, (4.8.2)

where f is the surface wave force density component of temporal order u and circum-

ferential order v. The subscripts Re and Im indicate the real and imaginary parts,

respectively.
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4.8.2 Force Sensitivity Using Adjoint Variable Method (AVM)

As shown in Equations (4.3.39) and (4.3.45), the system matrix, K, is function of

the nodes locations and the magnetic vector potential. Equation (4.3.45) can thus be

written as follows:

K (A,P )A = F , (4.8.3)

where P is the design variables vector.

As discussed in Section 4.7, the radial nodal force is calculated at each node by

summing up the change of the magnetic energy of the surrounding element, assuming

a virtual displacement of this node in the radial direction.

As presented in Equation (4.7.3), the nodal forces are a function of the magnetic

vector potential and the stiffness matrix. Hence, the sensitivity of the nodal force

at each of the stator teeth node facing the air gap with respect to the geometrical

parameters can be calculated as follows:

∂Fn
∂pi

=

(
∂Fn
∂pi

)
explicit

+

(
∂Fn
∂A

)T

· ∂A
∂pi

, ∀i (4.8.4)

The term ∂A
∂pi

can be found from the differentiating the residual vector equation with

respect to the geometrical parameter pi as follows:

∂D

∂pi
=
∂D

∂pi
+
∂D

∂A

∂A

∂pi
= 0 (4.8.5)
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By substituting the value of D in equation Equation (4.6.2) into equation Equa-

tion (4.8.5), the derivative of the residual vector can be determined as follows:

dD

∂pi
=
∂K

∂pi
A+

(
K +

∂K

∂A
A

)
∂A

∂pi
= 0 (4.8.6)

So,

∂A

∂pi
= −

[
K +

∂K

∂A
A

]−1
∂K

∂pi
A (4.8.7)

Hence, the nodal radial force sensitivity to any design variables,pi, is obtained as:

∂Fn
∂pi

=

(
∂Fn
∂pi

)
explicit

−
(
∂Fn
∂A

)T

·
[
K +

∂K

∂A
A

]−1
∂K

∂pi
A, ∀i (4.8.8)

Equation (4.8.8) can be rewritten in terms of the adjoint system as follow:

∂Fn
∂pi

=

(
∂Fn
∂pi

)
explicit

−α∂K
∂pi

A, ∀i (4.8.9)

where α is the adjoint vector and can be calculated as follows:

·
[
K +

∂K

∂A
A

]T

αT =

(
∂Fn
∂A

)
(4.8.10)

To confirm the calculation of the force density wave sensitivity using the AVM, the

force density wave sensitivity with respect to the rotor teeth height and the stator

teeth high of a 6/14 SRM is calculated using the CFD and the AVM.

The CFD sensitivities of the radial force density surface wave with respect to the

rotor teeth high were calculated as illustrated in Section 4.8.1. The AVM sensitivities

of the radial force density wave are also calculated, as illustrated in Section 4.8.2.

Then, A 2D-FFT is used to calculate the real and imaginary components of both
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sensitivities (CFD and the AVM) of different surface waves harmonics components.

The sensitivity of the magnitude of the force density component f is then calculated

as follows:

∂
∣∣f(u,v)

∣∣
∂pi

=
∂

∂pi

√
f(u, v)Re2 + f(u, v)Im2, (4.8.11)

where f(u, v)Re and f(u, v)Im are the real and imaginary parts of the force density

component of temporal order u and circumferential order v.

Equation (4.8.11) is rewritten as follows:

∂
∣∣f(u,v)

∣∣
∂pi

=
1√

f(u, v)2
Re + f(u, v)2

Im

(
2∗f(u, v)Re ∗

∂f(u, v)Re
∂pi

+ 2∗f(u, v)Im ∗
∂f(u, v)Im

∂pi

)
(4.8.12)

The CFD sensitivity of the amplitude of radial force density components with

respect to the stator teeth height is calculated based on Equations (4.8.1) and (4.8.12)

(See Figure 4.16). The corresponding AVM sensitivities are calculated based on

Equations (4.8.9), (4.8.10) and (4.8.12), as shown in Figure 4.17. It can be noticed

from both figures that CFD and AVM sensitivities are in good agreement.

The percentage error between the two sets of sensitivities is shown in Figure 4.18,

with a maximum error of ∼ 4.9%.

The CFD and the AVM sensitivities of the radial force density components to

the rotor teeth height were also computed, as shown in Figure 4.19 and Figure 4.20,
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Figure 4.16: The CFD sensitivities of the amplitude of radial force density
components to the stator teeth height.

Figure 4.17: The AVM sensitivities of the amplitude of radial force density
components to the stator teeth height.

Figure 4.18: The percentage error between the CFD and AVM radial force density
sensitivities to the stator teeth height.
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Figure 4.19: The CFD sensitivities of the amplitude of radial force density
components to the rotor teeth height.

respectively. A maximum error of 3.5% is found between the two results (See Fig-

ure 4.21).

It was also noticed that the AVM sensitivities of radial force with respect to

the different geometrical parameters results are susceptible to the number of air gap

elements. The accuracy of AVM sensitivities could be improved by increasing the

number of airgap elements and, hence, stator teeth nodes facing the air gap. However,

this increases the simulation times in JMAG and MATLAB. The number of stator

teeth edge nodes used in this research was 210.
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Figure 4.20: The AVM sensitivities of the amplitude of radial force density
components to the rotor teeth height.

Figure 4.21: The percentage error between the CFD and AVM radial force density
sensitivities to the rotor teeth height.
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4.9 Summary

As discussed in this chapter, The AVM can be used to estimate the sensitivities of

the radial forces with respect to any design variables. Linking the developed MAT-

LAB toolbox of sensitivity analysis calculation for torque and radial force is linked

to JMAG as discussed in this chapter. A 6/14 SRM with an operating speed of 1500

rpm was considered to evaluate the AVM technique of calculating the radial force

density sensitivity with respect to two geometrical parameters to show the effective-

ness of using that method. The obtained AVM sensitivities were compared to those

calculated by the more accurate but time-intensive CFD. A good agreement between

the two sets of results is achieved, and the maximum error between the two methods

for any radial force density component sensitivity was about 4.9%. The number of

airgap elements and stator teeth nodes facing the air gap should be carefully selected

to guarantee a more accurate AVM sensitivity calculation.

The calculated radial force sensitivities will be used to optimize the machine ge-

ometry for acoustic noise minimization in future work.
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The double salient structure of the SRMs creates challenges such as high acoustic

noise, vibrations, and high machine torque ripples [10]. The radial forces acting on

the stator structure are the main cause of the acoustic noise of the machine [11].

However, the torque ripples are mainly due to the rotor tangential force harmon-

ics [12]. Extensive studies were performed to overcome these challenges and improve

the SRMs performance [12]. Topology and geometry optimization of the SRMs were

used to enhance the machine performance and overcome the machine disadvantages.

In geometrical optimization, the main geometrical design variables of the machine

are optimized to improve the machine’s performance [13]. However, in topology op-

timization (TO), the material distribution in a selected design domain is optimized

to enhance the machine performance [14]. The main weakness of geometrical opti-

mization is the limited degree of freedom. Any increase in the number of variables

subject to optimization increases the complexity and the time of the optimization

process [12]. On the other hand, the TO allows for new designs without being limited

by the key design parameters of the machine.

Many published papers use TO to enhance electrical machines performance such

as maximizing mean torque, minimizing torque ripples, and minimizing radial force

[15–18]. TO was used in [19] to optimize the topology of the stator and rotor teeth

of a 6/4 SRM configuration to minimize the torque ripples of the machine. In [15],

topology optimization was used to optimize the stator structure of an SRM to reduce

the vibration caused by the radial magnetic forces on the stator structure. The TO

techniques can be divided into gradient-based and non-gradient-based methods, as

described in [12] (See Figure 5.1). The gradient-based methods, such as the level

set method [193], the material-density-based method [196], and the annealing-based
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Figure 5.1: The main gradient-based and non-gradient-based TO methods.

ON/OFF optimization method [19], require the sensitivity information of the objec-

tive function with respect to the design elements at each iteration. However, the

non-gradient-based methods, such as the normalized gaussian network [223] and the

deep-learning-based convolutional neural network [14], do not require sensitivity in-

formation of the objective function. Also, the gradient-based topology methods have

less computational time as compared to the non-gradient-based optimization meth-

ods. The gradient-based methods may converge, however, at local optimum solutions,

unlike Non-gradient-based methods [12].

The initial topology of the TO is the design domain filled with magnetic material

and the optimization method tries to remove parts of the magnetic material to reach

the optimal solution. The generative optimization (GO), however, starts with empty

design space and the optimization method fills a subset of that space with a magnetic

material to decrease the objective function [224]. The GO shows an improvement

in the final objective function as compared to the TO with the same optimization

method and the same design domain [225]. To our best knowledge, GO has not

been utilized before in the optimization of the electric machine. Figure 5.2 shows the
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Figure 5.2: The difference between topology optimization and generative
optimization.

difference between the GO and the TO.

Topology optimization is used in the literature to enhance the dynamic perfor-

mance of the switched reluctance machines. This chapter introduces a new ON/OFF

optimization method based on the line search method to overcome the limitations of

the conventional annealing-based ON/OFF optimization.

As illustrated in [12, 198], The annealing-based ON/OFF TO can handle a large

number of design elements in the design domain. Also, it has a much less conver-

gence time than the other two gradient-based ON/OFF TO methods mentioned in

Figure 5.1, [12]. The annealing-based ON/OFF TO method was applied in the lit-

erature for electromagnetic designs. In [198], the method was used for the first time

for electromagnetic design. The method was also applied in [199] to optimize the

shape of a magnetic shield of a magnetic recording system. In [19], the shape of

the front part of the stator teeth of an SRM for an air conditioning application was

optimized by the annealing-based ON/OFF TO method to reduce the torque ripples
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of the machine.

In this chapter, a new technique based on the line search is used to replace the an-

nealing process of the annealing-based ON/OFF TO algorithm. The newly proposed

technique shows an enhancement in the final value of the objective function and faster

convergence as compared to the annealing-based ON/OFF TO algorithm. The new

proposed method shows a good improvement in final solution of both the topology and

generative optimizations compared to the annealing-based ON/OFF method. Using

the same computer and the same optimization example, the new technique shows

a hug reduction on the optimization time. The reason behind the fast convergence

of the new proposed approach is that the method seeks for the optimal number of

element subject to change at each iteration. However, the annealing-based algorithm

starts each iteration with changing a high number of elements and then reduce the

number of elements subject to change with a fixed step till hitting a reduction in the

objective function.

5.1 Conventional Annealing-Based Topology Op-

timization Method

The annealing-based ON/OFF topology optimization is illustrated in this section.

The flowchart shown in Figure 5.3 illustrates the method. In the annealing-based

ON/OFF topology optimization, the sensitivity of the objective function with respect

to the reluctivity of each element in the design space is calculated to determine the

direction of the elements’ material change in each iteration. The annealing-based

ON/OFF TO method saves time as compared to the random changes utilized in
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stochastic-based topology optimization methods [12].

At each iteration, the material of each element is changed in the direction of the

negative gradient of the objective function with respect to that element’s reluctivity.

For example, if the objective function gradient is positive with respect to the reluctiv-

ity of an element, the reluctivity of that element should be decreased to decrease the

objective function. In that case, if the element material is iron, the element should be

changed to air. However, if the element material is already air, the element material

is kept air as the reluctivity of the element can not be decreased further.

The optimization algorithm starts with evaluating the initial design. The objective

function sensitivities with respect to the elements’ reluctivities are then obtained.

According to the annealing process, the sensitivities of the objective function are

then used to change the element material based on its sign and value. The annealing

process in this algorithm is used to select the optimum number of elements to modify

the design space topology at each iteration. As the sensitivity of the objective function

is calculated for each element in the design space assuming no change on the other

elements, this could lead to an increase in the objective function if a high number of

elements is considered for topology change. The annealing process used in this work

is highlighted in Figure 5.3. The process starts by sorting of the objective function’s

sensitivities with respect to the reluctivities of all the elements. Then, Np number of

elements that have the highest positive sensitivities are selected, and the materials of

these elements are changed to air.

Similarly, Nn number of elements that have the lowest negative sensitivities are

selected to be iron. The newly formed topology is then evaluated. If the objective

function is reduced, the annealing algorithm ends. If the objective function does not
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Figure 5.3: A flow chart of the annealing-based ON/OFF TO algorithm.
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improve, Np and Nn are successively decreased by 20% till the objective function is

improved. If the Np and Nn reach zero and there is no reduction in the value of the

objective function, the topology optimization is terminated.

the annealing-based method suffers from two weaknesses. The first weakness

is that at each iteration, the optimal number of elements subject to change is not

considered. That is because the number of perturbed elements is decreased till a

reduction of the objective function, even a small reduction, is achieved as illustrated

in the flowchart in Figure 5.3. This slows the convergence to the optimal solution.

The second weakness, the final design and the final local objective function depend

on the initial design topology.

5.2 Linesearch-Based Topology Optimization Method

As indicated in [16,74,199,226], the annealing-based ON/OFF TO is based on consid-

ering a fixed number of elements for material change at each iteration. If the material

changes of these elements do not reduce the objective function, the number of con-

sidered elements for change decreases until any decrease in the objective function

is achieved even a small reduction. If the number of the changed elements reaches

zero without any reduction of the objective function, the optimization algorithm ter-

minates, and this condition is considered as the end of the optimization algorithm.

Figure 5.4 illustrates an example of considering 40% of the elements with the highest

absolute objective function sensitivity for change.

To illustrate the first weak point of the annealing-based ON/OFF TO, the sensi-

tivity of the objective function shown in Equation (5.2.1) is calculated for the elements

of the stator teeth of a 6/14 SRM presented in Figure 5.5.a. The design domain of
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Figure 5.4: An example for considering part of the design domain for change based
on the value of the absolute sensitivity.

the machine is indicated in Figure 5.5.b. The objective of the design is to reduce the

torque ripple while keeping the mean torque value of the machine around 6 N.m.

f =

∑N
i=1 (ti − 6)2

N
(5.2.1)

where ti is the motor torque at the rotor step number i.N is the number of rotor steps

for one electrical cycle. In this optimization example, N = 100.

The sensitivity of the objective function with respect to each element’s reluctiv-

ity in the design space is calculated. The elements are then sorted based on their

corresponding objective function sensitivities. The percentage of elements subject

to material change is then swept from 0% to 100% with a 5% step. The objective

function is evaluated after each step change as illustrated in Figure 5.6.

It is clear from Figure 5.6 that if the annealing-based ON/OFF TO is used with

40% or 50% of the design space element being subject to change, the objective function

will be reduced as compared to the initial design ( 0%). This is not, however, the

optimal reduction. The optimal percentage of elements that should be subject to

change is between 90% and 95%. Even if the percentage of elements subject to
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Figure 5.5: The 6/14 SRM used for topology optimization a) the full machine before
optimization b) the design domain elements on one of the stator teeth selected for

topology optimization.
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Figure 5.6: the objective function value at different percentages of elements
considered for change at the first iteration of the optimization algorithm.
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change is chosen to be 95%, this percentage will not be the optimal number for the

next iteration.

To solve these issues, a new sensitivity-based ON/OFF optimization with a line

search technique is proposed to search for the optimal number of elements that should

be subject to change at each iteration. The line search technique replaces the anneal-

ing process of the conventional ON/OFF optimization.

The sign of the sensitivity of each element in this proposed algorithm is used to

determine the element’s type in the next iteration (either air or magnetic material).

However, the absolute value of the objective function sensitivity is used to sort the

elements according to their importance in achieving the objective function.

The line search method starts with sorting the elements of the design domain

according to the absolute value of their objective function sensitivity. The objective

function is then evaluated at 0%, 50%, and 100% of topology elements subject to

change, the change is done based on the sign of the sensitivities as illustrated before.

As shown in Figure 5.7.a, the objective function at three points, 0%, 50%, and 100%,

are called f1, fc and f2, respectively. Then, if f2 < f1 the distance between 50% and

the 100% is halved and the function is evaluated at 75% and called fc and the old

value of fc is assigned to f1 as indicate in Figure 5.7.b. But, if f2 > f1 the distance

between 0% and the 50% is halved and the function is evaluated at 25% and called fc

and the old value of fc is assigned to f2. The line search is kept inside this loop until

|f2 − f1| < ε, where ε is a very small tolerance. This procedure is similar to some of

the approaches utilized in line search algorithms [93].

After reaching this condition, the iteration is ended and the objective function

sensitivities with respect to all the design elements are calculated for the new iteration
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Figure 5.7: The internal halving line search technique used to search for the optimal
percentage of elements at each ON/OFF topology optimization iteration a) step 1

b) step 2.

and the line search is performed again. The algorithm stops when the line search finds

that the optimal number of elements subject to change equals 0. As discussed in the

rest of the paper, The algorithm shows great performance and is able to solve the two

weak points of the annealing-based topology optimization that are illustrated before.

5.3 Smoothing Algorithm of The Final Topology

Optimized Design

The final design after the optimization process is refined with a smoothing algorithm.

The objective of the smoothing algorithm is to avoid having an iron element that is

surrounded by air. Such an islanded element is challenging to be realized in machine

manufacturing. There are two options to remove the islanded elements; the first op-

tion is to simply convert the element’s material to air. The second option is to create
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Change elements to air

Change elements to steel

Design space

Figure 5.8: The different options of the smoothing algorithm; some elements are
either converted to steel or to air to avoid having steel elements surrounded by air.

a support to that element by linking it to the nearest iron elements as shown in Fig-

ure 5.8. Either way affects the objective function value as the smoothing changes the

optimal material distribution selected by the ON/OFF optimization algorithm. The

smoothing algorithm applies both options for each islanded element and selects the

smoothing option with the smallest effect on the objective function. This operation

can protect the design from having magnetic material floating in air without support.

5.4 Summary

A new linesearch-based ON/OFF optimization method for topology and generative

optimization of electric machines is proposed and illustrated in this chapter. The new

method is developed to overcome the limitations of the conventional annealing-based

ON/OFF method. A comparison between the performance of the newly proposed

method and the conventional method is presented in Chapter 6.
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Topology optimization is used in the literature to enhance the dynamic perfor-

mance of the switched reluctance machines. In this chapter a performance comparison

of the generative optimization and the topology optimization of a 6/14 switched reluc-

tance machine with the linesearch-based method proposed, introduced in Chapter 5,

and the conventional annealing-based method. The two methods are applied to two

different design domains of the machine for topology and generative optimization and

the results are compared to the results of the annealing-based ON/OFF method. The

results show the effectiveness of the newly proposed method. The proposed method

shows a faster convergence to optimal solutions than the conventional annealing-based

ON/OFF method.

6.1 Case study Machine Parameters

In this Section, the optimization results obtained using the conventional annealing-

based ON/OFF optimization method and the proposed linesearch-based optimization

method are compared to show the proposed method’s effectiveness. The topology and

generative optimizations are used to optimize the stator teeth of a 6/14 SRM to reach

a mean torque of 6 N.m and minimize the torque ripples. The initial design of the

machine is shown in Table 6.1. The machine is designed for HVAC and the objective

of the study is to reduce the torque ripple of the machine for that application [227].

The reason for selecting the Somaloy 700HR 3P, [229], material for the machine

design is to have different ways to manufacture the complex designs resulting from

the machine’s topology and generative optimization. The soft magnetic composite

materials, such as the Somaloy material, can be 3D printed as shown [230,231]. The

3D print considered in this paper as the main manufacturing technique to realize the
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Table 6.1: The rated parameters of the initial design of the machine.

Case study machine 6/14 SRM
DC link voltage (V) 170
Machine max speed (r.p.m) 1103
Peak power RMS phase current (A) 3.89
Reference current (A) 6.5
Core loss of the initial design (W) 105.4
Rated speed (RPM) 1103
Peak torque required for the application (N.m) 5.83
Torque ripple r.m.s (N.m) 1.2820(21.99%)
Stator OD (mm) 160
Rotor ID (mm) 70
Stator back iron thickness (mm) 10.15
Rotor back iron thickness (mm) 14.98
Stator teeth height 10.85
Rotor teeth height 8.72
Stator/rotor axial length 78
Rotor pole arc angle 10.8deg
Stator pole arc angle 10deg
Mechanical airgap thickness 0.3
Number of turns 120
Number of strands per turn 2
Wire size AWG 20
Wire insulation 0.05 mm of PEEK insulation (240 C)
Stator and rotor core material Somaloy 700HR 3P [228]
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Figure 6.1: The machine phase-current waveform after optimizing the firing angle of
the 6/14 SRM drive converter.

complex design results after the topology.

To maximize the mean torque and minimize torque ripples of the initial design,

the firing angles of the converters are optimized, and the resulting current waveform

is shown in Figure 6.1. Hysteresis control with soft switching is used to control the

machine current to the reference value [24]. It can be noted from Figure 6.1 that the

machine’s current waveform is filtered out from the current ripple. The reason behind

that is that the current ripple is reflected in the torque waveform as a torque ripple,

and the purpose of the study is to reduce the electromagnetic torque ripples due to

the double saliency of the machine. The torque ripples due to the current hysteresis

effect can be improved by the converter control parameters and the control strategy,

which is not the scope of this paper. The reader can refer to [232–234].

Both the conventional ON/OFF optimization method [198,199] and the proposed

method are applied to satisfy the design requirements. The initial design of TO is the

design domain filled with magnetic material. The GO, however, starts with empty

design domain. The optimization method fills a subset of that space to minimize

the objective function [224]. The GO shows an improvement in the final objective

147



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

function as compared to the TO with the same optimization algorithm and the same

design domain [225]. According to the authors’ best knowledge, GO has not been

utilized before in the optimization of the electric machine.

Figure 6.2 shows the main parts of the optimization process. As presented in

Figure 6.2, the optimization process consists of three main steps. In the first step,

a MATLAB script calls JMAG to apply the initial design of the machine and run

the model. The MATLAB script then exports the mesh information and the elec-

tromagnetic solution in all the simulation steps. The information exported from the

FEA simulation is the magnetic vector potential at all the nodes and the reluctivity

of all the elements, which are required for the sensitivity calculation as described in

section IV. Based on the exported mesh information, the nodes’ location and the

finite elements, the design space is selected. The number of elements is limited by

the available computational capability of the used computer. Ideally, more elements

involved in the optimization process means the higher chance to improve the ma-

chine’s performance further; however, the more element involved in the optimization

process, the more computation capability is required. The second step of the process

is calculating the sensitivity of the objective function with respect to each element

in the design space and optimizing the design accordingly. At each iteration of the

optimization process, the torque of the machine is calculated with JMAG, and the

sensitivity of the objective function is calculated based on the updated information

from the latest FEA, as shown in Figure 6.2. The optimization process is circulat-

ing in the second step loop till the termination condition is reached. the termination

condition depends on the optimization algorithm as described in Sections 5.1 and 5.2.

The last step is to evaluate the final design and export the torque information from
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Figure 6.2: Flowchart of the optimization process numerical implementation using
JMAG and MATLAB.

JMAG for that design.

The objective of the optimization problem is to increase the mean torque and

reduce the torque ripples of the machine. The target mean torque for the application

is 6 N.m, so the objective function is formulated as follows:

f =

∑N
i=1 (ti − 6)2

N
(6.1.1)

where N is the number of rotor positions simulated for one electrical cycle, and ti is

the rotor torque at position number i. In this study, the number of rotor positions

used for one electrical cycle is 100 . The lowest possible value of the objective function

shown in Equation (6.1.1) is zero, at which the mean torque of the machine is 6 N.m,

and the torque ripple is zero. The optimization objective is to reduce the function in

Equation (6.1.1) to get closer to the target torque and reduce the torque ripples as

much as possible.
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6.2 Generative and Topology Optimization of the

Stator Design Domain with the Conventional

Annealing-based ON/OFF Optimization Method

6.2.1 Generative Optimization of the Stator Design Domain

Figure 5.5.a shows the 6/14 SRM before optimization, while Figure 5.5.b shows the

design domain elements on one of the stator teeth. 5940 elements are considered for

topology and generative optimization in the stator teeth design domain, with 990

design elements in each stator tooth.

The conventional annealing-based ON/OFF optimization is used for GO of the

design domain shown in Figure 5.5. The algorithm reaches mean torque of 5.45 N.m

and an r.m.s torque ripple of 0.387 N.m or 7.1%. Figure 6.3 shows the objective

function value at the different iterations of the optimization process. As shown in

the figure, the optimization process reached the optimum point after 24 iterations

which required 5 days, 10 hours, and 17 minutes to be finished using a computer with

Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz processor and 32.0 GB ram memory.

That computer was used for all the studies presented in this chapter. The torque

ripple and the mean torque at the different iteration steps of the algorithm is shown

in Figure 6.4.

The final stator design after the GO with the annealing-based method is shown

inFigure 6.5. A closer look to one of the stator teeth after the optimization is shown

in Figure 6.6. The flux density contour plots and the flux lines of the original design

and the optimized design at three different positions, the turn-on instant of phase

150



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

0                             5                             10                           15                          20                          25

Iteration number 

O
b

je
ct

iv
e
 f

u
n

c
ti

o
n

  

100

101

10 2
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Figure 6.5: The final stator shape after the GO of the stator teeth with the
conventional annealing-based ON/OFF optimization method.

1, the middle of phase1 excitation, and the turn-off instant of phase1, are shown in

Figure 6.7 and Figure 6.8. It can be noticed from Figure 6.7 and Figure 6.8 that the

optimization algorithm tries to introduce flux barriers to the flux path in order to

direct the flux.

To confirm the torque waveform and the torque calculation, a 3D model is built for

the design shown in Figure 6.6 on the same commercial software, JMAG. Figure 6.9

shows the 3D model built for the design. Please note that the end-turn effect is

neglected, as shown in the 3D model. A comparison of the dynamic torque of the 2D

model and the 3D model is shown in Figure 6.10. a Comparison of the average torque

and the torque ripple of the 3D model and the 2D model is shown in Table 6.2. It can

be concluded that the 2D model can be used in the analysis for the average torque

and the torque ripple calculation.
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Figure 6.6: The shape of one stator tooth after the GO of the stator teeth with the
conventional annealing-based ON/OFF optimization method The Final design is

simulated with 2D simulation on a commercial FEA software.
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Figure 6.7: The Flux density contour plot and the flux density lines of the design at
three positions of one of the phases excitation: for the initial design a) at the
turn-on instant of phase1, b) at the at the middle of the duration of phase A

excitation, c) at the turn-off instant of phase A.

Table 6.2: Comparison of the average torque and the torque ripple using the 2D
model and the 3D model for the design shown in Figure 6.6.

2D model 3D model Error (N.m)
Torque (N.m) 5.45 5.393 −0.057
Torque ripple (N.m) 0.387 0.501 −0.114
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Figure 6.8: The Flux density contour plot and the flux density lines of the design at
Figure 6.6 at three positions of one of the phases excitation for the optimized

design: a) at the turn-on instant of phase1, b) at the at the middle of the duration
of phase A excitation, c) at the turn-off instant of phase A.

Figure 6.9: 3D model of the design shown in Figure 6.6 on JMAG software.
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Figure 6.10: A comparison of the dynamic torque of the final design shown in
Figure 6.6 using 2D model and 3D model on JMAG software.

6.2.2 Topology Optimization of the Stator Design Domain

In this case study, the conventional annealing-based ON/OFF optimization is used

for TO of the design domain presented in Figure 5.5.b for the same objective shown

in (22). The GO starts with an empty design domain; however, the TO starts with all

the design domain elements assigned to iron material. The algorithm reached a mean

torque of 5.725 N.m and an r.m.s torque ripple of 0.204 N.m or 3.6%. Figure 6.11

shows the objective function value at the different iterations of the optimization pro-

cess. As shown in the figure, the optimization process reached the optimum point

after 24 iterations which required 6 days, 23 hours, and 30 minutes. The torque ripple

and the mean torque at the different iteration step of the algorithm is shown in Fig-

ure 6.12. The final design after the topology optimization with the annealing-based

ON/OFF optimization is shown in Figure 6.13.

The flux density contour plot and the flux lines plot of the design in one of the

stator teeth of phase1 at three different positions, at the instant turn-on of phase1,

at the middle of phase1 excitation, and the instant of turn-off of phase1 is shown in
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Figure 6.11: The objective function value at the different iterations of the TO based
on the conventional annealing-based ON/OFF technique.
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Figure 6.12: The objective function value at the different iterations of the TO based
on the conventional annealing-based ON/OFF technique.
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Figure 6.13: The stator final design after the TO with the annealing-based
ON/OFF optimization technique.

Figure 6.14. It can be concluded from the figure that the optimization algorithm is

introducing voids in the stator teeth to divert the flux lines from the middle of the

stator teeth, which results in improving the torque of the machine.

The main manufacturing strategy to realize this part is to use additive manu-

facturing. The Somaloy 700 HR 3P material is chosen for that reason. There are

3 types of the Somaloy 700 HR material, 1P, 3P, and 5P. The Somaloy 700 HR 3P

material is selected in this research as it has higher mechanical strength compared to

the Somaloy 700 HR 1P and the Somaloy 700 HR 5P as described in [235,236].

However, suppose the laser cutting method or the lamination stamping method

will be used for manufacturing this design. In that case, the design should be

smoothed further, as shown in Figure 6.15. However, the core material should be
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Figure 6.14: The Flux density contour plot and the flux density lines of the design
shown in Figure 6.13 at three positions of one of the phases excitation: a) at the

turn-on instant of phase1, b) at the at the middle of the duration of phase A
excitation, c) at the turn-off instant of phase A

Table 6.3: Comparison of the design shown in Figure 6.13 before soothing and after
soothing using the Somaloy 700 HR 3P.

Design before smoothing Figure 6.13 Design after smoothing Figure 6.15
Torque (N.m) 5.725 5.665
Torque ripple (N.m) 0.204 0.455

also changed to non-oriented silicon steel or cobalt steel laminations. A torque per-

formance comparison of the machine before and after the design smoothing is pre-

sented in Table 6.3 and Figure 6.16. It can be noticed from that comparison that

the smoothing of the design shifts the performance of the machine from the optimal

point which results in a reduction in the average torque and an increase in the torque

ripples.
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Figure 6.15: The stator final design shown in Figure 6.13 after smoothing.
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Figure 6.16: A comparison of the dynamic torque of the final design shown in
Figure 6.13 before and after smoothing.
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6.3 Generative and Topology Optimization of the

Stator Design Domain with The linesearch-

based optimization

The proposed linesearch-based optimization approach illustrated in Section III is

used for generative and topology optimization of the stator design domain shown in

Figure 5.5.b with the same objective function shown in (22). The same PC was used

for the optimization to compare the time required for each method.

6.3.1 Generative optimization of the stator design domain

In this case, the initial topology of the design domain is assigned to air, and the

optimization algorithm fills the space with the magnetic material to minimize the

objective function (22). The mean torque at the final iteration of the generative

optimization based on the proposed linesearch-based method is 5.8 N.m, and the

r.m.s torque ripple is 0.3523 N.m or 6.074%. Figure 6.18 shows the torque ripple and

the mean torque at all optimization iterations.

The flux density contour plot and the flux lines of the final optimized design in

one of the stator teeth of phase1 at three different positions, at the instant of the

phase1 turn-on, at the middle of the phase1 excitation, and at the turn-off instant

of phase1, are presented in Figure 6.19. It can be concluded from the flux density

contour plot that the optimization algorithm tries to divert the flux lines from the

middle of the stator teeth, which results in a lower torque ripple compared to the

initial design.
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Figure 6.17: The shape of one stator teeth after the GO of the stator teeth with the
linesearch-based ON/OFF optimization method.
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Figure 6.18: The motor torque ripples and mean torque at the different iterations of
the linesearch-based GO
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Figure 6.19: The Flux density contour plot and the flux density lines of the design
shown in Figure 6.17 at three positions of one of the phases excitation: a) at the

turn-on instant of phase1, b) at the at the middle of the duration of phase A
excitation, c) at the turn-off instant of phase A

Table 6.4: Comparison between the GO of the Stator Teeth of the 6/14 SRM with
the Linesearch-Based and annealing-based ON/OFF Optimization Methods.

Linesearchbased ON/OFF method Annealing-based ON/OFF method
Mean torque (N.m) 5.8 5.45
Torque ripples % 6.074 7.1
Iron loss (stator +rotor) 111.23( W) 106.4( W)
Number of iterations 9 24
Optimization time (mins) 3205 7817

A comparison between the results of GO using the linesearch-based and conven-

tional ON/OFF optimization methods is shown in Table 6.4. The linesearch-based

GO also reaches a better solution than the one reached by annealing-based ON/OFF

GO. The mean torque is increased by 0.35 N.m and the torque ripple is decreased by

∼ 1%, as indicated in Table 6.4. The dynamic torque for one electrical cycle of the

final designs based on the two methods is shown in Figure 6.21.

The linesearch-based ON/OFFGO only required 9 iterations to converge to the lo-

cal optimal solution as compared to 24 iterations with the annealing-based ON/OFFGO,

as illustrated in Figure 6.21. As shown in Table 6.4, the linesearchbased GO reduces

the optimization time by ∼ 60% as compared to the time required for the annealing-

based ON/OFF GO.
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Figure 6.20: A comparison of the dynamic torque of the final design for one
electrical cycle using the proposed line search and the annealing-based method for

GO.
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Figure 6.21: The objective function of value at the different iterations of the
linesearch-based ON/OFF GO.
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6.3.2 Topology optimization of the stator design domain

Topology optimization is accomplished using the proposed linesearch-based technique

on the design domain presented in Figure 5.5.b. The TO results based on the proposed

method is compared to the TO results using the annealing-based technique.

Figure 6.22 presents the torque ripple and the mean torque of the motor at the

different iterations of the TO based on the proposed linesearch-based ON/OFF ap-

proach. Figure 6.23 Shows the final design of one of the stator teeth after TO. The

figure shows that TO requires more iterations to converge to the final solution than

the GO with the same method. The TO with the proposed method is able to achieve

mean torque of 5.74 and r.m.s Torque ripple of 0.298 N.m or 5.19%. The flux density

lines and the contour plot of the design at three different rotor positions correspond-

ing to three different instants of the excitation of phase1 is shown in Figure 6.24. It

can be concluded from Figure 6.24 that the optimization algorithm tries to introduce

flux barriers in the middle of the stator teeth to guide the flux in a way to reduce the

torque ripples.

The linesearch-based TO requires only 14 iterations to converge to the local opti-

mal solution as compared to 24 iterations with the annealing-based TO optimization

(See Figure 6.11). Both optimization methods converge to almost the same mean

torque as indicated in Table 6.5. However, the annealing-based TO achieves a lower

torque ripple as shown inTable 6.5 and Figure 6.25. The advantage of the linesearch-

based method is the shorter simulation time compared to the annealing-based tech-

nique. The newly proposed technique reduces the optimization time by 49.3% as

illustrated in Table 6.5.
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Figure 6.22: The motor torque ripples and mean torque at the different
optimization iterations with the linesearch-based TO.

Figure 6.23: The final design of the stator teeth with the linesearch-based TO.
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Figure 6.24: The Flux density contour plot and the flux density lines of the design
shown in Figure 6.23 at three positions of one of the phases excitation: a) at the

turn-on instant of phase1, b) at the at the middle of the duration of phase A
excitation, c) at the turn-off instant of phase A.
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Figure 6.25: A comparison of the dynamic torque of the final design for one
electrical cycle between the annealing-based and linesearch-based ON/OFF

topology optimizations.

Table 6.5: Comparison between the TO of the stator teeth of the 6/14 SRM with
the linesearch-based and annealing-based ON/OFF optimization methods

Linesearch based ON/OFF method Annealing-based ON/OFF method
Mean torque (N.m) 5.74 5.725
Torque ripples % 5.19 3.6
Number of iterations 14 24
Optimization time (mins) 5120 10110
Iron loss (stator+rotor) 102.5 W 98.7 W
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The design shown in Figure 6.23 can be realized experimentally by using 3D print-

ing of the Somaloy 700HR3P material, as indicated in [230, 231, 235, 236]. If silicon

steel material is used for this design and a conventional manufacturing approach is

used, such as laser cutting or stamping of the silicon steel sheets, the shape shown in

Figure 6.23 should be smoothed further. Figure 6.26 shows the smoothed design of

the stator teeth shown in Figure 6.23. In the smoothed design shown in Figure 6.26,

the sharp edges shown in the original design were replaced by oval and circular ships,

which will be feasible if the laser cutting or stamping process is considered for man-

ufacturing that design.

However, the smoothing process shifts the design from the optimal point and

affect the machine performance, as shown in the torque waveforms comparison in

Figure 6.27. The average torque of the design after the smoothing process shown in

Figure 6.23 is 5.54 N.m, reduced by 3.4%, and the torque ripple is 9.09%, increased

by 3.9%.

Based on the linesearch-based topology and generative optimization results, the

initial topology affects the final optimized structure of the design domain, as indicated

in Figure 6.23 and Figure 6.17. However, the difference between the mean torque and

the torque ripple between the topology and generative optimization is relatively small,

as indicated in Table 6.6. Also, the objective function converges to almost the same

value but with different steps, as shown in Figure 6.28.

The only significant difference between the topology and generative optimization

based on the proposed method is that the GO saves 34.4% of the optimization time

required for the TO.
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Figure 6.26: Smoothed design of the stator teeth shown in Figure 6.23.
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Figure 6.27: A comparison of the dynamic torque of the final design for one
electrical cycle between the original optimized design shown in Figure 6.23 before

smoothing and the design after smoothing shown in Figure 6.26.
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Figure 6.28: The objective function of value at the different iterations of the
line-search-based ON/OFF generative and topology optimizations.

Table 6.6: Comparison between the GO and TO with the linesearch based ON/OFF
methods.

Method Generative optimization Topology optimization
Mean torque (N.m) 5.8 5.74
Torque ripples % 6.074 5.19
Number of iterations 9 14
Optimization time (mins) 3205 4890
Iron loss (stator+rotor) 111.23 W 102.5 W
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6.4 Generative optimization of the Rotor Design

Domain

It is evident from the simulation results that the proposed linesearch-based opti-

mization technique outperforms the conventional ON/OFF optimization based on

the annealing technique. The ON/OFF optimization based on the linesearch method

reduces the optimization time by almost 60% for the GO and 50% for the TO as

compared to the time required for the conventional annealing-based method. Also,

the final optimlized design shows a better performance than the one optimized by the

conventional method, as shown in Sections 6.2 and 6.3.

In this case study, the rotor teeth of the rotor region are selected as the design

domain for the GO based on the newly proposed linesearch-based ON/OFF method

and the annealing-based ON/OFF method. The design domain of the rotor region is

illustrated in Figure 6.29, which consists of 446 elements for each rotor tooth. The

total number of elements for all 14 teeth is 6244 elements.

The objective function of the optimization is the same one used for the stator

design domain optimization given by (22). The GO using the proposed linesearch-

based optimization method reaches a mean torque of 5.72 N.m and torque ripples of

0.529 N · m(9.25%) after seven optimization iterations, as indicated in Figure 6.30.

The final design of the rotor teeth based on that method is presented in Figure 6.31.

The Flux density contour plot and the flux density in on of the rotor teeth cor-

responding to phase 1 at three different instants of phase1 excitation, at the turn-on

instant of phase1, at the middle of phase1 excitation, and at the turn-off instants of

phase1, are presented in Figure 6.32.
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Figure 6.29: One tooth of 14 teeth rotor design domain for GO.
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Figure 6.30: The motor torque ripples and mean torque at the different
optimization iterations of the GO using the linesearch-based ON/OFF method of

the rotor teeth region.
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Figure 6.31: The shape of one rotor tooth after the GO of the rotor teeth with the
linesearch-based ON/OFF optimization method.

a) b) c)

Figure 6.32: The Flux density contour plot and the flux density lines of the design
shown in Figure 6.31 at three positions of one of the phases excitation: a) at the

turn-on instant of phase1, b) at the at the middle of the duration of phase A
excitation, c) at the turn-off instant of phase A.
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Figure 6.33: The motor torque ripples and mean torque at the different
optimization iterations of the GO using the annealing-based ON/OFF method of

the rotor teeth region.

On the other hand, the GO using the annealing-based ON/OFF method on the

same rotor design domain reaches a mean torque of 4.93 N.m and torque ripples of

0.683 N.m (13.84%). The optimization process stops after 13 optimization iterations

as presented in Figure 6.33. The final design of the generative optimization using

the annealingbased ON/OFF technique is presented in Figure 6.34. The Flux density

contour plot and the flux density in one of the rotor teeth corresponding to phase 1

at three different instants of phase 1 excitation, at the turn-on instant of phase 1 , at

the middle of phasel excitation, and at the turn-off instants of phase1, are presented

in Figure 6.35. The voids that the optimization process introduced in the design

create flux barriers to direct the flux lines if compared to the original design shown

in Figure 6.7.

Figure 6.36 illustrates the dynamic torque of the final design for each method

for one electrical cycle. As clear from Figure 6.37, the proposed linesearch-based

method is able to enhance the motor mean torque and torque ripple better than

the annealing-based method. Also, it is clear from the objective function results
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Figure 6.34: The shape of one rotor teeth after the GO of the rotor teeth with the
annealing-based ON/OFF optimization method.

a) b) c)

Figure 6.35: The Flux density contour plot and the flux density lines of the design
shown in Figure 6.34 at three positions of one of the phases excitation: a) at the

turn-on instant of phase1, b) at the at the middle of the duration of phase A
excitation, c) at the turn-off instant of phase A.
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Figure 6.36: A comparison of dynamic torque of the final designs of both methods
for one electrical cycle.
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Figure 6.37: The objective function of value at the different iterations of the
generative optimizations based on the linesearch-based ON/OFF method and the

conventional ON/OFF method.

shown in Figure 6.37 that fast convergence characterizes the GO using the proposed

linesearch-based ON/OFF optimization method as compared to the GO based on the

annealing-based ON/OFF optimization method.

As discussed before, the main manufacturing technique for realizing these designs

is additive manufacturing by 3D printing the Somaloy 700HR 3P material, as pre-

sented in [230, 231]. However, if traditional manufacturing approaches, such as laser

cutting or lamination stamping, are used, the material should change to non-oriented
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Figure 6.38: The shape of one rotor teeth after smoothing the design space shown in
Figure 6.34

silicon steel lamination or cobalt steel lamination. The material change and the

smoothing of the design required for the classic manufacturing approach will change

the optimal solution achieved through the ON/OFF optimization. To show the ef-

fect of smoothing the design, the final design shown in Figure 6.34 is smoothed as

presented in Figure 6.38 . It is clear from Figure 6.39 that the aggressive smoothing

of the design shifts the design performance to a point with lower average torque and

higher torque ripples.

6.5 Summary

This chapter presents a new linesearch-based ON/OFF optimization algorithm for

topology and generative optimization of switched reluctance machines. The method

reduced the optimization time compared to the conventional annealing-based ON/OFF

algorithm for both topology and generative optimization. The proposed linesearch-

based ON/OFF algorithm and the conventional annealing-based ON/OFF algorithm
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Figure 6.39: A comparison of the dynamic torque of the final design for one
electrical cycle between the original optimized design shown in Figure 6.34 before

smoothing and the design after smoothing shown in Figure 6.38

were used for topology and generative optimization of two different design domains

of a 6/14 SRM configuration. The proposed method was shown to reduce the opti-

mization time by around 60% for the generative optimization and around 50% for the

topology optimization as compared to the conventional annealing-based ON/OFF

method for the stator design domain. Also, the optimization time using the pro-

posed method was reduced by around 40% for the generative optimization as com-

pared to the conventional annealing-based ON/OFF method for the rotor design

domain. As shown in the paper, the proposed method also outperforms the conven-

tional annealing-based ON/OFF method in the final optimized design performance.

The new approach was demonstrated for both topology and generative optimization

of both the stator and rotor of SRMs. The topology and the generative optimizations

with the proposed linesearch-based method converged to almost the same objective

function value but with different final solution designs. As the proposed method is a

gradient-based method, the adjoint sensitivities were utilized to calculate the gradient

of the objective function with respect to the reluctivity of all elements of the design
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domain in this research.
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Chapter 7

A New Technique for Radial Force

Calculation Time Reduction for

the Optimization Process of SRMs
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This chapter introduces a new technique for reducing the time of calculating radial

force density waves of switched reluctance machines (SRMs). The method is based

on the finite element (FE) simulation of a fraction of an electrical cycle. The new

approach shows that a significant time reduction is achieved as compared to the

time required for stator radial force density and the rotor tangential force calculation

based on the one mechanical cycle simulation method. As the switched reluctance

motors introduce new challenges in aspects such as acoustic noise, vibrations, and

torque ripples, the method introduced in this paper will help reduce the time of the

optimization process of switched reluctance machines in the design stage to improve

the machine performance. The proposed method is applied to radial flux switched

reluctance machines. Three different topologies were used to show the effectiveness of

this technique in different force components with minimal error as compared to the

benchmark method based on the FE simulation of one mechanical cycle.

The optimization process to reduce the acoustic noise and vibration of SRMs

requires the evaluations of the radial force and tangential force density components

at each iteration of the process. The evaluation process is usually done based on

Finite element analysis (FEA) simulation of one mechanical cycle to obtain stator

and rotor force density waves components [24]. In [85], the study shows that the

stator force density wave components can be estimated based on the FEA simulation

of one electrical cycle. However, this method cannot be applied to the rotor force

density components as the FEA simulation of one mechanical cycle is required to get

the accurate rotor force density components. This point is illustrated throughout this

paper.
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7.1 Conventional Approaches of Stator Radial Force

Density Components Calculation

This section reviews the methods of stator force decomposition illustrated in the

literature. The radial force density is usually calculated on the stator structure of the

SRMs to evaluate and reduce the machine acoustic noise and vibration. The radial

force density spectrum is given by [20]:

 u = Nr ×Nph × j −Nr × k

v = Ns

Nph
k

(7.1.1)

where u is the mechanical temporal order, v is the circumferential order, Ns is the

number of stator teeth, Nr is the number of rotor teeth, Nph is the number of the

machine phases, and j and k are integer numbers [20]. As indicated in [20], the stator

radial force density and tangential force density components have the same pattern

which is given by (1). The discussion in this chapter will be limited to the stator

radial force density decomposition. However, the same analysis can be used for the

stator tangential force density decomposition as well.

Based on Equation (7.1.1), the greatest common division (GCD) of all the me-

chanical temporal orders of the radial force density acting on the stator structure is

Nr as j and k are any integer numbers. This means that there are Nr radial force wave

repetitions in each mechanical cycle. As the mechanical cycle consists of Nr electrical

cycles, only one electric cycle is enough to find all the stator force density components

in electric temporal order. The temporal order of the radial force density components

based on one electrical cycle are then multiplied by Nr (the number of repetitions in
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Table 7.1: Temporal Order of Part of The Radial Force Density Wave Components
of a Three-Phase 6/14 SRM.

J = −4 J = −3 J = −2 J = −1 J = 0 J = 1 J = 2 J = 3 GCD
K = −2 −140 −98 −56 −14 28 70 112 154
K = −1 −154 −112 −70 −28 14 56 98 140
K = 0 −168 −126 −84 −42 0 42 84 126

14
K = 1 −182 −140 −98 −56 −14 28 70 112
K = 2 −196 −154 −112 −70 −28 14 56 98

Table 7.2: Temporal Order of Part of The Radial Force Density Wave Components
of a Three-Phase 6/4 SRM.

J = −4 J = −3 J = −2 J = −1 J = 0 J = 1 J = 2 J = 3 GCD
K = −2 −40 −28 −16 −4 8 20 32 44
K = −1 −44 −32 −20 −8 4 16 28 40
K = 0 −48 −36 −24 −12 0 12 24 36

4
K = 1 −52 −40 −28 −16 −4 8 20 32
K = 2 −56 −44 −32 −20 −8 4 16 28

one mechanical cycle) to get the radial force density components represented in the

mechanical temporal order.

Tables 7.1 and 7.2 show part of the stator radial force density wave components

of a three-phase 6/14 SRM and a three-phase 6/4 SRM, respectively. As shown in

these tables, the GCD of all the mechanical temporal orders is Nr which means that

only one electrical cycle is required to find all the radial force density component of

SRM if the structure of the machine is symmetric.

182



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

7.2 Fraction of an Electrical Cycle Method for Sta-

tor Radial Force Density Components Calcu-

lation

As discussed in the Section 7.1, the stator force density wave based on one electrical

cycle of the SRMs FEA simulation can be used to get the accurate stator force density

components. That leads to a significant amount of simulation time reduction equals

to (Nr − 1) times the computational time of the force density wave calculation based

on the FEA simulation of one mechanical cycle.

However, by taking a closer look into the stator radial force density wave, it can

be noticed that a further reduction in the required cycles can be achieved. Figure 7.1

shows a typical electromagnetic radial force density waveform acting on the stator

structure of a three-phase 6/4 SRM for one electrical cycle. The electrical cycle in

that Figure is divided into 100 rotor positions and the stator circumference, where the

radial force density is calculated, is divided into 7770 points for this example. It can

be noticed that the waveform is divided into three symmetrical temporal parts that

are shifted in the circumferential direction (see Figure 7.1). These three parts are due

to the three-phase machine structure. The number of the symmetrical temporal but

shifted parts is equal to the number of machine phases. This means that if only one

part is computed, the other two parts can be reproduced by shifting the calculated

part in the circumferential direction with a proper shift angle. This assumption is

valid if the machine structure is symmetrical. The symmetry of the machine is usually

the assumption in the machine design stage, so this technique can be used to reduce

the time of the design and optimization of the machine as a huge time can be saved.
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Figure 7.1: A typical radial force density waveform of a three-phase 6/4 SRM over
one electric cycle (100 rotor steps) and the whole stator inner circumference.

Figure 7.2 shows a contour plot of the radial force density wave shown in Fig-

ure 7.1. It is clear from the contour plot that the radial force density wave is divided

into three parts, and each part is shifted by a certain mechanical circumferential angle

on the stator circumference. To illustrate that, a graphical representation of the radial

force density for one electrical cycle of the three-phase 6/4 SRM configuration is pre-

sented in Figure 7.3. The hatched cells in the Figure represent that there is a higher

value of the force density at that circumferential position compared to the white cells.

The number of the hatched cells shown in the Figure indicated the number of the

phase excited at the corresponding rotor position. It can be concluded from the con-

tour plot in Figure 7.2 and the graphical representation in Figure 7.3 that by moving

the excitation from one phase to another phase, the radial force density waveform is

shifted circumferentially by 60 mechanical degrees on the stator circumference in the

direction of phase excitation or 120 mechanical degrees on the stator circumference

in the direction of rotor rotation.

For a three-phase 6/4SRM, 1/3 of an electrical cycle is required to reproduce the
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Figure 7.2: A contour plot of the radial force density waveform shown in Figure 7.1.
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Figure 7.3: A graphical representation of the radial force density waveform regions.
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Figure 7.4: The stator radial force density wave of the three-phase 6/4 SRM over
1/3 electric cycle (37 rotor steps).

radial force density wave, shown in Figure 7.4 . The other two parts of the radial

force density wave can be reproduced by shifting the calculated part by 60 mechan-

ical degrees on the stator circumference in the direction of phases excitation or 120

mechanical degrees on the stator circumference in the direction of rotor rotation, as

illustrated in Figure 7.5. As shown in Figure 7.5, any three-phase six teeth configura-

tion will require the same shift. The required shift should be changed if the number

of stator teeth changes as shown in Figure 7.6 for a three-phase with 12 teeth SRM.

The required shift based on the machine slot/pole configuration can be estimated

from the following equation:

 θshift = 360
Ns

in the direction of pahse excitation, or

θshift = 360
Ns

(Nph − 1) in the direction of rotation
(7.2.1)

In the simulation of the three-phase 6/4SRM shown in Figure 7.2 and Figure 7.1,

the stator inner circumference is divided to 7770 equal-angle points. That means that

in order to shift the wave 60 degrees on the stator circumference (in the direction of
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Figure 7.5: The amount of shift applied to regenerate the stator force density for a
three-phase with six teeth SRMs configurations(such as 6/14 , 6/4 SRMs) Note:

phase excitation sequence is (Phase1, Phase2, then Phase3)
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Figure 7.6: The amount of shift applied to regenerate the stator force for a
three-phase with 12 teeth SRMs configurations (such as 12/8 or 12/16 SRMs) Note:

phase excitation sequence is (Phase1, Phase3, then Phase2).
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phase excitation), the 1/3 electrical cycle wave should be shifted 1295 points. To

shift the wave by 120 degrees on the stator circumference, it should be shifted by

2590 point. To ensure an integer number results from the shifting process, the stator

inner circumference, where the stator force is calculated, should be divided into a

number of points equal to Nr ×Nph × I , where I is an integer number.

Based on this proposed method, the number of FEA simulation points required

for obtaining the stator radial force density waves of SRMs is reduced significantly. In

general, the stator radial force density wave of a certain SRM configuration can be re-

produced by only simulating 1/Nph of an electrical cycle of the machine, and the other

(Nph − 1) parts of the stator radial force density wave can be produced by shifting

the calculated part circumferentially with a shift angle θshift which can be calculated

based on Equation (7.1.1). Numerical examples to compare the one mechanical cycle

method, the one electrical cycle method and the proposed fraction of an electrical

cycle method of stator radial force density wave generation and decomposition are

presented in Section 7.3.

7.3 Numerical Examples of Stator radial Force Den-

sity Waves Generation and Decomposition Meth-

ods

In this section, the complete radial force density wave is simulated for one mechanical

cycle, for one electrical cycle, and regenerated using a fraction of an electrical cycle

method by the FE simulation of 1/Nph of an electrical cycle. The radial force density

waves of three different SRM configurations are obtained based on the three methods
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and then decomposed with a two-dimensional fast fourier transform (2D FFT) to

calculate the stator radial force density harmonic spectrum. The harmonic spectrum

based on one electrical cycle and the reduced data method introduced in this paper

are compared to the harmonic spectrum based on the simulation of one mechanical

cycle as a benchmark method.

7.3.1 Numerical Examples of Stator radial Force Density Waves

Generation and Decomposition Methods

The radial force density wave for three different configurations of SRMs, three-phase

6/4 SRM, three-phase 6/14 SRM, and four-phase 8/6 SRM, are calculated based on

the simulation of one complete mechanical cycle and one complete electrical cycle to

evaluate the effectiveness of using one electrical cycle to get all the radial force density

components.

The radial force density wave of a 6/4 SRM is obtained based on one mechanical

cycle and one electrical cycle. The two radial force density waves based on the two

methods are then decomposed to the wave components with 2D FFT decomposition.

After obtaining the radial force density spectrum based on the one electrical cycle

method, the temporal order of the spectrum is multiplied by 6 (the number of rotor

teeth) to represent the spectrum in the mechanical temporal order, as illustrated

in Section 7.1. The stator radial force density waves harmonics spectrum for the

one mechanical cycle method and the one electrical cycle method are presented in

Figure 7.7 and Figure 7.8, respectively.

The relative error of the stator radial force density harmonics spectrum calculated

based on the one electrical cycle method with respect to the spectrum calculated based
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Figure 7.7: The radial force density of a 6/4 SRM based on a complete mechanical
cycle.
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Figure 7.8: The radial force density on the stator of a 6/4 SRM based on a complete
electrical cycle.
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Figure 7.9: The error of stator radial force density spectrum calculated based on the
one electrical cycle method with respect to the spectrum calculated based on the

one mechanical cycle method for the case study three-phase 6/4 SRM.

on the one mechanical cycle method is shown in Figure 7.9. It can be noticed that

one electrical cycle can be effectively used for the decomposition of the radial force

density components of the 6/4 SRM to get its harmonics spectrum with a reduced

simulation time and simulation effort. Figure 7.9 shows that the maximum error

between the two methods for the displayed spectrum is less than 1%.

Figure 7.10 shows the stator radial force density harmonics spectrum of a three-

phase 6/14 SRM calculated based on the FEA simulation of one mechanical cycle.

That machine’s radial force density spectrum is then obtained based on the one elec-

trical cycle method. The error of the stator radial force density harmonics spectrum

calculated based on the one electrical cycle method with respect to the spectrum cal-

culated based on the one mechanical cycle method is then calculated (see Figure 7.11).
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Figure 7.10: The stator radial force density components of a 6/14 SRM based on a
complete mechanical cycle.

As shown in Figure 7.11, the maximum error of the radial force density based on the

one electric cycle method with respect to one mechanical cycle method for the case

study three-phase 6/14 SRM on the displayed spectrum is about 1.8%.

The stator radial force density waveform is obtained for a third case study, four-

phase 8/6 SRM, based on the simulation of one mechanical cycle and then the wave-

form is decomposed to the harmonic spectrum as shown in Figure 7.12. The stator

radial force density harmonics spectrum is then calculated based on the radial force

density waveform obtained using the one electrical cycle method. The error of the

stator radial force density harmonics spectrum calculated based on the one electrical

cycle method with respect to the spectrum calculated based on the one mechanical

cycle method is then calculated as presented in Figure 7.13. As shown in Figure 7.13,

the maximum error of the radial force density spectrum calculated based on the case

study four-phase 8/6 SRM is less than 0.6%.
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Figure 7.11: The error of stator radial force density spectrum calculated based on
the one electrical cycle method with respect to the spectrum calculated based on

the one mechanical cycle method for the case study three-phase 6/14 SRM.
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Figure 7.12: The stator radial force density components of a four-phase 8/6 SRM
based on a complete mechanical cycle.
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Figure 7.13: The error of stator radial force density spectrum calculated based on
the one electrical cycle method with respect to the spectrum calculated based on

the one mechanical cycle method for the case study four-phase 8/6 SRM.
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7.3.2 Using fraction of an electrical cycle method for Stator

radial Force Density Waves Generation and Decompo-

sition

The stator radial force density waves for the three case studies SRM configurations

mentioned before are regenerated based on the fraction of an electrical cycle method

introduced in section 7.2. The regenerated stator radial force density waves for the

three configurations are then decomposed into the radial force density harmonics

spectrum, and the error is calculated with respect to the stator radial force density

spectrum calculated based on the one mechanical cycle benchmark method.

A faction of an electrical cycle method is used to regenerated the stator radial force

density wave for a three-phase 6/4 SRM. As indicated in section II, for the three-phase

6/4 SRM, only 1/3 of an electrical cycle is sufficient to generate one repetition of the

stator radial force density wave. The three-phase 6/4 SRM is simulated for 1/3 of

an electrical cycle (37 rotor steps are used in the simulation), as shown in Figure 7.4.

Then, one electrical cycle of the stator radial force density of the machine is generated

based on the simulated part of the stator radial force density wave by shifting that

part of the wave (see Figure 7.4) two times by 60 degrees mechanically on the stator

circumference in the opposite direction to the rotor rotation. The regenerated wave

represents one electrical cycle of the stator radial force density wave. The wave is

then decomposed using 2D FFT, and the error is calculated for the stator radial

force density spectrum estimated based on the proposed method with respect to

the spectrum obtained by the benchmark one mechanical cycle method shown in

Figure 7.7. As indicated in Figure 7.14, the maximum error of the displayed force

spectrum for the fraction of an electrical cycle method for the three-phase 6/4 SRM
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Figure 7.14: The error of stator radial force density spectrum calculated based on
the proposed method with respect to the spectrum calculated based on the one

mechanical cycle method for the case study three-phase 6/4 SRM

is less than 3.5%.

For the three-phase 6/4 SRM, the fraction of an electrical cycle method requires

simulating the machine for 1/3 of an electrical cycle; however, the electrical cycle

method requires the simulation of one electrical cycle, and the one mechanical cycle

method requires the simulation of 4 electrical cycles. For the fractional cycle method,

the machine is simulated for 34 rotor steps; however, the machine is simulated for 100

rotor positions for the one electrical cycle method and 397 rotor positions for the one

mechanical cycle method. So, it is also clear that the calculation time required for

the proposed method is 1/12 the time required for the one mechanical cycle method

and 1/3 the time required for one electrical cycle method. Table 7.3 summarizes
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Table 7.3: A comparison of the simulation time required and the maximum error for
obtaining the stator radial force density wave spectrum of the case study

three-phase 6/4 SRM for the three methods discussed in the paper.

Based on one
mechanical cycle

(4 electrical cycles )

Based on one radial
force repetition

(one electrical cycle)

Fraction of an
electrical cycle method

(1/3 of an electrical cycle)
Time used
for FEA

12 p.u. 3 p.u. 1 p.u.

Maximum error 0% <1% <3.5%

the comparison of the three methods for obtaining the stator radial force density

wave components for the case study three-phase 6/4 SRM. The table shows the FEA

simulation time and the maximum error in the displayed spectrum with respect to

the one mechanical cycle benchmark method.

The proposed method is used to generate the stator radial force density wave

for the case study three-phase 6/14 SRM. For the case study three-phase 6/14SRM,

the maximum error of the method of fraction of an electrical cycle is less than 2.5%

compared to the one mechanical cycle benchmark method, as illustrated Figure 7.15

.

The proposed approach for calculating the stator radial force density wave and

its components reduces the calculation FEA simulation computational burden and

time to (1/42) of the time required for the complete mechanical cycle method with

a maximum error of less than 2.5%. Also, the method reduces the FEA simulation

time and computational burden requirements to (1/3) of that of the one electrical

cycle method. The summary of the FEA simulation time and the maximum error

for each method with respect to the benchmark one mechanical cycle method in the

displayed spectrum is summarized in Table 7.4.

The method is also used to generate the stator radial force density wave for the
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Figure 7.15: The error of stator radial force density spectrum calculated based on
the proposed method with respect to the spectrum calculated based on the one

mechanical cycle method for the case study three-phase 6/14 SRM

Table 7.4: A comparison of the simulation time required and the maximum error for
obtaining the stator radial force density wave spectrum of the case study

three-phase 6/14 SRM for the three methods discussed in the paper.

Based on one
mechanical cycle

(14 electrical cycles )

Based on one radial
force repetition

(one electrical cycle)

Fraction of an
electrical cycle method

(1/3 of an electrical cycle)
Time used
for FEA

42 p.u. 3 p.u. 1 p.u.

Maximum error 0% <1.8% <2.5%
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Figure 7.16: The error of stator radial force density spectrum calculated based on
the proposed method with respect to the spectrum calculated based on the one

mechanical cycle method for the case study four-phase 8/6 SRM

case study four-phase 8/6 SRM. For the case study machine, the maximum error of

the method of fraction of an electrical cycle is less than 0.6% compared to the one

mechanical cycle benchmark method, as illustrated in Figure 7.16.‘

The proposed method only required the machine to be simulated for 1/4 of an

electrical cycle for the four-phase 8/6 SRM, as indicated in Section 7.2. The FEA sim-

ulation time and the maximum error for each method with respect to the benchmark

one mechanical cycle method in the displayed spectrum is summarized in Table 7.5.

7.4 Summary

This chapter presents a new method of generating the stator radial force density

wave based on the FE simulation of 1/Nph of an electrical cycle. The method is
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Table 7.5: Comparison of the simulation time required and the maximum error for
obtaining the stator radial force density wave spectrum of the case study four-phase

8/6 SRM for the three methods discussed in the paper.

Based on one
mechanical cycle

(6 electrical cycles )

Based on one radial
force repetition

(one electrical cycle)

Fraction of an
electrical cycle method

(1/4 of an electrical cycle)
Time used
for FEA

24 p.u. 4 p.u. 1 p.u.

Maximum error 0% <0.6% <0.6%

able to generate the full stator radial force density wave by means of shifting the

fractional cycle of the radial force density wave data based on FE simulation of 1/Nph

of an electrical cycle. By simulating 1/Nph of an electrical cycle, the stator radial

force density wave can be estimated by using the proper shift angle and the proper

circumferential number shifts of the regenerated parts, as illustrated in this chapter.

This results in a huge time and computational effort reduction compared to the

existing method of using one electrical cycle and one mechanical cycle simulation.

As presented in the chapter, the amount of time reduction depends on the SRM

configuration and the number of the machine’s phases. The proposed method should

be useful for geometry and topology optimizations of SRMs that target the mitigation

of the stator radial force density for acoustic noise mitigation. Optimizing the SRMs

design to mitigate acoustic noise requires many stator radial force density evaluations

during the optimization process. So, any reduction in the time and the computational

effort required to evaluate these components will result in a reduction on the overall

optimization time.
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Topology and Generative

Optimization of the 6/14 SRM for

Stator Radial Force Reduction

201



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

8.1 Introduction

Nowadays, the performance improvement of Switch Reluctance Motors (SRMs) is at-

tractive. Due to the continuously increasing price of rare-earth PM, extensive research

focuses on removing or reducing the PMs from the design of electrical machines. Also,

the absence of the windings and magnets from the rotor enables the SRM to run at

high speed and elevated temperatures [12]. The winding of the stator of SRMs is

usually a concentrated winding which reduces the assembly and maintenance cost

of the machine. This type of winding also reduces the magnetic coupling between

the machine’s different phases, which improves the fault-tolerance capability of the

machine [6]. SRMs have other important benefits, such as low cost and a simple and

robust structure [12]. All the mentioned advantages of the SRMs make these types

of machines a reliable choice for different applications [7–9].

However, the double salient structure of the SRMs creates challenges such as high

acoustic noise, vibrations, and high-level machine torque ripples [12]. The radial

forces acting on the stator structure are the primary cause of the acoustic noise of

the machine [10, 28, 29]. However, the torque ripples are mainly due to the rotor

tangential force harmonics.

In the inner rotor SRM configurations, the radial force acting on the stator is the

main source of the machine’s acoustic noise and vibrations [237]. In that case, the

machine structure can be optimized to reduce the most significant radial force density

components that excite the natural frequencies of main radial stator modes [85]. The

radial force acting on the rotor structure in the external rotor SRMs configurations

also contributes to that configuration’s acoustic noise and vibrations [238]. In order

to reduce the acoustic noise and vibrations of external rotor SRM configurations,

202



Ph.D. Thesis – Mohamed Abdalmagid McMaster University – ECE

the rotor radial force density components and the stator tangential force density

components should be minimized [238].

One of the ways to reduce the SRMs’ acoustic noise and vibrations is through

structural optimization by shifting the frequency of the critical circumferential vi-

bration modes to avoid exciting these vibration modes with the force density com-

ponents [87]. Another way is to reduce the amplitude of the critical force density

components that can excite the vibration modes of the machine structure through

electromagnetic optimization of the key design parameters of the machine [150,239].

Optimizing the control parameters was used in the literature also to reduce the am-

plitude of the critical force density components of the machine for the same pur-

pose [240, 241]. The reader can refer to [12, 85, 242] for more information about the

interaction between the force components and the SRMs circumferential vibration

modes.

In this chapter, Topology and generative optimization is used to design the stator

and the rotor teeth of a 6/14 SRM to reduce the radial force components acting of

the stator stricture.

The radial magnetic pressure in the airgap is shown in Equation (4.5.2), so the

radial force density acting in the stator is given by:

Fr =
1

2µ0

(
B2
ρ −B2

φ

)
(8.1.1)

It can be concluded form Equations (4.5.5) and (8.1.1) that optimizing the design

SRM to reduce the stator radial force without constraining the torque value will

reduce the machine average torque significantly.
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8.2 Optimization of the Rotor Design Domain for

Radial Force Mitigation

In this section, the rotor design domain shown in Figure 6.29 is optimized to reduce

one of the radial force density components of the three-phase 6/14 SRM case study

machine. The radial force density component selected for the minimization process

should be selected based on the model analysis and the vibration analysis of the stator

structure. This part is not discussed in this work; however, after selecting the most

dominant stator radial force density component that excites the stator structure, that

component should be the optimization objective.

The objective function of the optimization process is adopted as follows in order

to maintain the proper balance between reducing the redial force and keeping the

torque at the desired value:

fobj = ωf
(fr − wpFnorm )2

F 2
norm

+ ωt

∑St

i=1 (ti − Tref )2

Tref
, (8.2.1)

where fobj is the objective function need to be minimized, fr is the iteration’s radial

force density component, Fnorm is the intial value of the radial force density compo-

nent at iteration number 1, ti is the torque at the ith rotor step, St is the number of

rotor steps in one electrical cycle, Tref is the target average torque, wp is the target

percentage of the radial force component, ωf is the radial force optimization weight,

and ωt is the torque optimization weight. The summation of ωf and ωt should be

always one. If the value of ωf or ωt is greater than 0.5, it means much more focus is

given to radial force minimization or the average torque maximization, respectively.
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Table 8.1: The objective function parameter of the rotor TO targeting the radial
force and the average torque of the case study machine.

Parameter Value
ωf 0.5
ωt 0.5

Fnorm 3.28e4
Tref 6
wp 0.8
St 100

8.2.1 Topology Optimization with The Linesearch-Based ON/OFF

Method

In this subsection, the TO is applied to the rotor design space to minimize the objec-

tive function shown in equation (8.2.1). The optimization parameters of the objective

is set as shown in Table 8.1.

The Figure 8.1 shows the machine after the TO of the rotor teeth using the

linesearch-based ON/OFF optimization method. A closer look at the design of one of

the rotor teeth after the TO is shown in Figure 8.2. Figure 8.3 shows the stator radial

force of the optimized design. It can be concluded from the figure that the radial force

density wave acting on the stator structure has been significantly reduced if compared

to the radial force of the original design before optimization, see Figure 8.4.

Figures 8.5 and 8.6 show the amplitude radial force density component, the average

torque, and the torque ripple through the TO iterations. Due to the torque constraint

imposed in the objective function, Equation (8.2.1), the average torque and the torque

ripple remain within acceptable ranges. As illustrated before, the average torque of

the machine can not be maximized while minimizing the radial force. However, the

torque could be constrained while the radial force density is reduced. The role of the

optimization is to find a point that satisfies all the optimization objectives based on
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Table 8.2: The change of the performance parameters of the machine through the
optimization process.

Original design Final design Change %
Fr(4, 2) 3.28e3 N/m2 2.415e3 N/m2 -26.37%

Tav 6.46 N.m 5.81 N.m -10.06%
T.R 1.09 N.m 0.4977 N.m -54.34%

Figure 8.1: The 6/14 SRM machine after Generative optimization and before
smoothing.

the assigned weights ωf and ωt in Equation (8.2.1).

Table 8.2 shows the change in the average torque, the torque ripple, and the

amplitude redial force density component before and after the optimization process.

As shown the Selected radial force density component and the torque ripples of the

machine was reduced by 26.37% and 54.34% respectively, while the average torque

reduced by 10%. It can be concluded from the table that the optimization process

was trying to make the balance between reducing the selected radial force density

component and keeping the torque around 6 N.m as defined by the objective function.
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Figure 8.2: A rotor tooth of the 6/14 SRM after TO of the rotor teeth.

Figure 8.3: The stator radial force for one electrical cycle for the optimized design
shown in figure 8.2.
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Figure 8.4: The stator radial force for one electrical cycle for the original design
before optimization shown in figure 5.5.a.

Figure 8.5: The amplitude of the selected radial force density component through
the optimization’s iteration.
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a) b)

Figure 8.6: The machine torque and torque ripples through the optimization’s
iterations: a) average torque b) torque ripple.

Figure 8.7 shows the radial force density components of the waveform shown in

Figure 8.3. To illustrated the effect on all the other components the percentage of

change on all the components with respect to the initial design is shown in Figure 8.8.

As shown in Figure 8.8, There is a hug reduction in the other components as well

which

Figure 8.9 shows the flux density contour plot and the flux density lines at three

different potions of the rotor. It can be concluded that the optimization algorithm

tries to introduce voids in the rotor stricture in order to tilt the flux lines in the

circumferential direction if compared to the original design flux density lines at the

same rotor positions shown in Figure 6.7.

The main manufacturing strategy to realize these shapes is by using 3D printing

of the Somaloy 700HR3P material as discussed in Chapter 6. However, If laminated
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Figure 8.7: The radial force density components of the final design.

Figure 8.8: The radial force density components of the initial design.
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a) b) c)

Figure 8.9: The flux density lines and the flux density contour plot of the optimized
design at three different positions of a rotor teeth: a) Unaligned position

b)Mid-aligned position, and c) aligned position

steel materials are used for this design with a conventional manufacturing approach,

such as laser cutting or stamping of steel sheets, the shape shown in Figure 8.2 should

be smoothed further. Figure 8.9 shows the smoothed design of the stator teeth shown

in Figure 8.2. In the smoothed design shown in Figure 8.9, the sharp edges shown in

the original design were replaced by oval and circular ships, which will be feasible if

the laser cutting or stamping process is considered for manufacturing that design.

The smoothing is performed in the design without changing the material. The

dynamic torque comparison of the machine before and after smoothing is shown in

Figure 8.11. The average torque of the design after the smoothing process was re-

duced to 5.5 N.m, and the torque ripple increased to 12.7%. That is because the

smoothing process shifts the design from the optimal point achieved by the opti-

mization algorithm. However, the target radial force density component reduced to

2.218e3 N/m2.

The radial force density spectrum of the machine after the optimization process

is shown in Figure 8.12. The percentage of change after smoothing with respect to

the optimized design before smoothing is presented in Figure 8.2 to show the effect

of the smoothing on all the force density components. The smoothing of this design
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Figure 8.10: The final design after smoothing process.

is based on removing material to remove the sharp edges and the parts that could

not be realized by the conventional manufacturing methods such as laser cutting or

bunching of the rotor lamination. As presented in Figure 8.2, the smoothing process

comes with the advantage of reducing the radial force density components; however,

it results in lower torque and high torque ripple. This reason is that the smoothing

process shifts the design from the optimal point.

Figure 8.9 shows the flux density contour plot and the flux density lines at three

different potions of the rotor after the smoothing process.

8.2.2 Topology optimization by Giving More Weight to the

Radial Force Density Minimization

In this subsection, the TO is applied to the rotor design space to minimize the objec-

tive function shown in equation (8.2.1). The optimization parameters of the objective
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Figure 8.11: The dynamic torque of the machine before and after the smoothing
process

Figure 8.12: The force density spectrum of the case study machine after the design
smoothing
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Figure 8.13: The percentage of change to the radial force density spectrum due to
the smoothing

a) b) c)

Figure 8.14: The flux density lines and the flux density contour plot of the
optimized design at three different positions of a rotor teeth after the smoothing
process: a) Unaligned position b)Mid-aligned position, and c) aligned position
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Table 8.3: Objective function parameter of the rotor TO targeting the radial force
and the average torque of the case study machine.

Parameter Value
ωf 0.5
ωt 0.5

Fnorm 3.28e4
Tref 6
wp 0.5
St 100

is set as shown in Table 8.3. As shown in the table, the objective function parameter

is making the optimization more aggressive in minimizing the selected redial force

density component by setting wp = 0.5.

Figure 8.15 shows the design after the TO of the rotor teeth using the linesearch-

based ON/OFF optimization method. Figure 8.16 shows the stator radial force den-

sity wave of the optimized design.

Figures 8.17 and 8.18 show the amplitude radial force density component, the

average torque, and the torque ripple through the TO iterations. As compared to

the case in section 8.2.1, the average torque is lower due to the lower redial force

density required by the objective function. Figure 8.19 shows the redial force density

spectrum of the final optimized design. Figure 8.20 shows the flux density contour

plot and the flux density lines at three different potions of the rotor.

Table 8.4 shows the change in the average torque, the torque ripple, and the

amplitude redial force density component before and after the optimization process.

As shown the Selected radial force density component and the torque ripples of the

machine was reduced by 38.32% and 41.03% respectively, while the average torque

reduced by 21.78%.

AS shown in Figure 8.15, the smoothing is required for the design to be realized.
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Figure 8.15: A rotor tooth of the 6/14 SRM after TO of the rotor teeth.

Figure 8.16: The stator radial force for one electrical cycle for the optimized design
shown in figure 8.15.
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Figure 8.17: The amplitude of the selected radial force density component through
the optimization’s iteration.

a) b)

Figure 8.18: The machine torque and torque ripples through the optimization’s
iterations: a) average torque b) torque ripple.

Table 8.4: The change of the performance parameters of the machine through the
optimization process.

Original design Final design Change %
Fr(1, 2) 3.28e3 N/m2 2.023e3 N/m2 -38.32%

Tav 6.46 N.m 5.05 N.m -21.78%
T.R 1.09 N.m 0.64 N.m -41.03%
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Figure 8.19: The force density spectrum of the case study machine after TO
optimization

a) b) c)

Figure 8.20: The flux density lines and the flux density contour plot of the
optimized design at three different positions of a rotor teeth: a) Unaligned position

b)Mid-aligned position, and c) aligned position
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Figure 8.21: The final design after smoothing process.

A smoothing process is applied to the design and the smoothed design is shown in

Figure 8.21.

Figure 8.22 shows the stator force density spectrum of the optimized design. The

percentage of change of the force density components with respect to the design

before smoothing is calculated to quantify the effect of smoothing process. As shown

Figure 8.23, some redial force density components reduced and other increased due

to the smoothing effect. The target redial force density increased by 6.87% due to

the smoothing effect.

The dynamic torque of the machine is also effected by the smoothing process, as

shown in Figure 8.24. The average torque increased to 5.314 N.m and the torque

ripple increased to 0.68 N.m.
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Figure 8.22: The force density spectrum of the case study machine after the design
smoothing

Figure 8.23: The percentage of change to the radial force density spectrum due to
the smoothing
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Figure 8.24: The dynamic torque of the machine before and after the smoothing
process
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Conclusions, Future Work, and

Publications
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This Thesis includes the topology and the geometry optimization of SRMs. The

machine is modeled in JMAG and the information required for the torque, radial force,

torque sensitivity, radial force sensitivity are exported after the FEA conversions.

This link enable the fast optimization of the design as the FEA is not needed to be

solved in MATLAB.

This work also presents a new linesearch-based ON/OFF optimization algorithm

for topology and generative optimization of switched reluctance machines. The

method reduced the optimization time compared to the conventional annealing-based

ON/OFF algorithm for both topology and generative optimization. The proposed

linesearch-based ON/OFF algorithm and the conventional annealing-based ON/OFF

algorithm were used for topology and generative optimization of two different design

domains of a 6/14 SRM configuration. The proposed method was shown to reduce the

optimization time by around 60% for the generative optimization and around 50% for

the topology optimization as compared to the conventional annealing-based ON/OFF

method for the stator design domain. Also, the optimization time using the proposed

method was reduced by around 40% for the generative optimization as compared to

the conventional annealing-based ON/OFF method for the rotor design domain. As

presented, the proposed method also outperforms the conventional annealing-based

ON/OFF method in the final optimized design performance. The new approach was

demonstrated for both topology and generative optimization of both the stator and

rotor of SRMs. The topology and the generative optimizations with the proposed

linesearch-based method converged to almost the same objective function value but

with different final solution designs. As the proposed method is a gradient-based
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method, the adjoint sensitivities were utilized to calculate the gradient of the objec-

tive function with respect to the reluctivity of all elements of the design domain in

this research. The new proposed method also used to reduce the radial force acting

on the stator of the case study machine. As presented, the linesearch-based ON/OFF

topology optimization was able to keep the balance between reducing the stator radial

force and keeping the machine torque at acceptable level.

The thesis also presents a new method of generating the stator radial force density

wave based on the FE simulation of 1/Nph of an electrical cycle. The method is

able to generate the full stator radial force density wave by means of shifting the

fractional electrical cycle radial force density wave data based on FE simulation of

1/Nph of an electrical cycle. By simulating 1/Nph of an electrical cycle, the stator

radial force density wave can be estimated by using the proper shift angle and the

proper circumferential number shifts of the regenerated parts. This results in a huge

time and computational effort reduction compared to the existing method of using one

electrical cycle and one mechanical cycle simulation. The amount of time reduction

depends on the SRM configuration and the number of the machine’s phases. The

proposed method is useful for geometry and topology optimizations of SRMs that

target the mitigation of the stator radial force density. Optimizing the SRMs design to

mitigate these components requires many times stator radial force density evaluations

during the optimization process. So, any reduction in the time and the computational

effort required to evaluate these components results in a reduction on the overall

optimization time.
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9.1 Future Work

The Model used in the optimization process of the case study machine is a 2-D. the

2-D FEA model ignores the effect of the end-tun and dose not consider the skewing

of the rotor and the stater as part of the design parameters. As a future work, the

linearsearch-based ON/OFF optimization algorithm will be modified for 3-D models

of SRMs. The optimization time is expected to be longer than using 2-D model,

however, the 3-D model will add additional dimension to the optimization. The

smoothing algorithm is needed to be modified to remove any unfeasible cavity in the

design that cannot be realized by 3D printing.

The Force density optimization performed in this study is not based on acoustic

noise analysis. The case study was focus on showing the ability of the proposed

algorithm for targeting a specific radial force density components and reduce them.

As a future work, the acoustic noise and vibrations of the machine will be simulated at

the base speed and the full torque. Based on that simulation the critical radial force

density component responsible for the acoustic noise and vibration will be targeted

by the optimization algorithm for minimization.

It was observed during the study that reducing the size of the design space elements

improve the optimization performance and results in more feasible designs. The only

limitation for that is the high computational cost of the fine elements design domain.

As a future work, the elements’ size of the design space will be reduced and wider

design space will be considered for optimization.

One of the research directions that will be investigated in the future is using the

stator and the rotor design space simultaneously for the TO and the GO optimization.

The only limiting factor of that is the high computational cost and long optimization
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time. As a future plan, the simulation will be done on a high performance computer

to be able to optimize the rotor and the stator space simultaneously.
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