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Abstract

Unstructured textual documents comprise the bulk of the data used and archived by

organizations within all sectors of the economy. The need to index and classify these

documents became an interesting topic that gained more attention in the field of

data analytic. Different approaches are used to perform indexing and classification of

textual documents. They range from supervised Machine Learning (ML) approaches

to rule-based ones. There is a need for exploring novel classification approaches that

exhibit better effectiveness and performance in classifying the increasing volume of

this kind of data.

In this thesis, we propose a novel approach to index and classify unstructured textual

documents based on Product Family Algebra (PFA) and implemented using Binary

Decision Diagram (BDD). In the proposed approach, a signature is first constructed

for a document or a family of documents. The signature is relative to a dictionary of

the typical words used in the category under consideration. Then, using operations

on product family implemented using BDDs, we carry the classification of a document

or families of documents using their signatures. Since ML methods are considered

to be the de facto standard in document classification and to compare our method

performance to their, we implement four ML classification methods: Support Vector

Machine (SVM), Naive Bayes (NB), K-Nearest Neighbor (K-NN), and Decision Tree
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(DT). After that, we merge these modules into one software system called Smart

Document Classification System (SDCS).

The assessment of our approach to the classification of textual documents shows its

flexibility in indexing and classifying families of textual documents. The classification

is deterministic and on a single document (not families of documents), it compares

very well with the SVM ML-classifier. Using rules articulated in the language of PFA,

It offers a variety of ways for classifying families of documents.
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Chapter 1

Introduction

Document classification and indexing is a widely-used process for a long time. Even

before having electronic data available through the Internet, public libraries were us-

ing classification and indexing systems to organize books based on some criteria. The

most popular classification systems used by public libraries are Library of Congress

(LC) and Dewey Decimal Classification (DDC) systems. Both are subject-based clas-

sification systems. LC is a widely-used classification system in most of the academic

libraries around the world [CIW16]. Each book is assigned to a Recall Number which

consists of three main parts. The first part is alphabetic. It reflects the class of the

main study subject to which the book belongs. Hence, there are many classes in this

classification method where each class contains a special study subject. The second

part is numeric which represents the specific area of study. The third part called the

Cutter Number. It is an indication of the author’s name. It consists of a number and

letters starting with a decimal dot. The date of publication and the number of the

copies could be added as the fourth and fifth optional parts. DDC [Kap01][MBMN09]

has ten broad areas of study ranging from “000” to “999” used to classify the book
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in the library. Each number reflects a main subject study area. For instance, “000”

is for computer science, information, and general works subject area. Every broad

area or class is divided into divisions. Each division is further divided into sections.

Hence, every book is labeled with this Recall Number that consists of three digits that

represent a class, division, and section. In the case that there are extra subsections,

their numbers can be added after the decimal dot. For example, the recall number of

a book that belongs to the Ice skating subsection of the section Athletic and outdoor

sports and games under the division of Recreational and performing arts of the main

class Arts & recreation is 796.91. For more details about the classification using DDC

system, we refer the reader to [MBMN09].

All previous classification methods have a limitation and not suitable for the huge

number of data available today. Classifications that involve the subject of study

would require either human interaction to identify the subject, or a tool like the one

we are processing in this thesis.

Recently, electronic data has been growing rapidly. It is becoming essential for many

basic transactions in all the sectors of the economy. This form of data can vary in

characteristics and usage. The main important characteristics for any digital data are

its volume, variety, and velocity, which are known as the 3V’s [SC17]. Volume refers

to the quantity of data usage. variety is related to the difference in the types of data

and its structure: structured, unstructured, or semi-structured. Velocity is defined

as the speed in which the data are processed. Electronic data that has these three

characteristics are commonly referred to as big data [DMGG16]. It is a collection of

data sets that regular tools fail to handle. It therefore, needs new approaches and

tools to exploit the knowledge it contains. Big data has many applications, such as

2
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indexing and searching, Machine Learning (ML) [Jat18], and security.

The increase of big data usage in different fields makes analyzing big data an im-

portant topic to get valuable knowledge. Big data analytic is about finding covered

patterns and hidden relationships between data regardless of its structure. Analyz-

ing big data involves a broad range of activities that aim at enabling organizations

to reduce cost and enhance performance in daily processes and in better decision-

making [VG17].

On the other hand, using big data in daily processes gives rise to many challenges.

One of the most known challenges is dealing with and classifying unstructured data.

Unstructured data refers to data that is gathered from the World Wide Web as

text, picture, or video and not formed in database management system format (i.e.,

Unstructured document) [KBLK10]. One of the users of unstructured documents are

organizations within all the sectors of the economy. Accessing and operating these

documents is essential for achieving organizations’ goals. This opens the doors to

the importance of the document classification and indexing. It becomes one of the

highest priorities for any organization. However, this process must be done efficiently

to gain more advantage.

Unstructured document classification using ML is the process of assigning a document

to the most appropriate class from a predefined training set. It is considered as a su-

pervised learning approach. Supervised learning is a way to classify a new document

based on previous training data or experience [KBLK10]. Classification is divided into

two steps. The first step is forming the training set. It involves labeling all the classes

of the training set. The second step is classifying a new document based on the prede-

fined classes in the training set [SJD13]. On the other hand, clustering is considered

3
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unsupervised learning approach. Unsupervised learning is classifying a document in

a new way where no previous knowledge or training data involved [KBLK10]. Clus-

tering is the process of assigning a document to the right category. However, it does

not need a training set to do so. It usually depends on measuring the similarities

between documents. Distance measuring is one of the methods used to achieve the

clustering goal [SJD13]. Many types of research have been made to implement an

effective automatic way to classify or cluster documents.

There are many document classification methods. However, we find in [BG12],

that these methods have disadvantages in different classification aspects that affect

the accuracy, speed, or performance of the classification result. Some of the well-

known methods to classify documents automatically are Support Vector Machine

(SVM) [MM09], Naive Bayes (NB) [BK19], and K-Nearest Neighbor (K-NN) [MS17].

Although they work perfectly in some situations they have different disadvantages.

For instance, despite SVM is a very popular technique, it is considered complex

and consumes time and memory to train the data and make the classification de-

cision [KBLK10]. Moreover, each feature is measured independently even if it is

relevant to other features. This might lead that a single document may belong to

more than one category at the same time, which leads to confusion. NB is considered

to have lower performance than other classification methods like SVM [KBLK10].

On the other hand, the K-NN algorithm [MS17] is known as a Lazy Learner. It

needs more time to test new documents in comparison to other methods [BK19]. Be-

sides, it could involve a high amount of calculations to compute distances between

documents [KBLK10].

Unstructured document indexing is another important topic under the umbrella of
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big data analytic [MMM11]. Indexing is the process that precedes classification or

information retrieval processes. It represents the document in a format that is un-

derstandable by the classifier. It is usually done by assigning weight to each term in

a document, then it represents the document as a vector of terms along with their

weights. Indexing is not an easy task as it appears because of the synonyms of words.

Moreover, the place in which the term appears in the document and its frequency

play an important role in its importance and its meaning. Recently, many automated

indexing techniques are available in [TAAEG10] [BA13] [KL05]. Ongoing research

in this area is getting more interest.

A conventional indexing schema is a method of indexing documents based on the

number of occurrences of a term in the document. It ignores where the word or term

occurs. This might reduce the accuracy and performance of the technique. Many

approaches tried to improve the conventional method in a way that the place of the

term is considered.

Sentence Ranking [MMM11] is one of the methods to improve the conventional in-

dexing schema. It considers the number of occurrences of the term and where it

appears to give the final weight for each word. However, this method has been im-

plemented in a small data set and it is not proved to work well in a big data context.

On the other hand, several stemming algorithms to indexing unstructured documents

have been proposed like Stemmer Algorithm to Indexing Unstructured Document

(SAID) [BO15]. The aim of stemming is to improve the indexing process by remov-

ing the prefix, suffix from the term. This reduces the number of terms in a single

document and gives more accurate indexing results.

5
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1.1 Problem

Three important factors affect indexing and classifying unstructured documents:

Stemmer approaches, weighting schemes, and classification methods [BEMS17]. Ap-

proximately all approaches in the big data field need some improvement in terms of

accuracy, recall, precision, and speed. All recent algorithms have some disadvantages

in a different aspect. Indexing and classifying a large number of documents to get the

desired output became a challenge faced by many organizations and it will be further

increased with the growing number of electronic data produced every day. This the-

sis aims to address the problem of indexing and classifying unstructured documents.

Our main objective is to design and implement a tool based on Product Family Al-

gebra (PFA) [HKM11] implemented using Binary Decision Diagram (BDD) [TLH09]

for indexing and classifying unstructured documents with a limited cost on machines

and users.

1.2 Motivation

Document indexing and classification is not a new topic in the world of computer

science, especially in data analytic and ML fields. Researches allocated huge efforts

to get the most suitable way to classify and index documents automatically with the

least time and memory. The rapid growth of electronic documents made this process

more complicated.

By surveying the literature as briefly presented in the previous section, we find that in

document classification and indexing techniques, there is no single approach without a

significant weakness. Most of the approaches are non-deterministic, where erroneous
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results are likely. In the end, this motivates us to explore a new deterministic tool

that helps in classifies and index a huge number of documents automatically with

minimum efforts.

1.3 Contribution

The main contributions of our thesis include:

(i) Propose signature as a mean for indexing unstructured documents based on

BDD. Then, perform operations on signatures to get the signature of a family

of documents or the commonalities between documents. This allows us to reason

on signatures rather on documents.

(ii) Construct a module called rule-based approach applied to signatures that clas-

sifies documents based on signatures.

(iii) The implementation of four ML classifiers: SVM, NB, K-NN, and Decision Tree

(DT).

(iv) Present a system called SDCS that indexes and classifies documents using two

approaches: The rule-based approach applied to signatures and the ML-based

approaches.

(v) Compare the performance of the rule-based approach applied to signatures and

ML-based approaches: SVM, NB, K-NN, and DT.

7
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1.4 Structure of the Thesis

In Chapter 2, we give a comprehensive view on the literature review related to doc-

ument indexing and classification. In Chapter 3, we explain the mathematical back-

ground of the proposed rule-based approach applied to signatures. In Chapter 4,

we show the system design and its main components. In Chapter 5, we show the

assessment of the tool. In Chapter 6, we conclude and point for future work.
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Chapter 2

Stemming, Indexing, and

Classification

The number of unstructured documents gathered from different resources has been

increasing significantly. About 80% of an organization’s documents considered as un-

structured documents [KBLK10]. Thus, the number of research on exploring possible

classifying and indexing techniques for unstructured documents had gained more at-

tention. In this chapter, I present research work that has been carried in this area.

When exploring indexing or classification, we found that the stemming process always

precedes these processes. Stemming is an important step to give the most efficient

and accurate indexing and classification results [Har18]. I briefly present the main

techniques for stemming, indexing, and classifying unstructured documents.

9
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2.1 Stemming Approaches

Many of the indexing and classifying techniques presented in the literature utilize

stemming for the preparation of documents prior to their usage. I present below

some of the well-known stemming approaches.

Stemming is the process of getting the root of a word by removing any suffixation. The

stemming process aims to reduce the length of the word and cut down the number of

the words in the document to be classified or indexed [BO15]. There are many stem-

ming algorithms that are language-specific [Har18]; each language has its own rules

for structuring a word. Also, there are many types of stemmers: Rule-based stem-

mers [Har18], statistical-based stemmers [Har18], corpus-based stemmers [Har18], and

context-sensitive stemmers [Har18].

One of the rule-based stemming algorithms is Porter stemmer [Har18]. There are

approximately 62 different rules in this algorithm. It is considered fast and produces

a good stemming result. Most of its rules are for removing the affixes from words.

For instance, one of the common suffix-based removal rules is used when the word

ends with “SSES”. It then converts it to “SS”. For instance, the word “Processes”

is reduced to “Process” and “Caresses” is reduced to “Caress”. This method is

commonly used in stemming English unstructured documents.

Lovins stemmer is one of the widely used stemming algorithms [BEMS17] [Har18]. It

is a rule-based stemming method. All suffixes are saved in a table called endings. It

checks if the rightmost side of the word appears in the ending list, then it removes

it. For instance, “Suffocation” is turned into “Suffoc”. The second step deals with

spelling exceptions. After removing the suffix, some words need to be adjusted to

10
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turn into valid words. This process called Partial Matching or Recording and it uses

29 conditions and 35 transformation rules.

We find in [BO15] Stemmer Algorithm to Indexing Unstructured Document (SAID),

which is a modified version of Porter and Lovins algorithms. The main contribution

of SAID is adding more than 100 suffixes for single words and over 40 suffixes for

compound words. The first step of the algorithm is to search for compound words,

then removes the composition. For example, “Chairman” or “Relationship” is con-

sidered as compound words. Then, it searches for a suffix in each word and applies

the correct rule for it like in Porter, or Lovins methods. Next, it introduces new rules

for suffix elimination to get more accurate results. These are considered new rules

that are not mentioned in Lovins method. For example, “Greater” is converted to

“Great”. Finally, it applies the transformation rule to transform the suffix to another

suffix. For instance, eliminating the doubling from a word after removing its suffix is

considered changing a suffix to another suffix. For instance, “Preferred” turns into

“Preferr” by applying the rule of removing “ed”, then “Preferr” becomes “Prefer”

by applying the transformation rule. The experimental test showed that this method

delivers more accurate results than Porter and Lovins algorithms.

2.2 Indexing Techniques

Indexing is the process that serves as a median between the stemming, or document

preprocessing phase, and the classification phase. After filtering the document by

removing all unwanted words and stemming, one needs to represent the document in

a way readable by a classifier. Indexing a document consists of two steps: document

representation and word weighting. Most of the document representation techniques

11



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

are taken from the information retrieval field [Seb02]. Document representation can

be categorized into two main groups: The Boolean model and the vector model.

As mentioned in [LMG09], the Boolean model is based on set theory and Boolean

algebra. The basic idea behind it is to treat a document as an index term based

on a given query. The weight of the term is 1, if the word in the query appears in

the document and 0 otherwise. For instance, if the query contains the word “Data”

and we have three documents then we can ends with {(doc1,0) , (doc2,0) , (doc3,1)},

which means the word “Data” only appears in the third document. The vector model

is an algebraic approach in which the document represented as a vector of terms.

For example, d1= {t1, t2, t3}. Where d1 is document number 1 and t1,t2, and t3 are

terms. We represent a class of documents with a matrix where each row represents

a document of the class and each column represents a term. One example of this

category is representing a document as a Vector Space Model (VSM)[Mun07].

Representing a document by one of the above categories could be modified by one of

the weighting schemes available. This is done by giving each word a special weight of

importance. One of the well-known schemes for weighting is Term Frequency–Inverse

Document Frequency (TF-IDF) [MV15]. Below is a summary of some of the weighting

techniques known in this field.

We found in [MV15], that TF-IDF is an unsupervised learning scheme. It is used to

give each word in a document a specific weight. This weight is based on the impor-

tance of the word in the document and on the importance of the word in a set of

documents within a class. The method involves the following steps. First, it calcu-

lates the Term Frequency (TF) for each word, which is the number of occurrences of

a word in a single document. The more the word appears in the document the more

12
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it is important. Then, it calculates the Inverse Document Frequency (IDF), which

is the importance of a word in a set of documents within one class. The IDF for a

term t is calculated using the formula: IDF(t, C) = log N
D

, where N is the number of

documents in the class C and D is the number of documents that contain the word

in the same class C. If a given class does not contain the word, this leads to division

by 0. To go around this problem, we add 1 to the denominator. If a word has a

high number of occurrences in the document, it gets a high TF value. In contracts,

if a word appears in many documents, it gets a lower IDF value. Finally, TF-IDF

is calculated using this formula: TF-IDF = TF × IDF. This weighting scheme can be

used further in many information retrieval applications or document classification.

However, the main drawback of this method is not considering the semantic or the

location of the word in the document, which reduces the performance radically. Many

researches have been done to improve this conventional method in different ways as

I present below.

The paper [SWLH16] discusses a supervised weighting scheme known as Supervised

Graph-based. This method could be used for text classification. To illustrate the

idea of this method, let us consider that we have a document that is stemmed and

all its stopping words removed. Then, we represent the document as an undirected

co-occurrence graph. In the graph, each node is a word and each edge links the

co-occurring terms. After that, we use Degree Centrality Measures (DCM) [Gol15],

which is the number of connective edges to a node. For instance, if a node is connected

to eight edges, then its DCM value is 8. The weight of each term is calculated by

multiplying the Supervised Relevance Weight (SRW) with its DCM. After that, we
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use this weight to convert the graph into a vector-based representation. To get the

SRW of a word we need to go through several steps. As SRW takes into consideration

three important factors: The concentration of a term in class as compared to other

classes, the number of documents that contain this term in the class, and the number

of documents in different classes that contain the term. First, we need to calculate

the class relevance probability P of a term t in class Ci using the following function:

P (t, Ci) = log2(2 +
nbd(Ci, t)

max(1, nbdN(Ci, t))
)× log2(2 +

nbd(Ci, t)

max(1, nbnd(Ci, t))
), where

(2.1)

nbd(Ci, t) is the function that returns the number of documents in class Ci that do

contain the word t. nbnd(Ci, t) is the function that returns the number of documents

in class Ci that do not contain the word t. nbdN(Ci, t) is the function that returns the

number of documents not in class Ci that do contain the word t. The above function

P is computed for a term t in each class, then the class with the maximum relevance

probability value of the term t is taken to be used later. Next, the density of each

class for a term t is computed as follows:

Class-Density(t) =
nbd(Ci, t)

Ni

, where (2.2)

Ci is a class, nbd(Ci, t) is the function that returns the number of documents in Ci

that do contain the word t and Ni is the total number of documents in class Ci. The

average density of a term t is computed by dividing the sum of its densities in the
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classes by the number of classes using this equation:

Avg-Density(t) =
C∑
i=1

(
nbd(Ci, t)

Ni

)

C
,where (2.3)

C is the total number of classes.

Lastly, the SRW is calculated to determine the importance of the term in the classes

by giving more weight to terms that facilitate the process of document discrimination

from several classes.

srw = max(P (t, Ci))× log10(
1

Avg-Density(t)
) (2.4)

The weight of each node is computed by multiplying the SRW with Term Weight

(TW). Where TW is equal to the centrality score (DCM) for the term t in the graph.

This method was used with the SVM classifier. It is found to be more accurate and

outperforms the traditional TF-IDF weighting scheme and the unsupervised graph-

based term weighting [SWLH16].

As discussed in [DA16], document presentation is an important step to be done before

any classification. Many methods represent a document as a bag of words. Then,

they assign a weight for each word based on the number of its occurrences in the

document. Some modified methods join the number of occurrences with the location

of occurrences of the term in the weighting scheme. Document classification with a

weighted Frequency Pattern (FP) tree algorithm is one of them. The idea behind it

is to treat a document as item sets. Each sentence constructs a single item set. In

the regular FP tree algorithm, each item in the item set gets the unit value regardless

if the sentence appears in the title or a paragraph. However, in the modified version
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of the FP tree algorithm, each sentence’s weight varies depending on the location of

the sentence. Hence, to calculate the total weight for each word in the document we

do the following. First, we multiply the number of occurrences of the term in a single

section with the weight of a term in this section. Next, we repeat this process for all

sections where the word appears. Then, we take the summation. This method proved

to have more accuracy than conventional weighting schemes. Moreover, it considers

the semantics of the word along with the number of occurrences.

Class-indexing-based term weighting for an automatic text classification scheme is

a weighting method that could be used later with any classifier [RS13]. It is based

on the conventional indexing scheme TF-IDF. However, some adjustment has been

made as an improvement. The presentation of the data is divided into three main

sections: Term index, document index, and class index. The VSM for each section

contains both data and link subsections. In the term index, the data is the term

itself. Also, it contains three links: one point to the next term, the second points

to the class index, and the third points to the document index. The purpose of the

second and the third links is to get the most appropriate class and document for

the current term. In the document index, the data represent the document itself.

Where the link points to the next document. In the class index, the data contain

the class information. Moreover, it has two links: one point to the next class and

the other points to the Class space density frequency (CSDF). The main differences

between the traditional TF-IDF approach and this method are the addition of a class

index and CSDF. CSDF is the main change that overcomes the drawback of giving

a higher weight to the rare terms and assigning a lower one of the repeated terms

in the traditional method. Instead, it gives equal weight for both. The main idea of
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CSDF is to check if the class contains a specific term or not. If the answer yes, it

gives the class weight 1 otherwise it gives 0. This process is repeated for each class in

the training set. Next, it calculates the Class density (CD) for the class with weight

1. Which is equal to the number of documents in the class that contain the term

(t) using this formula: Ccd(ti) = Dt

N
where, Ccd(ti) is the CD of the term t in the

class C, Dt is the number of documents in the class that contains the term t and

N is the total number of documents in the class. Then, it computes the CSDF by

summing the CDs for a specific term. Next, it gets the Inverse Class Space Density

Frequency (ICSF) by using this equation: icsf = 1
csdf . The total weight of each

term is computed by multiplying TF with IDF and ICSF. The resulted weight could

be used with any classifier like NB, centroid classifier, or SVM.

Per [MMM11], sentence ranking has been used as an effective technique for unstruc-

tured document indexing. The proposed indexing scheme depends on the weight of

a sentence in which a term occurs. It could be calculated in two steps: In step one,

we calculate the importance weight for each sentence in the document based on the

position of the sentence. This can be calculated using a text summarization method

called sentence ranking. Sentence ranking consists of four steps:

1. We enumerate the probability of a word in the sentence using the following

equation:

P (w|S) =
TF(w, S)

|S|
, where (2.5)

TF(w, S) is the function that returns frequency of a term in a sentence and |S|

is the number of words in a sentence.

17



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

2. We get the probability of the word in the document obtained as follows:

P (w|D) =
TF(w,D)

|D|
, where (2.6)

TF(w,D) is the function that returns frequency of a term in a document and

|D| is the number of words in the document.

3. We get the comparison of the sentence to a document using relative entropy

equation (KL-divergence) with the help of Equation 2.7:

KL(S) =
∑
w

P (w|S) log
P (w|S)

P (w|D)
, where (2.7)

w is a word in a sentence (i.e., w ∈ S).

4. We get the importance of the sentence I(s), by taking the inverse of KL −

divergence:

I(S) =
1

KLS

(2.8)

In step two, if all terms in a single sentence have the same weight, we can get the

weight for a term in document W (t,D) by aggregating the weights of the term in all

its occurrences in the document using this equation:

W (t,D) =

if t∈Si∑
Si

I(Si) (2.9)

This method gets the weight for a specific term not just by considering the number of

18



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

occurrences, but it considers the semantics of the term in the document. The experi-

mental test shows that this method gets a more accurate results than the conventional

document indexing method.

The inverted index is one of the most well-known indexing techniques for unstructured

documents [SSR12]. The main elements of this technique are two hash-indexed tables.

The first table called the document table. It consists of two columns: doc id and

posting list. Doc id is the unique identity number for each document. Posting list

is the list of all terms (words) that occur in the document. The second table is

the term table. As the previous table, it consists of two attributes: term id and

posting list. Term id gives a unique number for each term. The posting list is

the list of documents ids where the term occurs. Scanning these tables are fair

enough to find where the term appears or which document contains certain words.

The main disadvantage of this technique is missing the semantics of the word. The

paper [SSR12] discusses another indexing technique known as a signature file. It gives

each document a signature record in the database, where this record contains a fixed

number of bits. All the bits are initially set to 0. If the document contains a term, it

switches the bit for that term to 1. Usually, the number of terms exceeds the number

of bits given. In that case, more than one word might map to the same bit, which is

known as multiple-to-one mapping. This is considered one of the main drawbacks of

this technique because it makes the query search more expensive.

The cube index for unstructured text has been introduced in [JR11]. The basic

idea of traditional indexing is applying direct indexing. Direct indexing is divided

into two parts: Document ID and a list of all the words in that document. This

method is not convenient when the number of documents is huge. Thus, it is not a
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good idea to implement this methodology in big data applications. In contrast, Data

cube [JR11] allows the document to be viewed in multiple dimensions (word, next

word, document). It deals with the unstructured documents as a hierarchy, where

the words are located in the lowest level of the hierarchy and the whole document is

located at the highest level of the cube. In this way, it provides a mapping between

words and documents. Users can fetch the relationship between the words easily.

Also, the location of the word can be detected for semantic analysis. Moreover, the

user can see the word from a different levels of abstraction. One strength of this

approach is the ability to use data mining basic operations on the data cube like drill

up/down, dice, and slice. These operations provide a variety of indexing services to

the user to serve different demands.

2.3 Classification Approaches

Text classification of unstructured documents is the last step after stemming and

indexing the document. A classifier is needed now to start the classification phase.

Some literature review about well-known classifiers is described below.

SVM is one of the most known supervised ML methods used for the text classification

purpose [KBLK10]. Mainly it is a binary classifier with two classes in the training set.

However, it could be used with multi-classes training set. To start the SVM classifier,

training documents should be represented as VSM and weighted using the TF-IDF

scheme. SVM creates a hyper-plane that separates the classes of the training set and

ensures the largest margin between them. Every document in a class is represented

as a point in a multi-dimensional space. The main strength of SVM is its outstand-

ing performance in comparison to other ML classifiers. However, it is considered a
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complex classifier and consumes time and memory from the machine [MM09] [SJV17].

DT is an ML classifier that helps in classifying a document automatically [BK19].

The structure of this methodology is to build a hierarchical decomposition of training

set’s classes using tree structure. Each branch reflects a class with a class name

labeled in the leaf of that branch. Each internal node in the tree represents a term

or a feature. The base node or the root of each branch is the feature with the highest

weight of that branch’s category. When testing a document, the method starts at

the root of the tree. Then, it moves down in the tree based on the matching feature

until it reaches the most suitable category or leaf. Decision trees are considered very

simple to implement and understand which is one of the main advantages of this tool

in comparison to other decision support tools.

Rocchio Algorithm is a supervised ML classifier [KBLK10]. The algorithm calculates

the centroid for each class in the training data and makes it the key for this class.

When testing a new document, it computes the similarity measure between a given

document and each centroid for each class in the training set. Finally, it assigns the

document to the class with the minimum distance. One strength of this algorithm

is its ease to implement. However, the classification accuracy result is relatively

low [BK19].

Artificial Neural Network (ANN) is a supervised ML classifier [BK19]. It mainly

consists of neurons. Neurons are compilation nodes which are considered as the

main engine of this classifier. These neurons are placed in three layers: an input

layer, an output layer, and hidden layers. The number of terms in training data

makes the number of neurons in the input layer, where the number of categories
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makes the ones in the output layer. Each node from the input layer is linked to

its appropriate category node with a specific weight. This link goes through several

hidden layers. The activation function is used to get the right linkage between these

nodes. Many activation functions could be used for this purpose like binary step and

sigmoid functions [Sha17]. As the number of hidden layers increases the efficiency of

this classifier increases too. One advantage of ANN is its ability to handle effectively

very large documents. However, it consumes a large space of memory and CPU.

Besides, it is considered one of the complex classifiers [KBLK10].

K-NN is one of the widely used supervised ML algorithms for text classification [KBLK10].

The main idea behind this algorithm is to find the most similar category to the doc-

ument based on the closest distance. The decision about the value of K for K-NN is

crucial because it affects the accuracy of the classification result. The number K is

the number of classes in the training data. The research done in [RS17] found that

when the number of K increases the accuracy increases too. Classes of the training

set are taking place in multi-dimensional feature space and conduct a region. The

similarity between the test document and a class is measured using Euclidean Dis-

tance, which computes the distance between the vectors of the new document and

each class of the training set. The nearest distance is selected as the category of the

new document. Many challenges are associated with K-NN like the suitable number

of K and the distance measures. However, the algorithm is still doing well with a

scalable number of documents.

NB is a document classifier considered as a supervised ML algorithm [KBLK10].

In this classifier, each feature assumed to be independent even if there are similar

features. NB classifies a new document based on Bayes Theorem [KBLK10]. We
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apply the Theorem for each class, then the class with the highest probability value is

selected as the category of the document. NB has been used widely because it can

handle complex situation and it works well even with a small training set. On the

other hand, classification performance could be inefficient if the features are relevant

which commonly occurs in a real situation. To overcome this drawback many types

of research have been carried. For instance, combining NB with the SVM approach

leads to better performance. The major use of NB is in spam filtering and web content

classification.

A comparison of text classification methods is a widely-discussed topic. One com-

parison has been made to see the most accurate tool [BEMS17]. The experiment

carried considering the three important factors that affect any classification result:

Stemming, document indexing, and classification techniques. The paper combines

different methods to get the best indexing and classification result. The paper adopts

the following steps: First, it extracts terms which include taking words one by one,

then remove the stopping words. Second, it performs the stemming of words if neces-

sary. Many stemming algorithms were tested like Lovins, iterated Lovins, snowball,

and Null. Next, it represents a document and weights its terms. The representation

method used is VSM, then TF-IDF weighting scheme was implemented. Finally, it

classifies documents by using a classifier. Several classifiers have been tested like

Bayesian Network, SVM, Random Forest (RF), Simple Logistic Function (SLogiF),

Bernoulli NB and, Vote. The latter classifier combines Naive Bayes Multivariate

Bernoulli (NBMU), SVM, RF, SLogiF, and NB to improve the accuracy result. The

experimental study [BEMS17] carried into two data sets. The first data set is founded

by the set of British Broadcasting Corporation (BBC) news articles divided into five
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categories with a total of 2225 articles. The second data set is BBC sports articles

divided into five categories with a total of 737 articles. In both data sets, they found

that the Vote classifier gets the most accurate results. Then they compare the best

matching stemming approach with Vote. They found that the Lovins stemmer is

the best for the first data set. However, with the second data set Snowball stemmer

performed better.
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Chapter 3

Theoretical Background

In Chapters 1 and 2, I introduced the problem of indexing and classifying unstructured

documents. I listed the main factors that affect classification results. I explored some

recent research papers related to this area. In this Chapter, I introduce the theoretical

background of our work consisting of PFA and BDDs. The structure of our system

depends mainly on PFA and its main operations implemented using BDD. In the first

stage of our classification system, we convert a given dictionary document into a BDD.

With the help of this BDD, we build the BDD corresponding to the document to be

classified. The classified document’s BDD is transformed into a vector that serves as

a signature for this document. As I discuss in Section 3.3, the operations on products

and families are performed through Boolean operations on BDDs or their signatures.

I use Boolean operations on different document’s signatures to get the commonality

between documents or to get a family of documents. Later, a signature for a document

or a family of documents is used to get the final decision of a classification.
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3.1 Binary Decision Diagram

A BDD is a rooted directed acyclic graph used to represent Boolean functions [TLH09].

It consists of two terminal nodes 0 and 1. Decision nodes are considered variables

with two possible edges: high and low. A low edge represents the absence of the

variable and encoded as 0. However, a high edge represented as 1 and indicates the

presence of the variable [TLH09]. Many Boolean operations could be performed on

variables inside one BDD and then extended to BDDs. Some of the main Boolean

operations that might be implemented on BDD are logical and and logical or. BDD

is known as Reduced Ordered Binary Decision Diagram (ROBDD) if two conditions

hold. The first condition is when no decision node points to the same node from its

high and low edges. The second condition is when any redundancy from sub-graphs is

removed by merging nodes with the same label that points to the same node in their

high and low edges. The ROBDD of the function f(x1, x2) = x1 ∧ x2 is illustrated

in Figure 3.1. Due to the implementation efficiency of ROBDD, we adopt ROBDD

throughout this work.

BDD is used to represent a set. Each element in the universal set under consideration

is taken as a decision node. In a set, each element should appear only once. No

duplication is allowed. However, as I discuss in Section 3.3.2, BDDs could represent

a bag of elements where each element can occur more than one time.

3.2 Product Family Algebra

In this section, I introduce a general PFA. I explore some of the popular PFA models

and how we implement them using BDD. Then, we get some insight about PFA
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Figure 3.1: ROBDD of the function f(x1, x2) = x1 ∧ x2

relations and their main results. Product and feature are essential components in

the construction of PFA, I need to define them prior to tackling PFA. Below are

definitions of semiring, product, and feature, receptively.

Definition 3.2.1 (e.g., [HKM11]). A semiring is a quintuple (S,+, 0, ·, 1) such that

(S, +,0) is a commutative monoid, and (S, ·,1) is a monoid such that · distributes

over + and 0 is an inhalator. The semiring is commutative if · is commutative and

it is idempotent if + is idempotent.

Definition 3.2.2 (e.g., [HKM11]). Assume a commutative idempotent semiring A.

An element a ∈ A is called a product if it satisfies the following laws:
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1. ∀(b | b ∈ A : (b ≤ a)⇒ (b = 0 ∨ b = a) ),

2. ∀(b, c | b, c ∈ A : (a ≤ b + c)⇒ ((a ≤ b) ∨ (a ≤ c)) ).

In particular, 0 is a product. A product a is proper if a 6= 0.

Definition 3.2.2.(1) indicates that a product could not be divided into subfamilies. It

is always an atomic element. Definition 3.2.2.(2) indicates that if a is a sub-family

of a family consisting of both families b and c, then it should be a sub-family for at

least one of them. There is a special product which is a family consisting of only

one product with no feature denoted by 1 = {∅}. On the other hand, 0 is an empty

family with no products.

Definition 3.2.3 (e.g., [HKM11]). An element a is called a feature if it is a proper

product different from 1 satisfying the following laws:

1. ∀(b | b ∈ A : (b | a)⇒ (b = 1 ∨ b = a) ),

2. ∀(b, c | b, c ∈ A : (a | (b · c))⇒ ((a | b) ∨ (a | c)) ),

where the divisibility relation | is given by x | y ⇐⇒ ∃(z | z ∈ A : y = x · z )

The above conditions indicate that a feature could not be divided into sub-features.

However, Definition 3.2.3.(1) says that if b is essential for constructing a then, b is

either the special product 1, or a itself. Definition 3.2.3.(2) states that if a is a

mandatory feature for product families b and c together, then it should be a manda-

tory feature to at least one of them.

Definition 3.2.4 (e.g., [HKM11]). A product family algebra (S , + , 0 , · , 1) is a

commutative and idempotent semiring in which 1 is a product. Its elements are called

product families or briefly families.
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The carrier set S is the set of families of products. The operation + is a binary

operation on S and it is interpreted as a choice between its operands. The constant

0 is the identity element of +. The operation · is a binary operation on S and it is

interpreted as a mandatory presence of its operands in the family corresponding to the

application of · on its operands. The constant 1 is the identity element of · operation.

As I discussed earlier, the classification system that I propose requests a dictionary

and testing document each time it performs a classification. Each document can be

treated as a family of products, where each section in the document is considered as

a product. From a different perspective, a document could be viewed as a product,

where a group of documents build up a family. On the other hand, a dictionary is a

family with one product.

In [HKM11], we found that PFA has a set model and a bag model. In our system,

we are interested in implementing PFA as set within the set based model (PFS), or

within the bag based model (PFB). Hence, I need to show how we implement the

operations + and · in the two models using BDD.

In the following, we construct concrete models from a given set F of features. In our

work the dictionary of words gives us the set F.

3.2.1 Set Model Implementation Using BDD

In the set model, a product family is a set of features. A family is a set of sets; a set

of products. A family of all possible products is considered as a set of all subsets or

the power set denoted as P = P(F). The representation of a family in the set model

could be translated into BDD easily [Alt10]. Each product of the family transformed

into a single BDD with several variables reflect the product’s features. Each element
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of F is considered as a variable (i.e., every word in the dictionary is considered as a

variable). The implementation of the operation · is applying a set union between two

families. We need to apply + between all products (BDDs) of these families. For

example, if we have two families V and H, each of which has only one of products p1

and p2, respectively. Hence, {p1} · {p2} = {(p1 ∪ p2)}. Therefore, the operation · is

feature merging operator on products that could be defined as follow:

· : P(P)× P(P)→ P(P)

P ·Q = {p ∪ q | p ∈ P, q ∈ Q}

The operator + is a union between product families. For instance, if we apply +

between previous families, we get {p1, p2}. The + on set model is choice among

families defined below.

+ : P(P)× P(P)→ P(P)

P + Q = P ∪Q

After defining the operations of feature algebra, we can construct the structure of

the set model as follows: given a set of features F. Let P = P(F), then PFS =df

(P(P),+, ∅, ·, {∅}).

Examples 3.2.1, 3.2.2, and 3.2.3 illustrate the idea of representing a set on BDD more

clearly.

Example 3.2.1. Let A be a family with one product p1. Let F be a set of features.

Hence, a feature here represents a word. For example, F = {a, b, c, d, e, f}. Let p1

is a product on F (i.e., p1 ∈ P(F)) and p1 = {a, b}. In this case, p1 is a document

formed by two words a and b. The product p1 is represented by the Singleton set using

the BDD of Figure 3.2.

Example 3.2.2. With the same setting of F as in Example 3.2.1, we use BDD to
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Figure 3.2: The BDD representing p1

represent the product p2 that is a product on F and p2 = {c, d, f}. In this case, p2 is

a document formed by three words c,d, and f . The representation of p2 as set using

BDD is shown in Figure 3.3.

Example 3.2.3. Let Z be a family with one product p3. Z is a document resulting

from merging the previous documents Z = A · B. To Perform the operation on
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Figure 3.3: The BDD corresponding to p2

these families, we conduct a union between the products of the families. We get Z =

{(p1∪p2)}. The family Z is the singleton set formed by the product p3 = {a, b, c, d, f}.

We can represent p3 as set using the BDD given in Figure 3.4.
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Figure 3.4: The BDD corresponding to product p3

3.2.2 Bag Model Implementation Using BDD

As mentioned earlier in this Chapter, the bag model allows representing the re-

occurrence of elements. In this case, a product is a bag of elements of F (Rather
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than a set of elements of F). The regular implementation of ROBDD does not di-

rectly support the bag model. To transform the bag model into real implementation,

we added the occurrence level in BDDs as given in [Alt10]. In this case, a BDD saves

each occurrence of an element by encoding it as a bit string. A maximum number

of occurrences of elements in a BDD needs to be defined before. For example, let us

assume that the maximum number of occurrences is five. Then we need three bits

to encode it. If the element x appears in the product p1 four times, this is encoded

as 100 in the BDD. However, if the element y appears in the product p1 six times,

it is encoded as 101. The + operation is performed as the same as in the set model.

However, operation · is performed slightly differently. We need to sum the number of

occurrences of an element that shows up in both BDDs and encode the total in the

new BDD. Examples 3.2.4, 3.2.5, and 3.2.6 illustrate the idea more clearly.

Example 3.2.4. Let X be a family with one product p1. Let M(F) be the set of

bags (multi-sets) formed from the features of F. Hence, a feature here represents a

word. Let us take F = {a, b, c}. Let p1 be a product on F (i.e., p1 ∈ M(F)) and

p1 = {(a, 1), (b, 2), (c, 6)}. In this case, p1 is a document formed by three words a,b,

and c, where a occurs one time, b occurs two times and c occurs six times. Let us

assume that the maximum number of occurrences of any element of F is seven. Then

we need three bits to encode each occurrence. Each bit makes a level in the BDD.

The occurrence of feature a is 1 and encoded as 001. To encode this occurrence, we

need to select l1, but not l2 and l3. The occurrence of feature b is 2 and encoded as

010. So, we need to select l2, but not l1 and l3. The occurrence of feature c is 6 and

encoded as 110. To encode this occurrence, we need to select l2 and l3, but not l1.

Representation of p1 as a bag using BDD is given in Figure 3.5.
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Figure 3.5: Bag representation of p1 of family X using BDD

Example 3.2.5. Similarly, as in Example 3.2.4, we use BDD to represent a family Y

as a bag with one product p2. Let p2 = {(a, 2), (b, 3)}. In this case, p2 is a document

formed by two words a and b. However, the occurrence of each feature needs to be

encoded. Let us assume that the maximum number of occurrences is seven. The

occurrence of feature a is 2 and encoded as 010. To encode this occurrence, we need

to select only l2. The occurrence of element b is 3 and encoded as 011. To encode this

occurrence, we need to select l1 and l2, but not l3. Absence of feature c is encoded
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as 000 in the BDD. Representation of the product p2 as a bag using BDD is given in

Figure 3.6.

Figure 3.6: Bag representation of p2 of family Y using BDD

Example 3.2.6. Let Z be a family with one product p3. Z is a document result-

ing from merging the previous documents Z = X · Y . Thus, we need to sum the

number of occurrences for each feature. Then encode the new total in p3. Family

Z = {{(a, 3), (b, 5), (c, 6)}}. The BDD representing the product p3 of the family Z as

a bag is given in Figure 3.7.
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Figure 3.7: Bag representation of p3 of family Z using BDD

3.3 Elements of PFA Theory

3.3.1 Relations Defined on PFA Theory

In this sub-section, I explain three relations on product families: Sub-family, refine-

ment, and implication.
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3.3.1.1 PFA Sub-Family Relation

As found in [HKM11], the sub-family is a relation on families. A family of products

can be partitioned into a number of smaller families. These families include part of

the products. The formal definition of sub-family is shown in Definition 3.3.1:

Definition 3.3.1 (e.g., [HKM11]). Let (S , + , 0 , · , 1) be a PFA. Let a and b ∈ S,

we say that a is a sub-family of b and denoted by a ≤ b, if and only if a+b = b. where

≤ is partial order ( i.e., a reflexive, antisymmetric, and transitive relation) called the

natural order on S. It has 0 as its least element.

The sub-family relation is commonly used in our classification system. A document

could be considered as a sub-family of another document if it contains part of its

contents. In addition, each section in the document could be treated as a sub-family

of the main document.

3.3.1.2 PFA refinement relation

One of the important relations on PFA is the refinement relation [HKM11]. For

example, in a phone company, they released a new phone called phone2 that has

the exact features of phone1, but with additional features. phone2 is a refinement of

phone1. Translating this to PFA we can get Definition 3.3.2:

Definition 3.3.2 (e.g., [HKM11]). Let (S , + , 0 , · , 1) be a PFA. Let a and b ∈

S, we say that a refines b denoted by a v b and defined as:

a v b ⇐⇒ ∃(c | c ∈ S : a ≤ b · c );

it is a preorder (i.e., reflexive and transitive).
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The above definition illustrates that family a is a refinement of family b if and only

if every product of a has all the features of some product of b plus additional ones.

There are many results related to this relation.

Proposition 3.3.1 (e.g., [HKM11]). If a, b, c are elements of product family algebra

and p is product then:

1. b|a⇒ a v b

2. a ≤ b ⇐⇒ a v b.

3. a · b v b.

4. a v a + b.

5. a v b⇒ a + c v b + c.

6. a v b⇒ a · c v b · c.

7. a v 0 ⇐⇒ a ≤ 0.

8. 0 v a v 1.

9. a + b v c ⇐⇒ a v c ∧ b v c.

10. p v a + b ⇐⇒ p v a ∨ p v b.

The proof of the proposition can be found in [HKM11].

This proposition shows ten properties that hold for the refinement relation in PFA.

Proposition 3.3.1.(1) shows that if family b is essential to construct family a, then

a is a refinement of b. It is like extending family b to a. A reverse implication

could be right if all products of b are used to build a and a has more features.

Proposition 3.3.1.(2) shows that if family a is sub-family of family b by then it should

be a refinement of b. Proposition 3.3.1.(3) says that merging family a and b is a

refinement of family b. Proposition 3.3.1.(4) states that family a is a refinement of

a + b. Proposition 3.3.1.(5,6) say that if family a is a refinement of family b then

combining family c to family a and b using · or + operations will not change the

situation. Hence, a + c, or a · c is a refinement of b + c or b · c respectively.

Proposition 3.3.1.(7) says that family a is a refinement of the empty family if it
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is less than or equal to it. Proposition 3.3.1.(8) shows that an empty family of

products refines family a and family a refines the empty product represented as 1.

Proposition 3.3.1.(9) states that family a + b refines family c if and only if family

a refines c and family b refines c. Proposition 3.3.1.(10) says that product p refines

family a + b if and only if it is a refinement of one of them. For more details on the

results of Proposition 3.3.1, I refer the reader to [HKM11].

Proposition 3.3.2 (e.g., [HKM11]). If a product family algebra contains a ≤-greatest

element T , then:

a v b ⇐⇒ a ≤ b · T ⇐⇒ a · T ≤ b · T.

The proof of the proposition can be found in [HKM11].

Proposition 3.3.2 brings the property of the refinement and subfamily relationships

when we involve the ≤-greatest element. At PFS, the ≤-greatest element T is the

singleton set that contains F (i.e., T = {F}). In our case, the dictionary contains the

set F of the words (i.e., features) that could be used to form documents. Therefore,

T is the family formed by the singleton set of the document that contains all the

words. Of course, we can have several singleton families of documents that can be

represented by T . This is due to the fact that we abstract (do not consider) the order

in which the words appear in the document.

In the bag model, if we fix the maximum number of occurrences to a number k, then

instead of taking F as the product to be in the set that forms T , we will take the set

B def
= F × {k} = {(x, k) | x ∈ F}. In other terms, B is the set of the elements of F

each occurring k times.

Proposition 3.3.2 says that if family a refines family b, then appending the greatest

element T to both preserves the subfamily order but not necessarily the refinement.
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The implementation of the refinement relation in our proposed system is straightfor-

ward. A document refines another document if it contains all its words and more.

For instance, if we treat each section in a document a family with one product then

a document is a refinement of its sections.

3.3.1.3 PFA Implication Relation

One of the relations that need to be fetched when discussing PFA is the implication

relation [HKM11]. The following definition introduces it.

Definition 3.3.3 (e.g., [HKM11]). Let (S , + , 0 , · , 1) be a PFA. Let a, b, c, d ∈ S

with a finite number of products and p is a product. We define the implication relation

in a family-induction style:

1. a
p−→ b ⇐⇒ (p v a→ p v b).

2. a
c+d−−→ b ⇐⇒ a

c−→ b ∧ a
d−→ b.

Definition 3.3.3.(1) shows that if product p requires a then it requires b as well. This

is equal to say if product p is a refinement of a then it implies that it is a refinement

of b as well. Definition 3.3.3.(2) shows that if product c + d together requires a then

b this equal to say that c needs a and b and d requires them as well.

Implication relation is very useful to put some restrictions on the family. Exam-

ple 3.3.1 explains the relation more clearly.

Example 3.3.1. Let us assume that we have a family A, which consists of all Business

documents. We would like to add a restriction to classify a document as belonging to

family A. We can say, if the document contains the word “Business”, then it needs
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to have the word “Organization” as well. We can specify this requirement using the

implication relation by writing Business
A−→ Organization.

There are results derived from the connection between PFA relations shown below:

Proposition 3.3.3 (e.g., [HKM11]). Let (S , + , 0 , · , 1) be a PFA. Let a, b, c ∈ S

with a finite number of products then,

1.
a−→ is preorder.

2. Let b v c, then (c
a−→ d) ⇒ (b

a−→ d) and (d
a−→ b) ⇒ (d

a−→ c). In particular,

b v c⇒ (b
a−→ c).

3. Let b ≤ c, then (c
a−→ d)⇒ (b

a−→ d) and (d
a−→ b)⇒ (d

a−→ c).

The proof of the proposition can be found in [HKM11].

Proposition 3.3.4 (e.g., [HKM11]). Let (S , + , 0 , · , 1) be a PFA. Let a, b, c, d, e ∈

S with a finite number of products then,

1. b
a−→ b + c.

2. b.c
a−→ b.

3. (b
a−→ c)⇒ (b

a−→ c + d).

4. (b
a−→ d)⇒ (b.c

a−→ d).

5. If p is product, then (b
p−→ c) ⇒

(b + d
p−→ c + d).

6. ((a
e−→ b) ∧ (c

e−→ d)) ⇒ ((a.c
e−→

b) ∧ (a.c
e−→ d))

7. (a + b
e−→ c) ⇐⇒ ((a

e−→ c) ∧ (b
e−→

c)).

The proof of the proposition can be found in [HKM11].

Proposition 3.3.4.(1) shows that if family a requires b then it could be extended to

require b + c. Proposition 3.3.4.(2) indicates that if the construction of family a
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requires b · c then by default it requires b alone. This applied for c also. Proposi-

tion 3.3.4.(3,4 and 5) indicate that requirement relation could be extended on one

side without affecting the other side. Proposition 3.3.4.(6) says that pushing all the

requirements of the family into one relation should include all implication members.

Proposition 3.3.4.(7) says that if family e requires a+ b then it requires c that means

both a and b require c in construction of family e. For more details on the results in

Proposition 3.3.4, I refer the reader to [HKM11].

The implication relation is essential for the construction of our classification decision

rules. Decision rules help in deciding if a given document belongs to a certain category

or not. Also, we can request that more than one decision rule should be met to classify

a given document.
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Chapter 4

Methodology and Tool Design

In this Chapter, I explore our approach to document classification. The proposed

approach is used to build a tool for document classification that we named SDCS. I

present the architectural and detailed design of the tool. The main goal of our tool

is to give the opportunity for the user to index and classify a given document using

two independent modules. The first option, indexing and classifying using rule-based

approach applied to the signature. The second option, using ML classifiers. The

design and the main functions of each module are discussed in detail throughout this

Chapter.

4.1 Architectural Design

SDCS can be viewed as a layered architecture as in Figure 4.1. Mainly it consists

of three layers. Modification or changes in one layer could be done independently

without the need to go through other layers. In the end, these layers were connected

to get our full application.
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Figure 4.1: Architectural Design

The user interface layer is the top layer in our model. It allows users to interact with

our system and provides a variety of services to users. It enables system users to

classify new documents using our proposed approach or using a given ML classifier

among SVM, NB, K-NN, and DT. In addition, all the required directories and files

are created and set up within this layer.

The classification layer is the pulp of our tool. Two core independent approaches

make up this layer. First, ML-based classification approach. Second, the rule-based

approach applied to the signature. Each of which built up from several modules.

Basic utilities layer is the lowest layer in our tool, where all the necessary preprocessing
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functions on the document to be classified are performed. This layer consists of the

functions that the program needs prior to the classification of a given document.

4.2 Detailed Design

In this section, I give a detailed explanation of each layer. Starting from the user

interface layer down to the basic utilities layer. A detailed view of the system design

is illustrated in Figure 4.2.

4.2.1 User Interface Layer

The user interface layer is consisting of two main modules: the user interface module

and setup module. The user interface module is serving as a median between our

underlying structure and users. This module provides a variety of options to the

users. We can present this module using system windows. The main interface of

our system is shown in Figure 4.3. As clearly shown in the previous Figure, one

can say we divide our main interface window into two sections: Build Signature

and Classifying. The Build Signature section gives the user two options to choose

from. First, indexing new document by building new signature. Second, indexing by

using existing signatures. This option uses Boolean operations (Union, Intersection)

between existing documents signatures to create a new signature. On the other hand,

classifying section enables the user to classify a new document using two options.

Option one, rule-based approach applied to the signature. Which is depends on

BDDs. Option two, classify a document using one of the given ML classifiers. In our

system, we provide four ML classifiers: SVM, NB, K-NN, and DT. This module has
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Figure 4.2: System Design
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been written using objective C++ language and linked to other layers. It is consisting

of twelve windows, each of which has a special purpose. While the setup module

contains all the required documents and folders. For the rule-based approach applied

to the signature, we need two essential files to run the program: The dictionary and

the document to be classified. The dictionary file does not need to be static. It can

be changeable based on the needs of the classification. Moreover, all required folders

need to be created. We need a folder to save all created signatures. This folder

enables us to call any signature back for further uses. For the ML-based approach,

training set’s files need to be set up before calling any classifier.

Figure 4.3: SDCS Interface
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4.2.2 Classification Layer

The classification layer is the layer that provides the essential functionalities of our

tool. In general, the classification layer consists of two main independent classifi-

cation methods. The rule-based approach applied to the signature and ML-based

classification approach. Rule-based approach applied to the signature is divided into

two main modules: The signature builder module and the parsing rule module. Each

of these consists of a number of functionalities. This approach was written in C++

language. Its implementation depends mainly on BDDs. To activate BDD on the

C++ environment, the BuDDy library was used [LN10]. On the other hand, the ML-

based classification approach consists of four classifiers modules: SVM, NB, K-NN,

and DT. These modules were written in Python language. The user has the option

to classify a document based on the rule-based approach applied to the signature or

the ML-based approach. An abstract view of this layer is shown in Figure 4.4. A

concrete view of the classification layer is shown in Figure 4.5. A detailed explanation

of each approach along with their modules is given below.

49



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

Figure 4.4: Abstract View of Classification Layer

4.2.2.1 Rule-based Approach Applied to the Signature

In this sub-section, I explain in detail how is the rule-based approach applied to the

signature implemented. It consists of two connected modules. Signature building

module and parsing rule module.

• Module: DocumentSignature.

Service: This module contains the functions required to build a signature for

the document to be classified.

• Module: ParsingRulesFunctions.

Service: This module contains the rules that used for classifying the document’s

signature.
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Figure 4.5: Classification Layer’s Functions
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4.2.2.1.1 Signature Building Module

A signature building module consists of a number of functionalities working together

to get a unique signature for each document. This module depends mainly on BDD

implemented as a bag model. To get access to BDD in the C++ environment, the

BuDDy library was linked as a prior step [LN10]. The input of this module is dictio-

nary and filtered document files. These files are taken from the basic utilities layer.

The output is the document’s signature. This signature is used later in the parsing

rules module to get the final classification result.

• Access Program: DocumentSource.

Service: This function opens the filtered document file in reading mode to get

access to the document’s words.

• Access Program: CreateDocumentBdd.

Service: This function takes a copy of the BDD built for the dictionary file to

be used as a document BDD. This BDD is used later to build the signature.

• Access Program: GetDocumentName.

Service: This function extracts the document to be classified name from the

path entered by the user. This name is used later to save the signature with

the name of the document.

• Access Program: BuildDocumentSignature.

Service: This function builds the document signature. Search for a word that

appears both in document and dictionary files. Then convert the node value of

this word in the document to be classified’s BDD to 1.
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• Access Program: NumberOfOccurrence.

Service: This function counts the number of occurrences of a word in the doc-

ument to be classified. Then, send it to setOcc() function.

• Access Program: setOcc.

Service: This function encodes the number of occurrences of each word in the

document to be classified as a binary string in the document’s signature.

• Access Program: getOcc.

Service: This function gets and shows the number of occurrences of a specific

word from the BDD.

• Access Program: SaveDocumentSignature.

Service: This function saves the built signature in the appropriate folder with

a unique name. The name of the signature consists of the dictionary name,

followed by the document to be classified name.

• Access Program: RestoreDocumentSignature.

Service: This function calls the signature for specific document to be used again.

• Access Program: DocumentsUnion.

Service: This function makes a logical or between two signatures to build a

family of documents.

• Access Program: DocumentsIntersection.

Service: This function makes a logical and between two signatures to get the

commonalities between their documents.
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• Access Program: DocumentsEquals.

Service: This function checks if two documents are equal by comparing their

signatures.

• Access Program: bagEnumerate.

Service: This function prints out the document’s signature to the program.

• Access Program: PositiveNode.

Service: This function counts the number of nodes with value 1.

• Access Program: set2bag.

Service: This function converts BDD from set implementation into a bag to

allow encoding the number of occurrences of each word in the BDD.

4.2.2.1.2 Parsing Rules Module

This module is called after a signature is built. It takes the document’s signature and

applies some parsing rules on it to decide if a document belongs to a specific category

or not. These rules are created using Bison parser and linked to an execution C++ file

which contains the implementation functions of these rules. Choosing the appropriate

rules to classify a document is one of the challenges of this tool. One needs to decide

the right rules that produce a reasonable classification. We have created three rules

to classify a document. These rules are considered general rules that always can be

used for classification purposes. Later on, the user can decide which rules meet the

classification goal, then add them to the classification process. The first rule is related

to the number of occurrences of a word in the document to be classified. The second

rule is about the number of matching words between a dictionary and the document
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to be classified. The last rule calculates the probability of a word in the document to

be classified. The probability of a word in a document is defined as the total frequency

of a word in the document over the total number of words in that document [DAM05].

These rules can be used alone or combined by logical {and, or}. These rules can be

entered by the user via file or entered through our program interface.

• Access Program: NumberOfOccurrencesRule.

Service: This function is called if the rule that corresponds to the number of oc-

currences of a word in the document to be classified is entered by the user. This

function classifies a document based on the number of occurrences of the entered

word in the document to be classified signature. If the entered word appears in

the document more than or equal to the given threshold, then the document is

classified as belong. Otherwise, it does not belong. The grammar used to form

the rule using the Backus-Naur Form (BNF) language format [MR03] is given

in Table 4.1.

• Access Program: NumberOfMatchingWordsRule.

Service: This function is called if the rule that corresponds to the number of

matching words between the document to be classified and the dictionary is

entered by the user. This function classifies a document based on the number

of matching words between the document and the dictionary. If the number of

matching words is greater than or equal to the given threshold, then the docu-

ment is classified as belong. Otherwise, it does not belong. The grammar used

to form the rule using the BNF language format [MR03] is given in Table 4.1.

• Access Program: ProbabilityRule.

Service: This function is called if the rule that corresponds to the probability
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percentage of a given word in the document to be classified is entered by the

user. This function classifies a document based on the probability of an entered

word in the document. The probability p of the word w in the document to be

classified is calculated using the function: p(w) = ( total occurrence(w)

tw )×100, where

tw is the function that returns the total number of words in the document to be

classified. If the probability of the word in the document is greater than or equal

to the given threshold, then the document is classified as belong. Otherwise, it

does not belong. The grammar used to form the rule using the BNF language

format [MR03] is given in Table 4.1.

Grammar Format

<program> ::= <rule> | <rule> <program>
| <program> ::= <rule> & <rule> <program>.

<rule> ::= <NumberOfOccurance> | <MatchingWords> | <Wordprobability>.
<NumberOfOccurance> ::= <DictionaryName>’ ’<DocumentName>’,’<Term>’,’<Integer> <EOL>.

<MatchingWords> ::= <DictionaryName>’ ’<DocumentName>’,’<Integer> <EOL>.
<Wordprobability> ::= <DictionaryName>’ ’<DocumentName>’,’ <Term>’,’<Integer>’%’ <EOL>.

<DictionaryName> ::= <Term> | <DictionaryName> <Term>
<DocumentName> ::= <Term> | <DocumentName> <Term>

<Term> ::= <Letter> | <Term> <Letter>.
<Integer> ::= <Digit> | <Integer> <Digit>.
<Digit> ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9.

<Letter> ::= ’A’ | ’B’ | ’C’ | ’D’ | ’E’ | ’F’ | ’G’ | ’H’ | ’I’ | ’J’ | ’K’ | ’L’ | ’M’ | ’N’ | ’O’ | ’P’ | ’Q’ | ’R’ | ’S’ | ’T’ | ’U’ | ’V’ | ’W’ | ’X’ | ’Y’
| ’Z’ | ’a’ | ’b’ | ’c’ | ’d’ | ’e’ | ’f’ | ’g’ | ’h’ | ’i’ | ’j’ | ’k’ | ’l’ | ’m’ | ’n’ | ’o’ | ’p’ | ’q’ | ’r’ | ’s’ | ’t’ | ’u’ | ’v’ | ’w’ | ’x’ | ’y’ | ’z’.

Table 4.1: The Grammar syntax of the Parsing Rules Written in BNF Language.

4.2.2.2 Machine Learning Approach

ML-based approach is the second approach in this layer. It is an implementation of

four ML classifiers: SVM, NB, K-NN, and DT. It was written in Python language

and then linked to the user interface layer to be accessed by the program. Scikit-

learn library enables us to implement these classifiers [PVG+11]. As these classifiers

considered as supervised learning methods, the need for a training set is essential.

British Broadcasting Corporation (BBC) articles were used as a training set with
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a total of 2250 articles. These articles are categorized into five different categories:

Technology, business, sport, entertainment, and politics. All training sets articles are

converted into a format readable by ML classifiers through the following steps. First,

remove unwanted words and stemming. Second, weight each word using conventional

TF-IDF weighting scheme. Last, present these words with their weight as VSM. On

the other hand, any document to be classified goes through the same process before

calling any classifier.

• Module: ML.

Service: This module gives access to ML classifiers.

• Access Program: SVM.

Service: This module classifies a document using the SVM classifier.

• Access Program: NB.

Service: This module classifies a document using the NB classifier.

• Access Program: K-NN.

Service: This module classifies a document using a K-NN classifier.

• Access Program: DT.

Service: This module classifies a document using a DT classifier.

4.2.3 Basic Utilities Layer

This layer consists of the basic functionalities that must be performed prior to the

classification. These functionalities are divided into three modules: Document pre-

processing module, BDD builder module, and BDD basic operations module. This

57



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

layer was written using C++ language. A concrete view of basic the utilities layer is

shown in Figure 4.6

• Module: DocumentPreprocessing.

Service: This module performs all the necessary filtering to the document to be

classified prior to the classification.

• Module: BddOperations.

Service: This module contains the functions required to set the value of BDD’s

nodes to 0 or 1. This module is used in the Signature Building module.

• Module: DictionaryBdd.

Service: This module contains the functions required to build a BDD for the

dictionary file.

4.2.3.1 Document preprocessing Module

Document preprocessing is the first module in this layer. This module is to reduce

the size of the document to be classified by removing unwanted words and stemming.

• Access Program: RemoveLinkingWords.

Service: This function removes all linking words from the document to be clas-

sified prior to classification. Linking words are saved in a file that is called each

time this function start.

• Access Program: RemovePunctuationMarks

Service: This function removes all punctuation marks from the document to be

classified prior to classification.
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Figure 4.6: Concrete View of Basic Utilities Layer

• Access Program: RemoveDigits.

Service: This function removes all digits from the document to be classified

prior to classification. This includes Roman and English digits.

• Access Program: stemming.

Service: This function gets the root of each word in the document to be classified

prior to classification.

• Access Program: FilteredDocument.

Service: This function saves the modified version of the document to be classified

in a new file called Filtered Document. This file is used in the rest of the program
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instead of the original one.

4.2.3.2 BDD Operations Module

In this module, we perform two essential functions on a BDD. We can call the function

corresponding to convert the node value to 1, or vice versa. In other terms, this

module helps us build the first BDD for the dictionary file, then create the signature

for the document.

• Access Program: setvalues0.

Service: This function converts the node’s value inside BDD to 0.

• Access Program: setvalues1.

Service: This function converts the node’s value inside BDD to 1.

4.2.3.3 Dictionary BDD Module

This module holds the BDD corresponding to the dictionary file. This module gets

access to the dictionary and counts the number of words in there. It creates a BDD

equal to the size of the dictionary. This created BDD is considered the first step in

the process of building the document’s signature. As the dictionary is an essential

component in the construction of our tool, an effort is needed to create the most

complete dictionary that captures all the essential terms of a specific category. A

complete dictionary is an important asset that affects the overall accuracy of the

tool. The hardness of constructing a complete dictionary varies based on the category

under consideration. While it is easy to create a dictionary for some categories, it

becomes very hard in others. This is due to the limitations in resources to get a full

list of the vocabularies that are related to the category.
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• Access Program: DictionarySource.

Service: This function opens the dictionary file in reading mode to get access

to the dictionary’s words.

• Access Program: DictionaryFileSize.

Service: This function counts the number of words in the dictionary file.

• Access Program: CreateDictionaryBdd.

Service: This function uses the size computed in DictionaryFileSize() function

to build a BDD equal to the size of the dictionary. Each node in this cre-

ated BDD presents a word in the dictionary. This function uses the setvalues0

function from the BddOperations class to convert all node values to 0s.

4.3 Conclusion

In summary, our SDCS is consisting of three main layers: User interface, classification,

and basic utilities layers. Each layer is divided into several modules. These modules

contain several functionalities. At the end, these layers are connected to get our final

tool. The layers are independent: modification in one layer does not affect the others.

In general, the core of our system is located in the classification layer. Where our

classification approaches are implemented. The user interface layer is responsible for

providing interfaces to interact with the users. Also, it allows us to set up all necessary

files and folders. However, the basic utilities layer is for preparing the document to

be classified before moving to the classification stage and for building the basic BDD

that will be used later to create the document signature.
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Chapter 5

Tool Assessment and Usage

In this Chapter, I assess our tool as stand-alone software by assessing its capabilities

in classifying documents using rule-based approach applied to the signature and using

ML-based approaches. Then I discuss the results.

5.1 Introduction

SDCS includes two essential modules. The first module is about indexing and classi-

fying documents using rule-based approach applied to the signature. In this module,

the implementation depends mainly on BDD and its operations. The document could

be categorized as belonging or does not belong to a specific category. The second

module is about indexing and classifying documents using ML classifiers. Four main

ML classifiers were used: SVM, NB, K-NN, and DT. Their training set consists of

2225 articles obtained from BBC. These articles are separated into five categories:

Technology, business, sport, entertainment, and politics. Our assessment plan takes

into consideration both modules. After that, we make a comparison between our
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rule-based approach applied to the signature that is rooted in PFA and ML-based

approaches that we are considering.

5.2 Assessment Plan

The assessment plan is separated into two sub-plans: Assessment of the rule-based

approach applied to the signature and the ML-based approaches.

5.2.1 Assessment of the Rule-Based Approach Applied to the

Signature Module

In this sub-section, I present the main objectives, the data sets that I used, and I

explain the methodology of the assessment.

5.2.1.1 Assessment Objectives

The main objective of assessing the rule-based approach applied to the signature

is to ensure its ability to correctly index and classify documents based on a given

dictionary. We tested the ability of the module to index and classify 50 documents

belong to five different categories: Technology, business, sport, entertainment, and

politics.

5.2.1.2 Data Set Used

The data set used for assessing the module consists of 50 documents and five dic-

tionaries. The five dictionaries are technology, business, sport, entertainment, and
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politics dictionaries. Each dictionary contains 500 words. We use the same cate-

gories as in the training set of ML-based approaches. The categories along with their

documents are shown in Tables 5.1.

Technology Business Politics Sport Entertainment

[DMGG16] [com19] [Emm20] [Hau20] [Gaw20]

[DSRA19] [MT16] [Min12] [Bla] [Kll20]

[ZZ19] [FKS+08] [Rog15] [KNK+17] [Pre20]

[SA18] [MT17] [Ort12] [Uni20a] [Zin20]

[Kim18] [O’H04] [Jer12] [oC20] [Con20]

[PS19] [Fin19] [SB10] [CNR20] [Gly20]

[Uni20b] [Jef19] [Sha16] [Pas20] [Mur20]

[Pat20] [Che10] [Par13] [Osa20] [McR20]

[WHW17] [Hie13] [Bar14] [Bur20] [Pai20]

[ZLW13] [Roy19] [Tro09] [Rog20] [Bue20]

Table 5.1: Data Set Used

5.2.1.3 Illustrative Examples for the Usage of the Module

Testing the rule-based approach applied to the signature is divided into two main

steps. The first step is about building a signature for the document using BDD. The

second step is about using one of the predefined parsing rules to classify the document

based on its signature. The classification result changes based on the used dictionary

and the used parsing rules. Examples 5.2.1, 5.2.2, 5.2.3, and 5.2.4 illustrate how we

can classify a given document using this module.

In Example 5.2.1, I explain the first step to classify a document using this module,

which is building a signature for a document.
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Example 5.2.1. Let us assume that we need to classify this document: “Fog Com-

puting: A New Era of Cloud Computing” [DSRA19]. As we mentioned earlier, we

start by building a signature for this document. For this purpose, we need to click on

the New Signature button as shown in Figure 5.1. Building a signature requires us

to enter a dictionary name along with the document to be classified name to build a

signature related to the dictionary under consideration. To ensure the uniqueness of

the signature, its name consists of two parts: The dictionary name followed by the

document name. For instance, the signature name for the previous document built

for the technology dictionary is “Technology Fog Computing: A New Era of Cloud

Computing Signature”. When a signature constructed a pop-up message appears to

confirm and specify the path of the signature as shown in Figure 5.2.

Figure 5.1: Main Interface of SDCS.
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Figure 5.2: Building Signature completed.

In the following, I explain the second step of classification using rule-based approach

applied to the signature module. We need to use one of the parsing rules to classify

the document relatives to the created signature. Currently, we programmed three

main parsing rules as explained in Chapter 4. To use the rule, we need to press

the Signature Rule Based Approach button to start the classification as shown in

Figure 5.3. Then, the system provides the option of getting the parsing rule from a

file and the option of typing the parsing rule. Figure 5.4 illustrates the rule entry

options screen. Figure 5.5 shows how we can enter a file path to classify a document.

In Example 5.2.2, I use the parsing rule that involves the number of occurrences of a

word in the document to be classified. This rule examines the number of occurrences

of a given word in the document to be classified by fetching the number of occurrences

from the document’s signature. If the number of occurrences is greater than or equal
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Figure 5.3: Main interface of SDCS.

Figure 5.4: Rule-Based Approach Applied to the Signature Options Page.

to a given threshold, then the document belongs to the category of the dictionary.

For more information about the grammar and the syntax of this rule, we refer the
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Figure 5.5: Classifying From External File Page.

reader to Table 4.1.

Example 5.2.2. Let us assume that we require that the word “data” appears more

than 20 times in the document “Fog Computing: A New Era of Cloud Comput-

ing” [DSRA19] to classify the document as belonging to the technology category. To

test the previous condition, we need to use the parsing rule that corresponds to the

number of occurrences of a word in the document to be classified. In our case, the rule

is written “Technology Fog Computing: A New Era of Cloud Computing,data,20”.

The document is categorized as a technology document as shown in Figure 5.6.

In Example 5.2.3, I explore the parsing rule that counts the number of matching

words between the document to be classified and the dictionary. If the matching

number is greater than or equal to a given threshold, then the document belongs to

the category of the dictionary. For more information about the grammar and the

68



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

Figure 5.6: Using Number of Occurrence Rule.

syntax of this rule, we refer the reader to Table 4.1.

Example 5.2.3. Let us assume that we would like to have 50 matching words between

the previous document and the technology dictionary. In this case, the rule is written

“Technology Fog Computing: A New Era of Cloud Computing,50”. The document

belongs to the technology category as shown in Figure 5.7. However, when we increase

the threshold to 100, it is no more considered as a technology document as illustrated

in Figure 5.8.

In Example 5.2.4, I explore the parsing rule that corresponds to the probability of a

given word in the document to be classified. This parsing rule calculates the proba-

bility of a given word in the document to be classified. For more information on how

probability is calculated, we refer the reader to Section 4.2.2.1.2. If the probability

of the word is greater than or equal to a given threshold, then the document belongs
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Figure 5.7: Using Matching Rule-First Case.

Figure 5.8: Using Matching Rule-Second Case.

to the category of a given dictionary. For more information about the grammar and

the syntax of this rule, we refer the reader to Table 4.1.
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Example 5.2.4. Let us assume that we set the probability threshold of the word

“data” to 2%. In this case, the rule is written “Technology Fog Computing: A New

Era of Cloud Computing,data,2%”. Figure 5.9 represents that this document does not

belong to the technology category.

Figure 5.9: Using Probability Parsing Rule.

Assessing the ability of the module to get the commonalities or the accumulations of

two documents is straightforward. Examples 5.2.5 and 5.2.6 give more details about

these cases.

Example 5.2.5. Let us assume that we need to build a family of two documents

for the sport category. The first document is “How to break new records in the 200

meters” [CNR20]. The second document is “Does Heads Up Football Make the Sport

Safer for Kids?” [Bla]. We start by building a signature for each document using

the sport dictionary. Then, we click on From Existing Signatures button in the main
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interface window. After that, we choose Building a Family of Documents option as

shown in Figure 5.10. Then, we enter the two signatures paths and press Build.

When the signature is created, a pop-up message appears to give us the path of the

new signature as shown in Figure 5.11. Then, we can use any of the parsing rules to

classify the created signature.

Figure 5.10: Options of Operations On Signatures

Example 5.2.6. Let us assume that we need to get the common words between the

previous documents. To get the commonalities, we need to choose Building Common-

ality of Documents as shown in Figure 5.10. Then, enter the paths of the signatures.

When the signature is created, a pop-up message appears to give us the path of the

new signature as shown in Figure 5.12.

72



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

Figure 5.11: Family of Documents Created.

Figure 5.12: Commonality of Documents Created.

In Examples 5.2.1, 5.2.2, 5.2.3, 5.2.4, 5.2.5, and 5.2.6, I gave comprehensive cases
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to explore the rule-based approach applied to the signature. In the next section, I

give more details about the ML-based classification module. Then, explore the main

differences between the rule-based approach applied to the signature module and

ML-based module.

5.2.2 Assessment of ML-Based Module

In this sub-section, I explain how we assess the ML classification approach. I present

the main objectives, the data sets that I used and I explain the methodology of the

assessment.

5.2.2.1 Assessment Objectives

The main objective of assessing this module is to compare its result with the previous

one. We tested 50 documents; every 10 documents belong to one of the predefined

training set’s categories. We applied the testing to four different ML classifiers: SVM,

NB, K-NN, and DT.

5.2.2.2 Data Sets Used

I use the same testing data sets of the first module, presented in Section 5.2.1.2.

5.2.2.3 Illustrative Examples for the Usage of the Module

To test a document using one of the given ML classifiers, we need to press the Machine

Learning Approach button in the main interface. Then choose one of the options as

shown in Figure 5.13. Examples 5.2.7, 5.2.8, 5.2.9, and 5.2.10 give details on how to
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Figure 5.13: Machine Learning Options

classify a document using one of the four ML-based options. Each ML classifier is

explained in a single example.

Example 5.2.7. This example is to illustrate the usage of the SVM classifier. To

classify a document using SVM, we need to enter the path of the document and click

classify. In our case, we aim to classify the same document “Fog Computing: A New

Era of Cloud Computing” [DSRA19]. SVM classifies the document into the technology

category which is considered as the right classification. Figure 5.14 gives the output

of this example.

Example 5.2.8. This example is to illustrate the usage of the NB classifier. To

classify a document using NB, we need to enter the path of the document and click

classify. In our case, we aim to classify the same document “Fog Computing: A New

Era of Cloud Computing” [DSRA19]. NB classifies the document into the technology

category which is considered as the right classification. Figure 5.15 gives the output
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Figure 5.14: Support Vector Machine Classifier.

of this example.

Figure 5.15: Naive Bayes Classifier.
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Example 5.2.9. This example is to illustrate the usage of the K-NN classifier. To

classify a document using K-NN, we need to enter the path of the document and click

classify. In our case, we aim to classify the same document “Fog Computing: A New

Era of Cloud Computing” [DSRA19]. K-NN classifies it into the technology category

which is considered as the right classification. Figure 5.16 gives the output of this

example.

Figure 5.16: K-Nearest Neighbor Classifier.

Example 5.2.10. This example is to illustrate the usage of the DT classifier. To

classify a document using DT, we need to enter the path of the document and click

classify. In our case, we aim to classify the same document “Fog Computing: A New

Era of Cloud Computing” [DSRA19]. DT classifies the document into the technology

category which is considered as the right classification. Figure 5.17 gives the output

of this example.
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Figure 5.17: Decision Tree Classifier.

5.3 Assessment Results

In this section, I show and discuss the results for each module.

5.3.1 Results of the Assessment of the Rule-Based Approach

Applied to the Signature

Measurement of the accuracy in this module is checking if the system is capable of

building the correct signature and of giving the right classification result based on

the chosen rules. All testing applied using different rules gives the expected correct

classification. The result of the rule-based approach applied to the signature module

depends mainly on the chosen rules to classify the document. In our testing phase, we

use one rule or a combination of rules for each category. We try to diversify between

78



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

the rules to highlight the effect of the rules on the classification result. When we

apply the rules, we try to use a small threshold value because our testing documents

are not too long. Parsing rules along with their associated categories are given in

Table 5.2. The result is shown in Figure 5.18.

Category Rule Used Rule Syntax

Technology 50 matching words between dictionary and document (Rule number two). Dictionary name Document name, 50.

Business
Number of occurrences of word organizations ≥ 10,

or the number of occurrences of word business ≥ 10 (Rule number one).
Dictionary name Document name,organizations,10+

Dictionary name Document name,business,10.

Politics
10 matching words between dictionary and document (Rule number two)
and the number of occurrences of word politics ≥ 10 (Rule number one).

Dictionary name Document name,10&
Dictionary name Document name,politics,10

Sport
20 matching words between dictionary and document (Rule number two),

or probability of the word sport in the document ≥ 2% (Rule number three )
and the number of occurrences of word sport ≥ 6 (Rule number one).

Dictionary name Document name,20+
Dictionary name Document name,sport,2%&
Dictionary name Document name,sport,6.

Entertainment 9 matching words between dictionary and document (Rule number two) Dictionary name Document name,9.

Table 5.2: Parsing Rules used for the Assessment Phase

Figure 5.18: Result of Rule-based Approach Applied to the Signature Module

It is noticeable from Figure 5.18 that if we use more combinations of rules or increase

the threshold value, the number of classified documents as belong to the category
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decreased as in the Sport category. Moreover, there is no right or wrong classification.

User can use the parsing rule that meets the purpose. Flexibility is the main advantage

one can get from this approach. Adding the parsing rule that matches the demand is

the only effort needed to classify a document. In addition, we can attempt to classify

the same document with an unlimited number of categories by creating a signature

for that category then classify.

5.3.2 Results of the Assessment of ML-Based Module

ML accuracy results could be divided into four main Charts. Each of which cor-

responds to one ML classifier. Figure 5.19, 5.20, 5.21, and 5.22 show the accuracy

results of K-NN, NB, SVM, and DT, respectively. Figure 5.23 shows the average

accuracy for each ML classifier.

Figure 5.19: Accuracy Result for K-Nearest Neighbor.

It is clearly shown that SVM has the highest accuracy with an average of 84%. It
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Figure 5.20: Accuracy Result for Naive Bayes.

Figure 5.21: Accuracy Result for Support Vector Machine.

always showed good classification results for all categories, where the lowest accuracy

of SVM was for the Sport category with 70%. Next in rank is the NB classifier with

an average of 74%. NB gave good classification results for all categories except for the
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Figure 5.22: Accuracy Result for Decision Tree.

Figure 5.23: Average Accuracy Result For Machine Learning classifiers.
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Entertainment category. It was not able to figure out this category correctly. Then

K-NN classifier with average of 58%. The least accurate ML classifier is DT with an

average of 56%. From a different angle, it was noticeable that all the classifiers could

classify the Technology category very easily and recorded the highest accuracy for it.

5.4 Discussion

The assessment of the rule-based approach applied to the signature module and ML-

based module brings out some important points that I should emphasize.

In a rule-based approach applied to the signature module, there is no right or wrong

classification. The user decides which rule fits the purpose. When a rule is chosen, the

result is given according to the rule. The main gain of this module is the flexibility

we get in meeting user demand by adding parsing rules to perform new classification.

However, the classification result is affected by the used parsing rule. Parsing rule is

the determining factor that decides if a document belongs to a certain category or

not. As a consequence, when we increase the number of restrictions used to classify

documents, we reduce the number of documents that belong to a certain category.

The reason is that the inclusion criteria for a category get stricter. This module is

category oriented. The user can test the same document for different categories by

creating a signature for each category. The use of the dictionary in this module could

be treated as a replacement of the training-set in ML-based module. One of the main

strengths of the rule-based approach applied to the signature module is its ability to

build a family of documents, then classifies them at once. Moreover, its capability to

get the commonality between two documents, then classifies them at once.

In the ML-based module, almost all used classifiers gave satisfactory classification
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results. SVM was the best classifier with the highest classification accuracy value.

However, DT got the lowest performance accuracy. It was noticed that the perfor-

mance of ML classifiers is affected by the category of the document to be classified.

For instance, K-NN and DT could not recognize Business documents, while NB per-

formance drooped down significantly in classifying the Entertainment category. On

the other hand, all used ML classifiers perform very well on classifying documents

that belong to the Technology category. In general, the performance fluctuated and

unpredictable.

5.5 Conclusion

In this Chapter, we assessed and illustrated the usage of our tool as a stand-alone

system. We focused on two independent modules: the rule-based approach applied

to the signature module and the ML-based module. Despite the efforts needed to

choose then create the right classification rules and dictionaries, we found that the

first module is more flexible and can serve user demand by adding classification rules.

In addition, it can use more than one classification rule at the same time with the help

of the operations on signatures. Moreover, one can classify more than one document at

once using commonality or accumulation features. On the other hand, ML classifiers

had satisfactory results. However, the performance was not at the desirable level for

some categories.

84



Chapter 6

Conclusion and Future Work

In this thesis, we explored the topic of indexing and classifying unstructured textual

documents. We gave a comprehensive explanation of our framework. The goal of

our thesis is to produce a deterministic, fast, and effective tool to index and classify

individual textual document or families of documents. To assess the capabilities of

our tool, we compared its performance to four ML classifiers. In this Chapter, I

summarize the main contributions of our work. I present the main strengths and

limitations of our tool. I conclude with the expected future work that we could

continue with.

6.1 Contributions

In this section, I summarize the main contributions of our work. Our classification

process starts with the construction of a signature for a document or a family of

documents using the BDDs. Second, we use the created signature to guide the clas-

sification process. Third, we implement four ML-based classifiers: SVM, NB, K-NN,

85



M.Sc. Thesis - Deemah Alomair McMaster - Computer Science

and DT. Fourth, we build a software called SDCS that can classify a document or a

family of documents using the rule-based approach applied to the signature or using

ML-based classifiers. Last, we compare the performance of our rule-based module

with the aforementioned ML-based classifiers and list the main outcomes.

6.2 Interpretation and Value of the Contributions

In this section, I explain the main advantages and limitations of the rule-based ap-

proach applied to the signatures. The main strengths of our approach are summarized

as the following; the constructed signature is a multi-uses signature. In other terms,

we can classify a document using the same signature with different classification cri-

teria. In addition, the ability of the module to create a signature for a family of

documents and classify it at once. Moreover, the flexibility of our approach to clas-

sify a document based on the user demands by adding a rule that meets the purpose.

Also, many signatures can be constructed from a single document, where each sig-

nature serves a specific category. Despite the aforementioned strengths, there are

some limitations in our approach that I need to point out. First, only the presence

of the words that are taken into account. The context in which the word is present

is not considered. This might leads that different documents might have the same

signature. In addition, the proposed approach depends mainly on dictionaries. To

be able to use our approach, a user needs to set up the dictionary file that serves

a specific category . The difficulty of creating a dictionary depends on the category

under consideration. For some general categories it should be easy, while it might be

a challenging for others. Another limitation of this approach is that the user needs to

go through two steps to finish the classification process. First, create the signature.
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Then, use this signature to classify a document. At last, coming up with the right

classification rules to classify a given document should be done with caution. A user

needs to decide which rules could be used to give the best classification results and

meet the purpose of the classification.

6.3 Future Work

Electronic web pages are one of the main resources of data. With the increasing

number of this source, we need to ensure access to secure content. One way to

distinguish malicious web pages from secure ones is to classify the web page. Our next

goal is to explore the classification of web pages using the rule-based approach applied

to the signature approach. The aim is to categorize web pages into secure or malicious.

Then, classify the secure ones into their right categories. Another direction of our

future work is to apply the rule-based approach applied to the signature approach in

the documents archiving field. Our tool could be used in archiving documents into

their appropriate storage based on their category.
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Glossary

class A class or a category is a set of documents that share the same topic and have

common terms. Each class might have a different size depending on the number

of documents it contains. 3

commutative Mathematical property where exchange the position of the elements

in the operation will not change the result.. 27, 28

Cutter Number Is the third part of the recall number that indicates the author

name based on Congress Classification System. 1

idempotent Mathematical property where the element is not changing when oper-

ated with itself.. 27, 28

Lazy Learner Is type of machine learning algorithm in which the generalization of

the training data is performed when the classification phase starts to get the

most recent training data.. 4

Machine Learning Is the science that involves mathematical models and training

data to help its approaches in making decisions and predictions without human

interaction. It is a subset of the Artificial Intelligence field.. iii
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Partial Matching or Recording Is a method of editing the word after removing

its suffix to turn into a valid word. 11

Recall Number The number that is labeled on the library books to be used in many

classification systems. 1, 2

Sentence Ranking Is a method of indexing the document based on the number of

occurrences of a word and the location of the word in the document. 5

weighting schemes Giving each word a special weight of importance based on some

criteria. 12
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