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Lay Abstract

The rise of unmanned aerial vehicle technology and the increase in their accessibility

have made them viable solutions for serious missions such as search and rescue oper-

ations. Complex cooperative tasks can be conducted via a collection of drones which

can show higher levels of robustness and agility as a system. Although repetitive

and simple actions can be easily automated, real-world problems are unpredictable

in which complex decision-making is involved. Such scenarios can be tackled by the

presence of a human supervisor to empower the system with strong cognitive capa-

bilities. This thesis presents a multi-layer control framework for human-in-the-loop

operation of a flock of unmanned aerial vehicles. This method continuously opti-

mizes the drones trajectories to adhere as closely as possible to operator’s motion

commands while avoiding collisions among them and with obstacles in their task en-

vironment. This new control framework is successfully validated in both simulations

and experiments in a laboratory environment.
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Abstract

This thesis presents a novel architecture for human-in-the-loop control of multiple

drones. The design of such systems must address several challenges at the same time.

The drones must avoid collisions with each other and with obstacles in their task

environment while following operator’s command as closely as possible to navigate

their environment. To this end, they should be able to adjust their pre-defined desired

formation and, if needed, transition to alternative formations to ensure collision-free

operation in their task environment while following the operator’s commands.

The proposed control strategy is a central algorithm with multiple stages and

relies on formulating and solving convex optimization problems in real time to achieve

the control objectives. The operator provides reference velocity commands for the

flock of drones to move them in the task environment. The algorithm creates linear

collision avoidance constraints and distributes the operator’s commands among the

drones through a number of intermediate steps. It generates reference trajectories

for the drones motion by solving a model-based optimization problem over a receding

horizon. Conventional trajectory controllers generate the control inputs for individual

drones.

Prospective formation shapes are obtained for the drones by formulating and solv-

ing parallel convex optimizations, considering the operator’s reference command and
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the obstacle-free space. While keeping the convexity of the optimization problem,

the proposed algorithm allows for the presence of obstacles in the middle of the for-

mation. This is achieved by properly assigning obstacle-free regions to each agent

separately in the formation. In addition, safe convex regions in the form of linear

inequality constraints are generated in the direction of the operator’s commanded

velocity. Moreover, constraints are introduced to avoid inter-drone collisions at each

step. Trajectory optimization is formulated as a quadratic programming problem sim-

ilar to model predictive control schemes to minimize deviation from human operator’s

command.

The effectiveness of the proposed control algorithm is initially verified by simulat-

ing two different operational scenarios. Furthermore, the algorithm is implemented

on actual hardware to operate a flock of three drones in a laboratory setting. The

implementation of the algorithm in C++ utilizes high-performance computation tech-

niques to achieve sufficiently high real-time control update rates for smooth and stable

operation of the drones.
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Chapter 1

Introduction

1.1 Motivation

Unmanned Aerial Vehicles (UAVs) have become increasingly popular in applications

such as search and rescue, cargo transportation, aerial imagery, surveillance, and

inspection missions. The natural agility of aerial vehicles, along with modern naviga-

tion technologies, remote control, and electric batteries, have made UAVs indispens-

able when human presence is not achievable [1]. Widespread availability of simple

low-cost fully electric UAVs has further encouraged their use. Large investments in

low-emission UAV-based solutions have made them a viable platform for use in appli-

cations such as goods transportation. Increasing allocation of financial resources to

the growing UAV industry and market has spurred research in various relevant fields

such as aerial robotics and control engineering.

The performance of a UAV is constrained by the limits of its power source (e.g.,

battery) and its thrust power capability. These constraints significantly impact its
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flight range and payload capacity. Increasing the battery size to address these limita-

tions would increase the vehicle size and could lead to other design compromises [2].

The flight time can be particularly restricted in cargo transportation, and alternative

designs may be needed to carry large payloads. Autonomous recharging methods

have been proposed to mitigate the battery-life problems [3]. Alternatively, multiple

smaller drones can be utilized to carry large payloads. This has motivated significant

research in multi-drone systems in the past decade [2, 4, 5, 6].

Multi-drone systems can effectively address some of the challenges of single-drone

systems. They are usually more fault tolerant and can reduce operational risks com-

pared to their single-drone counterparts. The arrangement of multiple drones in a

flock can be highly reconfigurable and flexible for cooperative tasks. In addition to

enhancing robustness and reliability of the system [7], they can also improve physical

capabilities, for example by increasing surveillance coverage or payload capacity in

transportation [5].

Autonomous robotics systems have been studied in depth during the past two

decades. The majority of the existing literature on aerial robotics research has focused

on designing frameworks and controllers for scenarios where no human intervention

takes place [4, 5, 6, 8]. Regular missions in controlled environments are ideal for

such applications. However, many real world tasks are prone to uncertainties and

unpredictability of the task environment. Surveillance, search and rescue, and many

inspection tasks are examples in which fully autonomous systems may be difficult

to build and may not be sufficiently reliable. Such applications could greatly benefit

from human intervention particularly for high-level decision-making tasks to overcome

challenges encountered due to the unpredictability of the task environment [9, 10, 11].
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All things considered, the human operator can play an important role in the future

of many aerial robotic applications. Research is required to resolve the challenges of

human-drones interactions. This thesis focuses on the control and navigation of a

flock of quad-rotors operated by a human operator. The flock of drones is expected to

follow the operator’s high-level velocity commands, while avoiding collisions among

each other and with obstacles in their task environment. A control framework is

presented to relate the human reference commands with the collective navigation of

the drones as a group, and with their individual motion control objectives.

1.2 Problem Statement

The majority of the existing literature in the field is dedicated to solving the problems

around point-to-point motion planning of a group of robots without involving the

presence of a higher-level decision maker, such as a human operator in the procedure.

While control and operation of a single UAV is well-studied in the past [12, 13],

the particular problem of a single operator controlling multiple drones has received

very little attention. This thesis focuses on developing a control strategy for such

application scenarios.

Many drone motion planning and control methods pre-compute optimal trajec-

tories. Their main challenge is how to create suitable constraints to ensure the

safety of the navigation in the presence of obstacles. On-the-fly motion planning

is more challenging since the trajectories can no longer be computed offline as the

destination and environment may vary in real time. Optimization-based planning

and control approaches have been popular in this domain. However, these meth-

ods tend to be computationally expensive, making their real-time implementation
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challenging. The advancements in computing technologies and convex formulation

of optimization problems, which guarantee deterministic convergence to the solution,

have helped reduce the computation time. Optimization-based approaches can ac-

commodate various constraints in the problem formulation, allow for consideration

of uncertainty, while obtaining the best control inputs for the system. This thesis

adopts an optimization-based framework for formulating and solving the problem of

human-in-the-loop control of a flock of drones. In particular, it seeks to formulate

the trajectory planning as a convex optimization problem.

Collision avoidance is one of the main aspects of robot motion planning. In group

navigation problems, group members must maintain a safe distance from obstacles

as well as from other group members while moving in the task environment. Thus,

the proposed framework in this thesis must assist the operator in maintaining a

minimum safe distance among drones, and between the drones and obstacles in the

task environment. Another objective of interest in multi-agent robotic systems and

applications is formation control, e.g. in aerial transportation [14], or surveillance

and reconnaissance [15]. This thesis seeks to incorporate a formation control strategy

in its proposed approach for human-in-the-loop control of a flock of drones.

1.3 Thesis Contributions

This thesis presents a novel framework for human-in-the-loop control of multiple

UAVs. There are two unique aspects that distinguish the proposed method from

current solutions in the literature. First, existing optimization-based frameworks are

mainly to solve the point-to-point trajectory planning problems, which are often car-

ried out offline. Second, human-supervised multi-agent systems are mostly designed
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via potential fields, while this thesis approach is purely optimization-based. Potential

fields are mathematically simple to implement, but they are prone to local minima and

are not as flexible as optimization-based approaches. Optimization-based model pre-

dictive control schemes provide great flexibility in setting up the control objectives

and constraints. They are usually more computationally expensive than potential

fields. However, convex formulation of the optimization problem can reduce their

computations and yield globally optimal solutions.

In this thesis, the navigation problem is formulated as a convex quadratic opti-

mization with linear constraints. Unlike existing solutions, the proposed method in

this thesis does not need the formation shape to lie within a totally obstacle-free con-

vex area. A novel algorithm is presented that assigns suitable convex areas to each

agent individually. Infeasibility could happen due to the design of linear constraints.

To resolve this, multiple reference formations are considered and solved in parallel,

improving real-time computation efficiency.

To avoid collisions with obstacles, polyhedral convex regions aligned with the

desired direction of movement are generated. This is inspired by the work in [16,

17]. Linear inequality constraints are designed based on priority and direction of

movement to keep distance between drone pairs in the flock more than a minimum

safe distance. These constraints are incorporated in a model-based optimization to

compute the drones reference trajectories in a receding horizon manner. Deviation

from the optimal formation and reference human input velocity are both considered

in the trajectory design for each drone.

The proposed controller is centralized in the sense that all the computations are

carried out on a single computation unit. The optimization model is quite flexible
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and can be easily modified for use with different robotic platforms. The effectiveness

of the proposed control strategy is demonstrated via numerical simulations as well as

real-time experiments in an indoor laboratory setting.

1.4 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 is dedicated to reviewing

the existing literature where applications and state-of-the-art strategies in motion

control of multi-drone systems are explored. In Chapter 3, an overview of the pro-

posed algorithm is presented, and basic assumptions and definitions are introduced.

Chapter 4 is mainly concerned with the formulation of the optimal formation. Next,

a geometric path-finding method is presented in Chapter 5 along with the strategies

to obtain collision avoidance constraints along these paths. Further in Chapter 6,

the model predictive optimization is presented where the objective and constraints

are formulated. In Chapter 7, real-time controllers, numerical simulations, and ex-

perimental results are presented. Finally, this thesis will be concluded in Chapter 8

where potential future research topics have also been considered.

1.5 Related Publication

• A. Grivani, S. Sirouspour, “Human-in-the-loop Model Predictive Trajectory

Generation for Flocks of Drones”, to be submitted to IEEE Robotics and Au-

tomation Letters.

6



Chapter 2

Literature Review

2.1 Unmanned Aerial Vehicles

Recent advances in manufacturing, control, and communication technologies have led

to a vast range of designs for unmanned aerial vehicles (UAVs). The main idea of

having an aerial vehicle fly autonomously or being controlled remotely was formed

more than a century ago [18]. Aerial vehicles can occupy a space larger than a

plane [1], or they might easily fit inside the palm of a hand [19]. In addition to the

conventional fixed-wing and quad-copter designs, continuous developments are being

carried out worldwide, and novel structures are introduced every year [20, 21]. Wide

availability of UAVs in various form factors and price points has led to their increasing

use in many applications.

Their maneuverability, simplicity of use, and cost-effectiveness have made them

popular in civil applications, particularly multi-rotor designs such as quad-rotors.

Their use in cargo and parcel delivery has already been investigated in research and

industrial settings [22, 23]. Not requiring terrestrial infrastructure has also made them
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a good candidate in medical supply delivery and rescue missions [24]. Furthermore,

various types of sensing equipment can be mounted on drones which facilitates their

usage in surveillance, search and rescue missions without humans being required to

be present on site [25, 26]. Their application in urban areas extends to monitoring

construction sites, buildings, and bridges where visual information can be accessed

with minimal delay and inspections can be carried out at low cost and high frequencies

[27].

Quad-rotors with electric propulsion have been particularly popular due to their

relatively small size, ease of manufacturing, low cost, and high agility. On the down-

side, their battery capacity and life can severely restrict their flight time. The flight

time may be extended by autonomous battery charging schemes or mechanisms that

facilitate battery replacements [28, 29, 30]. Limited payload capacity is another con-

cern for quad-rotors, especially in transportation applications. Multiple drones can

be used to cooperatively carry the payload to overcome this limitation in some ap-

plications [2]. Outside transportation applications, multi-drone systems can provide

the following advantages:

• Increased Sensing Capabilities: Surveillance, inspection, monitoring, and

mapping operations would benefit from an increase in the number of sensors

and coverage area afforded by having multiple drones [31, 32].

• Robustness and Safety: Single-drone operation is dependent on one agent’s

capabilities, and any failure would usually result in mission termination. Sys-

tems with multiple drones can be potentially more tolerant to faults in indi-

vidual drones [33]. Smaller drones working as part of larger groups can reduce

liability and risks associated with operating larger aerial vehicles.
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• Enhanced Maneuverability: Multiple cooperating UAVs provide more de-

grees of freedom and allow for executing maneuvers that might be difficult to

carry out using only one vehicle [6, 34]. In aerial transportation, this would

allow for more control over payload orientation and can greatly help in coping

with external disturbances on the system.

Multi-rotor drones have been subject of very significant research in the last two

decades. They are agile and can freely move in three-dimensional space, whereas most

ground robots are confined to planar movements. Under-actuation is one of the well-

known limitations of the popular quad-copters and which significantly complicates

their motion planning and control [2, 35, 36]. Numerous methods of localization,

mapping, and trajectory planning have been proposed and deployed in both indoor

and outdoor environments for multi-rotor drones [4, 17, 37].

2.2 Multi-Drone Systems Motion Control

Significant research has focused on developing efficient quad-rotor trajectory con-

trollers [35, 38, 39, 40]. These controllers usually operate on one level higher than

the actual attitude controllers commonly implemented on embedded on-board flight

controllers. Motion control of a quad-rotor is generally complicated by its under-

actuated dynamics. At a higher level, collision avoidance adds to the complexities of

its control. These issues are also inherent in multi-drone systems using quad-rotors.

Motion control for multi-drone systems involves another higher-level hierarchy to plan

the trajectories and devise a strategy for safe and efficient navigation of the whole

group. Motion planning and control strategies for these systems are often proposed
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in hierarchical algorithms that start with a high-level abstract goal and output the

individual control inputs.

A popular approach to the design of efficient and collision-free trajectories in

multi-agent systems is to formulate the problem as a Mixed-Integer Program (MIP).

In this type of problems, optimal trajectories are obtained by minimizing a quadratic

(Mixed-Integer Quadratic Programming - MIQP) or a linear (Mixed-Integer Linear

Programming - MILP) objective where some of the decision variables are integer

numbers. Mellinger, Kushleyev, and Kumar proposed a centralized MIQP approach

for trajectory generation in which collision avoidance was accomplished via having

integer-domain constraints [41]. Their approach accommodates quad-rotors with dif-

ferent sizes within the group and takes into account the differential flatness property of

their dynamics. Their method was tested in simple environments with a small number

of drones and obstacles and the time to find a solution was in the order of hundreds

of seconds. In 2013, they extended their approach to planning three-dimensional

trajectories for up to twenty drones where the computation time was reduced by

distributing the computation among smaller groups [5]. These approaches require

the starting point and the destination to be known. Their optimization problem is

non-convex, and their computational time increases exponentially with the number

of integer variables. Consequently, they are not suited for real-time applications.

Trajectories can be considered as optimized and smooth versions of crude road-

maps connecting two points in the space. This perspective relies on path-planning

methods and iterative trajectory refinement. Multi-Agent Path Finding (MAPF) is

a well-known and challenging problem in the robotics field and solutions have been

proposed to extend the existing methods for multi-agent scenarios [42, 43] without
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optimizing trajectories for vehicle dynamics. This results in piece-wise linear paths

which are not optimal as they will require numerous stop-and-go along the way, or

otherwise, they will not be dynamically feasible. Hönig et al. introduced a novel

approach where by combining discrete planning methods, trajectory optimization,

and iterative improvements, safe and smooth trajectories were obtained [4]. They have

combined sampling-based road-map planning with graph search algorithms to achieve

the paths annotated with possible conflicts. The road-maps will be scheduled and time

steps will be assigned based on a MAPF solver to ensure the paths do not possess any

possible inter-agent collisions. In addition, obstacle avoidance is further guaranteed

by generating convex safe corridors by solving hard-margin support vector machine

(SVM) to generate separating hyper-planes. Safe corridors are shaped around the

discrete path, and trajectory optimization will be formulated such that it enforce the

results to be constrained with a certain convex hull of all the given control points.

Although the resulting trajectories will be smooth, safe, and the method can be

applied with large number of drones in a complex environment, this motion planning

is more suited for offline planning since the computation time is within a number of

seconds. Analogous approaches for obstacle-robot collision avoidance can be found

in [44, 45].

Collision avoidance is a significant problem in multi-robot systems. In such sys-

tems, strategies are needed to ensure that the robots would not collide with each

other or with obstacles in their environment. Artificial potential fields or barrier

functions are based on mathematically simple models that produce reactive repulsive

forces acting on the robots in order to prevent collisions [6, 46, 47]. While their low
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computational cost is highly desirable, they are known to be vulnerable to local min-

ima, and need to be manually tuned to avoid undesirable movements. Alonso-Mora

et al. proposed optimization-based solutions that combine convex optimization with

potential force field for increased safety [8]. They incorporate the concept of velocity

obstacles to determine the velocities that culminate in a collision within a certain

horizon. The states are then constrained in convex cones to avoid collisions in the

optimal reference states. Their algorithm which can handle dynamic obstacles can

be implemented and used in real-time. However, it can not accommodate a human

operator in the loop.

Model Predictive Control (MPC) schemes have gained popularity in the realm of

optimization-based planning methods in the past decade. In these methods, the con-

trol inputs are the solution to an optimization problem solved repeatedly over a rolling

finite time horizon. Only the first (few) step(s) of the optimal control input sequence

is given to the system after solving each optimization problem. Onboard solutions

have been proposed in the literature for embedded trajectory control applications

[48, 49]. MPC as a higher-level off-board controller has also received considerable

attention in the literature [50]. Baca et al. proposed and deployed an MPC-based

trajectory tracking for a group of drones in an outdoor setting [51]. In contrast to

their previous work [48], the proposed MPC is not intended for controlling the aerial

vehicle directly; rather, it modifies a reference trajectory for an underlying non-linear

controller. Only altitude is adjusted to avoid collisions, which is sensible when drones

fly in open fields. Moreover, Luis and Schoellig proposed a point-to-point trajectory

generation framework that is built upon a distributed MPC [52]. They use a double

integrator to model the agents and to predict their future states. An on-demand
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scheme is proposed for avoiding possible detected collisions in the future. The dis-

tribution of the algorithm along with linear estimated soft collision constraints are

key factors for its scalability. However, this method can not guarantee collision-free

trajectories and can result in deadlocks. The same research group extended their

work to an online trajectory generator which was tested on a group of 20 quad-rotors

in real-time [53].

2.3 Formation Control

Nature provides numerous examples of living creatures working cooperatively in for-

mations to achieve common objectives. Likewise, there are many advantages to driv-

ing autonomous robots in a certain spatial pattern. Maintaining a formation within

a group of payload-carrying robots can increase their overall efficiency and reduce

cost of operation through load sharing. Moreover, in reconnaissance and surveillance

missions, formation control can help maximize coverage area and minimize inter-

communication delays [54]. Formation control introduces a set of new challenges in

the control of multi-agent systems.

A group formation can be defined as an array of relative positions with respect

to a selected leader in the group. The idea is usually referred to as leader-follower

formation control, where while the leader is given a reference trajectory, the other

units are supposed to determine their location based on pre-defined spatial offsets from

the leader. Multiple variations of this concept have been proposed in the literature

[55, 56, 57]. While leader-follower methods are relatively simple to implement, they

have no explicit feedback on the formation and lack robustness due to dependency

on the leader. In applications such as search and rescue the formation may have to
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split into multiple clusters each with their own leader. Hu et al. proposed a method

[58] that separates the clusters based on task priorities using a game-theory-based

approach.

Formations are defined as virtual rigid bodies in Virtual Structure-based ap-

proaches. The kinematic model of the virtual structure can be used to derive the

robots desired motion from the reference trajectory of the virtual rigid body. Every

agent then can be controlled with their custom reference trajectory using conventional

trajectory tracking controllers [59, 60]. These methods lack bilateral feedback and

require a central processing unit to carry out the computations. Behavioral methods

build on artificial potential fields to compute repulsive or attractive forces that would

drive each robot toward the ideal location in the formation. They are well suited

for real-time applications due to their simple computations. Additionally, their com-

putations can be distributed among the agents, eliminating the need for a central

computing unit. However, they result in complex and difficult mathematical analysis

or can yield undesirable outcomes if competing forces are averaged. Examples of be-

havioural implementation of formation control can be found in [61, 62]. The last two

approaches can be combined to provide reactive collision avoidance and formation

control as in [63] with pre-defined shape transitions and a formation library to allow

for switching between different arrangements.

While moving in a pre-defined rigid formation can be ideal in some applications,

many cooperative tasks require the group formation to be flexible and possibly de-

form whenever necessary. For instance, navigating through a narrow passage may

not be possible unless the agents arrange in a linear formation. It is also important
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to maintain communication among the agents and minimize any delay in the com-

munication. Continuum deformation schemes can be applied to achieve such goals

where each agent is described as a point inside a body able to deform under homo-

geneous transformations [64]. Rastgoftar and Atkins used this approach in a system

of payload-carrying robots while passing through a narrow passage [11]. They used

kinematic relation to define the motion equations with respect to three leaders and the

payload and used linear convex approximation for obstacle-free spaces. Inter-agent

collisions were avoided by imposing constraints on the homogeneous transformation,

which was defined based on the leaders’ position. The concept has been evaluated

both in simulation [11], and real-time experiment [64]; however, the possibility of

obstacles passing through the middle of formation is not discussed in this approach.

Optimization-based methods for formation transition and planning have been pro-

posed in the past. Alonso-Mora, Baker, and Rus presented a method to obtain for-

mation with a centralized sequential convex programming [65]. In order to prevent

collisions with obstacles, the convex-shaped formation is constrained to a collision-free

convex area generated in the direction of movement; the formation shape is optimized

with respect to its outer vertices while the locations of the internal robot are not con-

sidered. Further down their hierarchical algorithm, inter-agent collision avoidance

is considered via a lower-level trajectory planner. This work was further extended

to a distributed formation control scheme in [66]. In both papers, the method was

designed to allow for multiple template formations and dynamic obstacles in the en-

vironment. Nevertheless, the interaction of humans was only at its highest level, and

the formations were restricted to have a convex shape.
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2.4 Human-in-the-Loop Methods

In addition to fully autonomous multi-agent systems, semi-autonomous systems have

also been studied in the past. In the so-called Human-in-the-Loop systems, a hu-

man operator drives the whole system while tasks such as collision avoidance could

be performed autonomously. The operator can also facilitate high-level and cogni-

tive decision-making processes that are critical in dealing with unforeseen situations

in applications such as search and rescue. One of the main challenges of single-

operator/multi-robot human-in-the-loop systems is how to interpret a single opera-

tor’s commands for coordinating movement of multiple agents.

A rich set of solutions are available in the literature about how to interpret human

actions for a swarm of robots. Mastellone et al. demonstrated a case for ground robots

moving in formation where an operator commands the leader velocity [67]. Authors

in [68] designed an architecture that includes an interface for the human expert at

the highest level. Nagi and others reported a vision-based mechanism to interact

with a swarm of UAVs through human gestures [69]. Tracking fingertips to perform

a cooperative aerial manipulation is investigated in [70]. Applying an end-to-end

abstraction of human touch to rectangular bounding boxes for desired positions of

the robots was proposed in [71] as one possible solution. Researchers in [72] applied

an interface where human would draw a rough estimation of formation shape and the

flock will be brought to balance and stability complying with geodesic constraints.

Other architectures have been investigated with continuous human involvement

where strategies are presented to assist the operator in safe navigation of robots.

Application of direct human force input on the payload carried by a flock of UAVs has

been studied in [11] where the rigid-body dynamics is used to transmit the command
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to leaders in the group. Franchi et al. proposed a bilateral teleoperation framework

in which the operator would be guiding the leader of the group via a velocity-based

damper model focusing on the energetic passivity of the system [73]. Inter-robot and

obstacle-robot interactions have been considered by designing proper potential fields,

and the possibility of splitting or merging has also been considered. In another idea

under the haptic teleoperation domain, Lee et al. devised a multi-layer architecture

where the user command is applied to equations of motions for a set of evolving

virtual points (VPs) [74]. Robots’ interactions with each other or the environment

are modeled with artificial potentials, which affects each VP’s dynamics and finally, a

trajectory controller will take care of following the trajectory evaluated by integrating

the VP dynamics. In contrast, Zhou, Wang, and Schwager proposed an idea where

the human input is interpreted as the orientation and the velocity of a flying virtual

structure, and the user will be assisted with artificial potential forces to account for

other motion constraints [63].

2.5 Summary

In this chapter, first an overview of applications of aerial robotics research was briefly

presented. Next, the importance of multi-drone systems was highlighted, followed

by a review of existing challenges and solutions for their motion control problem.

Continuing on multi-agent control challenges, some of the existing approaches for

formation control were reviewed. Finally, the state-of-the-art on the human-multi-

robot system was surveyed.

Human-in-the-loop approach for swarms of aerial vehicles is still in its early stages,

and existing works in literature are based on reactive methods and potential fields,
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which are simple to implement and can be used in stability control theorems. How-

ever, they can be prone to local minima, not analytically tractable, and may result in

unwanted behaviors. Application of convex optimization for human-in-the-loop con-

trol of multi-agent systems has not been investigated in the past. Optimization-based

methods are usually more computationally expensive than reactive methods. Hence,

the existing literature is mostly developed around offline computations. A few exist-

ing online model-based optimization schemes have not considered agents moving in

formation or continuously receiving guidance from an operator’s command. Finally,

the current optimization-based approaches do not consider the possibility of allowing

the formation surrounding the obstacles, i.e., non-convex formation shapes.
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Chapter 3

Algorithm Overview, Assumptions,

and Modeling

This chapter presents a high-level and general architecture of the proposed frame-

work for human-in-the-loop control of a flock of drones. Solving real-world problems

requires mathematical models justified by reasonable assumptions. The modeling as-

sumptions are stated and the scope of the thesis is defined. Mathematical models of

the environment, the robots, and the flock’s formation are outlined.

3.1 Algorithm Overview

A general block diagram of the proposed control algorithm is presented in Figure 3.1.

The human operator provides input to the system using a human-to-machine inter-

face. The user input is interpreted as a reference velocity for the entire group. The

agents are controlled by individual trajectory tracking controllers that move them

along a given reference trajectory. The middle components of the algorithm work
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cooperatively to provide well-defined trajectories that comply with the objectives

mentioned in the problem statement (See Section 1.2).

The reference velocity is used as a guideline to find a section of the environment

where the whole flock of drones can pass safely without colliding with obstacles. It

also defines the desired speed and direction of movement for the flock. Obstacle-free

regions of the environment are assigned to each agent based on the projection of

reference formation. An optimization problem is formulated and solved to determine

the best shape for the formation that can be fitted in the obstacle-free regions. This

along with information on surrounding obstacles is used to generate convex linear

collision avoidance constraints.

Figure 3.1: Proposed framework and its components

In the last step, a Model Predictive Controller (MPC) is formulated and solved

as a convex quadratic optimization. The optimizer solves the problem based on the

constraints obtained from the previous step, and the reference velocity for the whole

multi-agent system’s navigation. The human’s input is regulated before passing it to

20



M.A.Sc. Thesis – A. Grivani McMaster – Electrical & Computer Engineering

the optimization solver using a Proportional-Integral (PI) controller. This controller

compensates for the deviation between flocks velocity and the reference velocity com-

mand.

3.2 Assumptions

The following is assumed throughout the rest of this thesis:

• The environment and its map are known and given. Any process involving the

environmental perception is out of the scope of this work.

• The obstacles in the environment are static and not moving.

• The agents positions in global frame are known. In the indoor laboratory setting

of this thesis, the drone positions are measured in real time using a motion

capture system. Localization in outdoor environments can be achieved using

the global positioning systems (GPS) such as Real-Time Kinematic (RTK) [75]

technology.

• The control algorithm in Section 3.1 is implemented on a central computer

without peer-to-peer communication among the drones.

3.3 System Model

This section presents some of the key mathematical models and definitions that will

be used in the rest of the thesis.
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3.3.1 Problem Statement

Having N ∈ N number of agents {Di|i ∈ I = {1, 2, 3, .., N}}, and No ∈ N static

convex-polygon-shaped obstacles {Oj|j ∈ J = {1, 2, ..., No}}, the goal is to find

optimal real-time trajectories for the agents with four main characteristics:

1. The collective motion of the agents follows the operator’s reference velocity

command vh ∈ Rd where d ∈ {2, 3} is the dimensions of the workspace.

2. Agents avoid collisions with each other and obstacles in the task environment.

3. The agents move within pre-defined desired formation.

4. The trajectory planning and control adhere to physical constraints of the sys-

tem.

3.3.2 Agents

Collision Avoidance Model

Each agent, a drone in this thesis, is modeled as a sphere and its position qi ∈ Rd is

defined as the center of the sphere. The space occupied by the ith drone (i ∈ I) is

denoted by Di which is dependent on sphere’s radius ri ∈ R+ and drones position qi:

Di(qi, ri) = {p + qi : ||p||2 ≤ ri, p ∈ Rd, d ∈ {2, 3}} (3.3.1)

This model has been widely-accepted and well-adapted across the UAV literature

[17, 52, 76]. More advanced models can be developed to consider aerodynamic effects

such as downwash force [4]. These forces can be reflected in the geometrical shape by

using a larger z-axis in the ellipsoid model.
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Agent Dynamics

Each agent is considered to have the mass mi ∈ R+ concentrated at the center of Di.

A double integrator dynamics model is used to compute the evaluation of its states

over time (analogous to [52]). Having the vectors defined as in Table 3.1,

Parameter Notation d = 2 d = 3

Position qi [qxi
qyi ]

T [qxi
qyi qzi ]

T

Velocity q̇i [q̇xi
q̇yi ]

T [q̇xi
q̇yi q̇zi ]

T

Control Input ui [uxi
uyi ]

T [uxi
uyi uzi ]

T

Table 3.1: Position, Velocity, and Control Input Definitions

the dynamical model can be written as:

qi[k + 1] = qi[k] + ∆T q̇i[k] +
∆T 2

2mi

ui[k] (3.3.2)

q̇i[k + 1] = q̇i[k] +
∆T

mi

ui[k] (3.3.3)

where ∆T ∈ R+ is the discretization step and k shows the time step.

This model is simple and advantageous for use in computationally intensive ap-

proaches such as model predictive control problems. Although not originally in this

form, the dynamics of a quad-rotor can be effectively rendered into those of a double

integrator through low-level controllers.

3.3.3 Environment Model

As stated in Section 3.2, the task environment is assumed to be known. In fact, at

each time step, the information for a window of W [k] : lW [k] ≤ x ≤ uW [k] with
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respect to the world frame is known, where x ∈ Rd and lW ,uW ∈ Rd are the window

boundaries. The obstacles {Oj} are assumed to be static and be represented as convex

polyhedra, i.e.,

Oj = {x ∈ Rd : Aojx ≤ boj , Aoj ∈ Rmj×d, boj ∈ Rmj} (3.3.4)

Note that obstacles of other shapes can be enclosed inside polyhedrons. For colli-

sion avoidance purposes, a dilated version of obstacles {Ōj} will be used. The dilation

is done by half of the volume of the largest robot as follows:

Ōj = {x ∈ Rd : if x /∈ Ōj =⇒ Di(x, rmax) ∩ Oj = ∅} (3.3.5)

where rmax = max{r1, r2, .., rN}. Consequently, the obstacle-free Wf [k] area can be

defined by subtracting the dilated obstacles from the surrounding environment as

follows:

Wf [k] =W [k]\{Ōj} (3.3.6)

3.3.4 Formation Definition

A formation is defined by a set of vectors S = (s1, s2, ..., sN) which denote the position

of each agent with respect to the leader’s position. If the team’s leader is located at

q1 ∈ Rd, the position of each members would be given by:

qi = q1 + si (3.3.7)
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Ideally, s1 = 0 which is the relative position of the leader with respect to it-

self; however, the leader’s position may need adjustment due to collision avoidance

constraints as it will be illustrated in Section 4.2. A reference formation Sr =

(0, sr2, ..., s
r
N) is defined as a priori to the problem. Furthermore, multiple forma-

tions can be defined as a prioritized list Ls = {Sr
1 , ...,Sr

k} where the prospective

formation can be searched based on the highest priority to the lowest. Additionally,

the prospective formation is obtained through a convex optimization approach that

will be presented in the next chapter.
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Chapter 4

Exploring Prospective Formations

4.1 Obstacle-Free Regions Assignment

Given a reference velocity from the operator vh, the reference future positions of

the agents can be projected in the direction of vh. However, these target positions

{q̂t
i} where q̂t

i ∈ Rd may not be always located in an obstacle-free space. A region

Fi is assigned to any point q̂t
i selected from W [k] that would satisfy the following

properties:

1. The region is free of obstacles and Fi ⊂ Wf .

2. It is a convex subset of Rd. In other words, for any two distinct points x1,x2 ∈

Rd inside Fi, all points on the line segment connecting the two y = τx1 + (1−

τ)x2 would also lie inside the region (y ∈ Fi) where 0 ≤ τ ≤ 1.

3. The region is a polyhedron represented by a set of linear inequalities, i.e.,

Fi = {x ∈ Rd : Asx ≤ bs, As ∈ Rns×d,bs ∈ Rns} (4.1.1)
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where ns ∈ N is the number of hyperplanes defining the outer edges of the

polyhedral spatial set.

The first property is necessary to avoid collisions with obstacles; however, it is

not sufficient. To obtain an optimal formation using convex optimization techniques,

the regions must be convex so they can be used as constraints in the optimization

problem formulation.

The third property aims for polyhedral-shaped regions that are aligned with the

environment representation (see Equation 3.3.4). Each side of a polyhedral obstacle

is a part of a hyper-plane in the space where the obstacle would be located on one side

of it. These hyper-planes help define an obstacle-free space assigned to a given point

in the workspace. Algorithm 1 outlines the steps involved in assigning the regions.

For every given point q̂t
i, a convex region Fi is initialized by the boundaries of

the current workspace Aw. The point is projected on all the hyper-planes defining

the sides of an obstacle O. Not all the projections would lead to a point on the

O; hence, only the hyper-planes with such property are returned as the output of

GetSidesWithProjection function in Line 6. If such hyper-planes were found, the

one with the shortest distance to the point would be appended to Fi. Function

GetClosestHyperPlane returns the hyper-plane with the shortest distance to the point.

In addition, Line 9 highlights the fact that the hyper-plane must point towards the

right half-space that does not include the obstacle.

There could be cases where the simple projection of q̂t
i may not lead to a point

on O. In such scenarios, all half-spaces described by the sides of the obstacles but

pointing outward G would be considered as candidates to be appended to Fi (Line

11). Finally, among the members of G, which includes qt
i, the hyper-plane with the
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Algorithm 1: Assigning Obstacle-free Regions

Data: Target Positions {qt
i}, Obstacles {Ōj}, Workspace Boundary Aw

Result: Convex Regions: {Fi}
1 for i ∈ I do
2 q← qt

i;
3 Fi ← Aw;
4 for O ∈ {Ōj} do
5 Ao ← GetConvexRepresentation(O) ;
6 {(an, bn)} ← GetSidesWithProjection(q, Ao);
7 if |{(an, bn)}| > 0 then
8 (a, b) ← GetClosestHyperPlane(q,{(an, nn)});
9 (a, b) ← (−a,−b) ;

10 else
11 G = {(an, bn)} ← ReverseAllHyperPlanes(Ao);
12 for (an, bn) ∈ G do
13 if aT

nq > bn then
14 G← RemoveFromSet(G, an, bn));
15 end

16 end
17 (a, b) ← GetFurthestHyperPlane(G, q);

18 end
19 Fi ← Concatenate(Fi, a, b);

20 end

21 end

furthest distance (Line 17) is selected to be appended to Fi.

Algorithm 1 iterates through all the agents and repeats the above-stated procedure

for all the obstacles in W [k]. This approach is deterministic, and would work regard-

less of whether the given point is inside an obstacle or not. For more illustration,

Figure 4.1 demonstrates an example where one pentagonal obstacle is considered in

a 2-dimensional workspace. Matching colors between the scatter points and the sides

of the obstacle are used to show which side (half-space) of the obstacle is assigned

to the point. Furthermore, Figure 4.2 depicts an instance where two obstacles are
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present in the workspace, and the green shaded area is the result of concatenating

two half-spaces {x ∈ R2|aT
1 x ≤ b1} and {x ∈ R2|aT

2 x ≤ b2}, on top of the workspace

boundary Aw.

−6 −4 −2 0 2 4 6
X

−6

−4

−2

0

2

4

6

Y

Figure 4.1: Example output of Algorithm 1. Solid lines show the boundary of the
obstacle, and the color of the scatter dots indicates which side (hyper-plane) of the

pentagonal obstacle it has been assigned to.
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O1

O2

Aw = {x ∈ R2|Awx ≤ bw}

q̂t
i

aT
1 x ≤ b1 aT

2 x ≤ b2

Fi

Figure 4.2: Green area (Fi) is the concatenation of all half-spaces with Aw as a
result of Algorithm 1 for pointq̂t

i in between two obstacles (O1 and O2).

4.2 Optimal Formation

Obstacle-free regions {Fi} defined as a linear inequality can be used to formulate a

convex optimization problem to achieve optimal formation in the next step. Main-

taining a reference formation becomes critical in applications where robots sensing

or communication capabilities are limited. There may be other application-related

reasons that necessitate the agents following a certain formation. In adhering to a

reference formation, the agents optimal formation must generally satisfy the following
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criteria:

• The distance and the angle between the agents have a minimum deviation from

the reference shape.

• All the agents must be located in obstacle-free spaces.

• All agents must maintain a safe distance from each other.

The deviation between the optimal formation S and the reference formation Sr

can be denoted as ∆s(Sr,S) = (δs1, δs2, δs3, ..., δsN) where

δsi = sri − si, i ∈ I, sr1 = 0 (4.2.1)

The optimal formation is the solution to the following optimization problem:

minimize
δsi

∑
i∈I

δsTi δsi (4.2.2)

subject to qt
i = q̂t

1 + sri + δsi (4.2.3)

qt
i ∈ Wf (4.2.4)

||qt
i − qt

j|| ≥ ri + rj, i ̸= j ∈ I (4.2.5)

Constraint (4.2.4) defines the obstacle-free condition and (4.2.5) represents the

minimum distance requirements to avoid inter-agent collisions. Unfortunately, the

optimization problem defined through equations (4.2.2) to (4.2.5) is generally non-

convex making it unsuitable for real-time applications. A linear relaxation is intro-

duced to overcome this issue.

It should be noted that the leader’s initial position q̂t
1 is not necessarily in Wf
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but the obstacle avoidance constraints would ensure that the eventual solution is in

the obstacle-free space.

The safe regions {Fi} constructed using Algorithm 1 are used to estimate the

obstacle-free workspace Wf in (4.2.4). The minimum distance constraint stated in

(4.2.5) is a mutual relation that must be satisfied between the positions of any pair

of agents in the flock. Having s1 defined as the leader’s position in the formation, the

distance between any two agents i ̸= j ∈ I can be preserved by the following linear

inequality:

eTij(qi − qj) ≥ dij (4.2.6)

where eij is the unit vector defined between the relative position of si and sj as follows:

eij =
sri − srj
||sri − srj ||

(4.2.7)

and dij ∈ R+ is the minimum safe distance between the two agents which must satisfy

dij ≥ ri + rj.

Using (4.1.1), (4.2.6), and (4.2.7), the optimization problem (4.2.2) can be re-

written as:

minimize
δsi

∑
i∈I

δsTi δsi (4.2.8)

subject to eTij
(
(sri + δsi)− (srj + δsj)

)
≥ dij (4.2.9)

qt
i = q̂t

1 + sri + δsi (4.2.10)

Asiq
t
i ≤ bsi (4.2.11)

The constraint in (4.2.9) would keep the agents at safe distances from each other

32



M.A.Sc. Thesis – A. Grivani McMaster – Electrical & Computer Engineering

but it would impose strict boundaries on the domain of the problem. This could lead

to infeasible scenarios. In order to tackle this issue, we would be using a number of

reference formations as mentioned in Section 3.3.4. The convex optimization problem

(4.2.8) is solved for all these reference formations in Ls at the same time by taking

advantage of parallel computing. This approach would enable us to choose the next

available optimal solution based on a predefined priority in case the previous refer-

ence formation is infeasible. For instance, in the case of a flock with three agents,

with three reference formations defined as shown in Figure 4.3, the optimization for-

mulated in (4.2.8) can be solved in parallel with respect to each reference. They are

prioritized such that Sr
1 has the highest rank and Sr

3 has the lowest. Considering this

arrangement, Figure 4.4 depicts the result for three different scenarios. For instance,

in the middle scenario, the optimal formation can be obtained both based on Sr
2 and

Sr
3 , but Sr

2 is considered since it has a higher priority.
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Figure 4.3: Three reference formations where Sr
1 has the highest priority and Sr

3 has
the lowest priority.
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Figure 4.4: The three reference formations in Figure 4.3 can be used to find optimal
formation in different scenarios.
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Chapter 5

Collision Avoidance

5.1 Path Finding

The formation is defined with respect to the leader’s expected position q̂t
1 and is

optimized by solving the optimization problem in (4.2.8). At the beginning of each

iteration, q̂t
1 is determined based on the operator’s velocity command. The expected

position is obtained using:

q̂t
1 = q1 + Thvh (5.1.1)

where Th ∈ R+ is the time horizon used to predict and optimize the trajectories.

This relies upon the fact that the operator would want to move the agents in the

particular direction of vh for the purpose of achieving the task objectives. It is

reasonable to assume that the operator would guide the flock in a direction that is

more or less obstacle free or feasible to move through. Moreover, equation (5.1.1) is

used in optimization (4.2.8) and leader’s target position qt
1 is re-calculated through
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(4.2.9).

After determining the optimal formation through (4.2.8 - 4.2.11), the target po-

sitions of each individual agent would be uniquely determined using (4.2.10). All

members of {qt
i} would be in an obstacle-free region and the goal is to find a trajec-

tory from current position qi to the expected position qt
i. However, since the direct

path between qi and qt
i, denoted by Pi, is not guaranteed to be collision-free, colli-

sion avoidance constraints cannot be directly derived based on these points. A path

projection method is required to account for possible obstacles in the area.

Algorithm 2 is introduced to obtain an obstacle-free path based on the geometrical

properties of obstacles in the environment. Initially, the direct line between qi and

qt
i is considered as a candidate, and if it does not intersect with any of the obstacles,

it would be selected as Pi.

If that is not the case, the boundaries of each obstacle bd(Ō) would be used to

adjust the path. Algorithm 2 finds the path in a plane aT
p x = bp passing through p1

and pn. The intersection of this plane and the colliding obstacle, would be a convex

polygon C which can be represented by its vertices Co = (c1, ..., coc). Algorithm 2

links p1 and pn by a feasible path based on a subset of Co. For any two points on

a polygon, there exist two paths consisting of its vertices (line 12). After connecting

the start and the destination points to these two paths, a refinement process is carried

out on the given paths to make them shorter and remove the unnecessary vertices

(line 15). For three-dimensional scenarios d = 3, this procedure is repeated across a

discrete set of planes {(ap, bp)} which all contain p1 and p2. Ultimately, the shortest

path is selected among all the paths in different intersecting planes.

As Algorithm 2 receives dilated versions of the obstacles, there would be a safe
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Algorithm 2: Obstacle Boundary Guided Path Finding

Data: Start: qi, Goal: qt
i, Obstacles: {Ōj}

Result: Feasible path Pi = (qi,p2, ...,pn−1,q
t
i)

1 L(qi,q
t
i)← LineBetween2Points(qi,q

t
i);

2 if IsCollisionFree(L(qi,q
t
i)) then

3 Pi ← L(qi,q
t
i)

4 else
5 {Ōcj} ← FindCollidingObstacles(L(qi,q

t
i), {Ōj});

6 {(ap, bp)} ←FindPlanesPassingThrough(qi,q
t
i);

7 for (ak, bk) ∈ {(ap, bp)} do
8 Co ← Intersection((ak, bk), bd({Ōcj}));
9 cs ← ClosestVertex(Co, qi);

10 ce ← ClosestVertex(Co, qt
i);

11 P<1>,P<2> ← TwoPossiblePaths(Co, cs, ce) ;
12 P<1>,P<2> ← RefinePaths(P<1>,P<2>) ;
13 P<1> ←AddVertices(P<1>, qi, q

t
i);

14 P<2> ←AddVertices(P<2>, qi, q
t
i);

15 P<1>,P<2> ← RefinePaths(P<1>,P<2>) ;
16 Pik ← PickShortestPath(P<1>,P<2>);

17 end
18 Pi ← PickShortestPath({Pik});
19 end

distance between the computed path Pi and the original obstacles. Figure 5.1 demon-

strates three examples of pathfinding in R3. The direct line between q1 and qt
1 is

already inside Wf . However, the paths between (q2,q
t
2) and (q3,q

t
3) are more com-

plex due to the presence of obstacles which create a non-convex collision-free space

between the start and end points.

The geometric paths obtained at this stage do not guarantee collision-free solutions

since inter-agent collision was not considered during their computation. Moreover,

they may not be dynamically feasible and can only be used as an starting point

for what the future trajectory should be. The following section introduces suitable

collision avoidance constraints to ensure the resulting agent trajectories comply with

37



M.A.Sc. Thesis – A. Grivani McMaster – Electrical & Computer Engineering

q2

qt
2

qt
1

q1

qt
3

q3

O1

O2

Figure 5.1: Three sample outputs of Algorithm 2 in three-dimensional space.

the goals outlined in the problem statement. Each path indicates the direction in

which the agent should move to reach its temporarily-set goal qt
i from its current

position qi. This helps us consider only a smaller convex section of the generally

non-convex Wf and enables us to optimize the trajectories using common practices

of convex optimization.
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5.2 Collision Avoidance Constraints

In this section, a method is presented to create convex constraints for collision avoid-

ance around the results of the previous section. The general procedure is outlined in

Algorithm 3. This algorithm is inspired by the solutions provided in [16] and [17], in

which a convex polyhedral region Ai are generated along each path separately. Suit-

able inter-agent collision avoidance constraints would be generated for any two Ai

and Aj that have a non-empty intersection. Finally, the path is refined to determine

the next way-points position.

The paths generated by Algorithm 2 generally consist of multiple sections. This

would require solving a time allocation problem for each section which is not ideal for

real-time applications. Moreover, depending on the target position qt
i, Algorithm 2

may result in paths with non-reachable lengths within the time horizon. Consequently,

each path P = (p1,p2, ...,pNp) is truncated to its first segment as the next segments

are considered in the future iterations. Additionally, the first segment is pruned to

have a maximum length of lmaxi
∈ R+. This value accounts for the time horizon of

the problem and the commanded velocity by the operator. Equation (5.2.1) shows

how this value is computed.

lmaxi
=

Th||vh||2
|uT

i vh|
(5.2.1)

where ui is the unit vector in the direction of the first segment of the path (i.e.

p2 − p1). This line segment is annotated by Ps
i = (ps

1,p
s
2) as in Line 3 in Algorithm

3.
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Algorithm 3: Collision Avoidance Constraints and Next Way-points Eval-
uation
Data: {Pi}, {Ōj}, {Di}
Result: Convex Regions: {Ai}, Linear Constraints: M, Next

way-points:{qni
}

1 Ai ← ∅, Oc
i ← {Ōj}, qni

← ps
i2

for all i ∈ I;
2 for i ∈ I do
3 Ps

i ← LineSegment(Pi, lmax);
4 (Abox,bbox)i ← CreateBoundingBox(Ps

i );
5 (C,d)← EllispoidAroundLine(Ps

i );
6 Ai ← Ai ∩ (Abox,bbox)i;
7 for ≀ ∈ {Ōj} do
8 if ≀ ∩ Ai = ∅ then
9 Oc

i ← Oc
i \ ≀

10 end

11 end
12 Ai ←AddSeparatingHyperPlanes(C,d,Oc

i );

13 end
14 {Āi} ← GetInflatedRegions({Ai}, {Di});
15 Gcoll ← CheckIntersections({Āi});
16 ({Ai},M)← InterAgentConstraints({Ai}, Gcoll, {Di}) ;
17 {qni

} ← EvaluateNextWayPoints({Ai}, {Ps
i });

5.2.1 Creating the Bounding Box

To reduce the search area and thus decrease the computation time, a bounding box is

initialized around each segment Ps
i . The idea is similar to [17] and helps concentate

the convex region around the reference path and exclude the non-colliding and irrele-

vant obstacles (Line 4 in Algorithm 3). The box is represented by a tuple (Abox,bbox)i

which is basically a rectangular cube around Ps
i :

(Abox,bbox)i ≡ {x ∈ Rd|Aboxi
x ≤ bboxi

} (5.2.2)

In case of d = 3, Abox = [a1| ... |a6]
T and bbox = [b1 ... b6]

T . To compute
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each hyper-plane ak ∈ R3, k ∈ {1, 2, ..., 6}, a local Cartesian coordinate (u,w, v) is

assigned where ui is aligned with Ps
i . The resulting rectangular polyhedron has side

lengths lu, lw and lv. In this thesis, lu = ||Ps
i ||2 + ϵ, and lw = lv ≥ q̇2max

umax
[17]. ||Ps||2

denotes the Euclidean length of the line segment Ps, and ||Ps||2 ≫ ϵ ∈ R+ is used

to avoid numerical errors. Moreover, q̇max and umax refer to the maximum allowable

value of velocity and acceleration, respectively. For d = 2, the bounding boxes can

be computed by considering the same method over only two axes, which results in

Abox = [a1|a2|a3|a4]
T with ak ∈ R2, k ∈ {1, 2, 3, 4} and bbox = [b1 b2 b3 b4]

T .

5.2.2 Separating Hyper-Planes

The bounding box designed in the previous section may not be collision-free. A

method similar to IRIS [16] is employed to compute separating hyper-planes from the

obstacles. This approach requires an initial ellipsoid to find tangent planes onto the

obstacles. An ellipsoid can be generally defined as:

E = {x ∈ Rd|(x− d)TP−1(x− d) ≤ 1} (5.2.3)

where d ∈ Rd is the center of the ellipsoid and P ≻ 0 is a symmetric positive-definite

matrix. A second way to define E is by projecting the unit ball:

E = {Cx + d|x ∈ Rd, ||x||2 ≤ 1,C = P
1
2} (5.2.4)

The approach in [16] involves an iterating approach to maximize the volume of

the ellipsoid inscribed in the polyhedron followed by a quadratic optimization to find

the separating hyper-planes. The IRIS algorithm does not generate convex regions
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in a certain predefined direction, produces a large overlap between multiple regions

in close proximity, and can be too slow for real-time computations because of its

iterative nature. However, in this thesis, computation efficiency and the ability to

generate convex regions in a specific direction (namely, Ps
i ) are important features.

Therefore, the iterative procedure is skipped here and instead, a stretched ellipsoid is

fitted in the direction of Ps
i . Using this ellipsoid, the separating hyper-planes tend to

be parallel with the given line segment. Hence, the designed ellipsoid must cover Ps
i

along its longest axis. As a result, the center of the ellipsoid is placed in the middle

of the corresponding line segment, i.e., d = 1
2
(ps

1 + ps
2). The length of E ’s axes are

proportional to eigenvalues of P. In general, P can be decomposed as P = RTSR

where S is diagonal and R is a rotation matrix.

Without loss of generality, for d = 3, it is assumed S = diag(λ1, λ2, λ3) where

λ1 ≥ λ2 ≥ λ3 are real positive numbers. The length of each axis is 2
√
λk for k ∈

{1, 2, 3}. Therefore, λ1 =
(

||Ps
i ||
2

)2

is required to stretch the ellipsoid along the line

Ps
i . Moreover, the rotation matrix must satisfy the following condition:

ui = R[1 0 0]T (5.2.5)

where ui is the unit vector in the direction of Ps
i . To shape the ellipsoid in the desired

way, the second and third axes must be relatively small, i.e., λ1 ≫ λ2 ≥ λ3. Similar

approach can be used to compute the ellipsoid when d = 2 with less complexity. Lines

5 and 12 in Algorithm 3 define the ellipsoid and construct the separating hyper-planes.

Figure 5.2 shows an example of a bounding box (dashed line) around a line segment

(in green). After considering the colliding obstacle, a separating plane tangent to the

obstacle is calculated based on the stretched ellipsoid (in blue).
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Figure 5.2: A simple 2-D demonstration of lines 4-12 in Algorithm 3. There are two
obstacles and with their dilated boundary also depicted. The left image shows the
initial bounding box and the stretched ellipsoid around the green line (Ps

i ). The
right image depicts the detected colliding obstacle (red), and the separating plane

that modifies the bounding box.

5.2.3 Inter-Agent Collision Avoidance

The polyhedra generated based on the method in Sections 5.2.1 and 5.2.2 are in

obstacle-free space; nevertheless, inter-agent collisions are still possible. First, the

possibility of collision (intersection) between any two convex regions Ai and Ak where

i ̸= k ∈ I is investigated. Next, suitable constraints for collision avoidance associated

with each pair of agents are introduced.

Collision between a set of polyhedral regions {Ai} can be annotated by a undi-

rected graph Gcoll = (Vr, Ecoll) where each Ai is assigned to vi ∈ Vr and each edge

(vi, vk) ∈ Ecoll represents the collision between Ai and Aj. Considering Āi to be an

inflated version of Ai by the radius of Di similar to (3.3.5), if Āi ∩ Āk ̸= ∅, then a

collision is detected (Line 14). Line 15 in Algorithm 3 computes Gcoll based on the

following:

(vi, vk) ∈ Ecoll ⇐⇒ Āi ∩ Āk ̸= ∅ (5.2.6)
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For any (vi, vk) ∈ Ecoll, where ||P s
i ||2 ≤ ||P s

k ||2, six different relaxations of the

minimum distance constraint can be considered.

• Priority 1:

uT
i (qi − qk) ≥ dik ∨ uT

i (qi − qk) ≤ −dik (5.2.7)

• Priority 2:

uT
k (qi − qk) ≥ dik ∨ uT

k (qi − qk) ≤ −dik (5.2.8)

• Priority 3: Considering aT
spx = bsp as the bisector hyper-plane between qi and

qk, two parallel hyper-planes forming a slab with thickness dik and its center-

plane on the bisector can be added to Ai and Ak, separately. This usually

is a more conservative constraint than equation (5.2.7) or (5.2.8), however, it

guarantees the minimum distance of dik between two polytopes Ai and Ak.

Depending on the current positions of the agents, only one of the constraints is ap-

plicable. Thus, based on feasibility and priority, one of the constraints is chosen to

help avoid inter-agent collision. It should be noted that the agents are assumed not

to be in collision at the beginning of the procedure (t = 0) and ||qi − qk|| ≥ dik.

The inter-agent constraints are divided into two categories. One is the splitting

planes which result in the updated version of {Ai}. The other is a set of linear

inequalities where each, for two agents i ̸= k ∈ I at time step κ can be represented

as follows: amt

amr


T qt[κ]

qr[κ]

 ≤ bmtr (5.2.9)

where ami
, amk

∈ Rd and bmik
∈ R obtained from either (5.2.7) or (5.2.8). Each of

these equations will be stored inM as a tuple m = (i, k, κ, ami
, amk

, bmik
) as per Line
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16 in Algorithm 3.

5.2.4 Next Way-Points

The finalized convex regions calculated by adding necessary collision constraints (line

16) may result in infeasible way-points. In other words, for initially-set next way-

points, qni
= ps

i2
, qni

∈ Ai may not be true anymore due to the possibility of adding

bisector hyper-planes. By trimming the extra part of line Ps
i , the closest point on it to

ps
i2

which also satisfies qni
∈ Ai would be used as the next way-point. Mathematically,

minimize
x∈Rd

||x− ps
i2
||

subject to x ∈ Ai

x = αps
i1

+ (1− α)ps
i1

0 ≤ α ≤ 1

would provide the next way-point qni
. However, this can be computed geometrically

by obtaining the intersection between polyhedron hyper-planes of Ai and Ps
i . This is

computationally efficient and can be solved in linear time. Line 17 in Algorithm 3 is

the final step for computing the next way-points.
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Chapter 6

Model-based Optimization

As stated in Section 1.2, the goal is to generate collision-free trajectories for each

agent. This can be expressed as an optimization problem. In this thesis, the problem

is formulated as a Model Predictive Controller (MPC) with a Receding Horizon. In

this approach at each time-step, a sequence of control inputs is obtained by solving

an optimization problem over a receding control horizon Th. The constraints of the

optimization problem include the vehicles’ dynamics, actuation limits, and collision-

related constraints due to obstacles and/or other agents in the task environment.

The computations are carried out centrally assuming all agents communicate their

data with a central computation unit. In the following sections, the optimization

formulation for a 3-dimensional case (d = 3) will be presented. The 2-dimensional

case can be derived similarly by disregarding the third dimension.
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6.1 Dynamic Model-Related Constraints

Equations (3.3.2) and (3.3.3) yield the following discrete-time state-space equations

for each agent:

x̂[k + 1] = Adx̂[k] + Bdu[k] (6.1.1)

where the state vector is x̂ = [qx q̇x qy q̇y qz q̇z]
T and k is the time step. The system

dynamic matrices will be:

Ad =


Ads 02 02

02 Ads 02

02 02 Ads

 , Bd =


Bds 0̄2 0̄2

0̄2 Bds 0̄2

0̄2 0̄2 Bds

 (6.1.2)

where 0̄2 is a two-element zero vector and 02 is a square 2× 2 zero matrix. Matrices

Ads and Bds are also defined as follows:

Ads =

1 ∆T

0 1

 , Bds =
1

2mi

∆T 2

2∆T

 (6.1.3)

The number of steps in the prediction horizon is K ∈ N. For notation simplicity,

the initial state is denoted by x0 = x[0], and the agent subscript i ∈ I is dropped.

Using equation (6.1.1), the relation between the sequence of control inputs u and

state vectors x̂ can be defined as following:

x̂ = Adx0 + Bd u (6.1.4)
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where

x̂ =



x̂[1]

x̂[2]

...

x̂[K]


, u =



u[0]

u[1]

...

u[K − 1]


, Ad =



Ad

A2
d

...

AK
d


(6.1.5)

Bd =



Bd 06×3 06×3 . . . 06×3

AdBd Bd 06×3 . . . 06×3

...
...

. . .
...

...

AK−1
d Bd AK−2

d Bd . . . AdBd Bd


(6.1.6)

where 06×3 defines a 6 × 3 dimensional zero matrix. An important early result of

equation (6.1.4) is that the predicted states x̂ can be expressed as an affine function

of control inputs. This enables us to re-write the constraints of states (i.e. positions

and velocities) in terms of a linear combination of control inputs u.

Finally, for a team of robots with individual dynamics represented by (6.1.1 -

6.1.4), the dynamics for the whole system can be written as:

X̂ = ΦX0 + ΘU (6.1.7)

where X̂ ∈ R6KN , X0 ∈ R6N , and U ∈ R3KN are obtained by stacking x̂i’s, x0i
’s,

and ui’s on top of each other, respectively. Furthermore, Φ = diag(Ad1
, ...,AdN

) and

similarly, Θ = diag(Bd1
, ...,BdN

) where diag is defined in Appendix Section A.1.
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6.2 Objective Function

The optimization is a minimization problem with an objective function which is com-

posed of four parts: velocity error, control effort, final-state cost, and formation cost.

6.2.1 Velocity Error

This component aims to minimize the deviation of each robot’s velocity from the

reference command provided by the human operator. The error penalty is defined as

a quadratic function:

Jv =
∑
i∈I

k=K∑
k=1

(q̇i[k]− vh)T (q̇i[k]− vh) (6.2.1)

By defining Iv as in Appendix A.2, Iv = diag(Iv, ..., Iv) resulting in Iv ∈ R3KN×6KN ,

and by concatenating the reference velocity vectors Vh = [vT
h . . .vT

h ]T ∈ R3KN , equa-

tion (6.2.1) can be reformulated as:

Jv(U) =
1

2
UTQvU + fTv U + rv (6.2.2)

where:

Qv = 2ΘT ITv IvΘ (6.2.3)

fv = 2ΘT ITv IvΦX0 − 2ΘT ITvVh (6.2.4)

rv = XT
0Φ

T ITv IvΦX0 − 2VT
h IvΦX0 + VT

hVh (6.2.5)
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6.2.2 Control Effort Cost

The following quadratic cost term is added to lower the control effort:

Ju(U) =
1

2
UTQuU (6.2.6)

where Qu = diag(Ru, ...,Ru), 0 ≺ Qu ∈ R3KN×3KN , and Ru ∈ R3×3 is the penalty

weight matrix for control input vectors.

6.2.3 Final State Cost

Based on the information extracted from the environment in previous sections, the

agents can be guided using the desired final state at the end of the prediction horizon.

Letting xni
∈ R6 be the desired final state for the ith vehicle, a quadratic cost function

can be defined as follows:

Jf =
∑
i∈I

(x̂i[K]− xni
)T (x̂i[K]− xni

) (6.2.7)

Knowing that x̂[K] = If x̂ where If = [06×6(K−1) I6] and I6 is a 6× 6 identity matrix,

the objective function in (6.2.7) can be written in terms of the control inputs U:

Jf (U) =
1

2
UTQfU + fTf U + rf (6.2.8)
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where Qf , ff , and rf are calculated as follows:

Qf = 2ΘT ITf IfΘ (6.2.9)

ff = 2ΘT ITf IfΦX0 − 2ΘT ITf Xn (6.2.10)

rf = XT
0Φ

T ITf IfΦX0 − 2XT
nIfΦX0 + XT

nXn (6.2.11)

where If = diag(If , If , ..., If ) ∈ R6N×6KN is a block-diagonal matrix. In addition,

Xn ∈ R6N is the vertical concatenation of all xni
’s.

Desired Final State

The final state vector xni
is composed of position and velocity values. The position

variables can be determined according to the evaluated next way-points in Subsection

5.2.4. Each way-point qni
lies on Pi, and the direction of movement at qni

along its

associated path eni
∈ R3 is the desired direction for each agent. Thus, assuming the

desired velocity at this way-point q̇ni
to be:

q̇ni
= αi(v

T
h eni

)eni
(6.2.12)

where αi ∈ R, will lead to

xni
= ITp qni

+ ITv q̇ni
(6.2.13)
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where the definition of Ip and Iv can be found in Appendix A.2. Moreover, the velocity

coefficients αi can be determined analytically by minimizing the following function:

f = (
∑

q̇i − nvh)T (
∑

q̇i − nvh) (6.2.14)

=
∑

q̇T
i q̇i + 2

∑
i ̸=j

q̇T
i q̇j − 2n(

∑
vT
h q̇i) + n2vT

hvh (6.2.15)

Minimizing f with respect to αi results the following system of equations:

Aα


α1

...

αn

 = bα =⇒
[
aij

]
ᾱ =


b1
...

bn

 (6.2.16)

where

aii = (vT
h eni

)2

aij = (vT
h eni

)(vT
h enj

)(eTni
enj

)

bi = n(vT
h eni

)2

(6.2.17)

Finally,

ᾱ = (AT
αAα)−1AT

αbα (6.2.18)

6.2.4 Formation Cost

Inasmuch as minimum deviation from the reference formation is desired, the following

term is introduced to control the shape of the flock over the prediction horizon.

Given a formation S = (s1, s2, s3, ..., sN) with s1 = 0, deviation can be expressed as∑
i ̸=j((qi − qj) − (si − sj))

2. In the same fashion, it can be re-written in terms of
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control inputs as follows:

Js =
1

2
UTQsU + fTs U + rs (6.2.19)

where

Qs = ΘT ITpΛsIpΘ (6.2.20)

fs = ΘT ITpΛsIpΦX0 + ΘT ITp λs (6.2.21)

rs =
∑
k

∑
i

∑
j ̸=i

δsTijδsij +
1

2
XT

0Φ
T ITpΛsIpΦX0 + λT

s IpΦX0 (6.2.22)

in which Λs is a square matrix with (3×K ×N) rows as following:

Λs = 2×



2(N − 1)Is −2Is . . . −2Is

−2Is 2(N − 1)Is . . . −2Is
...

...
. . .

...

−2Is −2Is . . . 2(N − 1)Is


(6.2.23)

and

λs = −4×



∑
j δs1j
...∑

j δs1j∑
j δs2j
...∑

j δsNj


(3KN)×1

(6.2.24)

where δsij = si − sj and Is is the identity matrix with 3K rows.
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6.3 Constraints

There are four categories of constraints that limit each vehicle’s movement: 1) actu-

ation limits, 2) continuity of control inputs, 3) obstacle-free convex regions of states,

and 4) inter-agent collision avoidance constraints. They all will be formulated as

linear convex inequality constraints in the subsequent sections.

6.3.1 Actuation Maximum Levels

Each vehicle’s input range must lie inside the actuator’s physical limitation which can

be considered as:

Umin ≤ U ≤ Umax (6.3.1)

where Umin,Umax ∈ R3KN are stacked vector of each vehicle’s actuation limits.

6.3.2 Continuity of Control Inputs

To preserve the continuity and smoothness of the control input signal, the variation

of consecutive values of u must not exceed a certain threshold. Therefore,

−


δux

δuy

δuz

 ≤ u[k + 1]− u[k] ≤


δux

δuy

δuz

 (6.3.2)

where δue ∈ R+, for e = {x, y, z}. The constraint in (6.3.2) can be written for all

the robots and for k = −1, 0, ..., K − 2 where k = −1 is reserved for the last time

step of the previous iteration. By concatenating all the equations together, the linear
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inequality in the following form is derived:

AcontU ≤ bcont (6.3.3)

where Acont ∈ R6(K−1)N×3KN and bcont ∈ R6(K−1)N .

6.3.3 Convex Regions

Convex obstacle-free polyhedral regions generated by Algorithm 3 {Ai} can be rep-

resented by a linear inequality:

qi ∈ Ai ⇐⇒ Aciqi ≤ bci (6.3.4)

For each single agent at one step, RHS of (6.3.4) can be written as AciIpxi ≤ bci .

In terms of xi, the constraint will be Aci
xi ≤ bci

where Aci
= diag(AciIp, ...,AciIp)

and bT
ci

= [bT
ci
, ...,bT

ci
]. Similarly, in terms of X, all constraints can be concatenated

as ΨcX ≤ Γc where

Ψc =



Ac1
0 . . . 0

0 Ac2
. . . 0

...
...

. . .
...

0 . . . . . . AcN


, Γc =



bc1

bc2

...

bcN


(6.3.5)

As a result, using (6.1.7), we can write obstacle-free regions constraints in terms of

the decision vector U as follows:

HcU ≤ zc (6.3.6)
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where Hc = ΨcΘ and zc = Γc −ΨcΦX0.

6.3.4 Inter-Agent Collision Avoidance

These constraints are generated from Algorithm 3 as explained in Subsection 5.2.3.

Without loss of generality, we can assume r > t, and thus, the inequality in (5.2.9)

can be written in a more general form as:

[
0i1 aT

mt
0i2 aT

mr
0i3

]



q1[1]

...

q1[K]

q2[1]

...

qN [K]


≤ bmtr (6.3.7)

where i1 = 1× (3K(t−1) + 3(k−1)), i2 = 1× (3K(r− t)−3), and i3 = 1× (3K(N −

r + 1) − 3k) are the dimensions of corresponding zero row-vectors. For all m ∈ M,

constraints can be re-written in the form of inequality in (6.3.7) and stacked together.

This in terms of all state vectors is formulated as:

AmIpX̂ ≤ bm (6.3.8)

where Ip = diag(Ip, ..., Ip), Am ∈ R|M|×3KN , and bm ∈ R|M|. Finally, using (6.1.7)

and (6.3.8), the inter-agent collision avoidance constraints can be expressed in terms

of the decision variables as:

HmU ≤ zm (6.3.9)
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where Hm = AmIpΘ and zm = bm −AmIpΦX0.

6.4 Convex Optimization Problem

The optimal control inputs for the system stated in (6.1.7) is obtained by solving the

following quadratic programming optimization:

minimize
U

wvJv + wuJu + wfJf + wsJs

subject to Umin ≤ U ≤ Umax

AcontU ≤ bcont

HcU ≤ zc

HmU ≤ zm

(6.4.1)

where wv, wf , wu, ws ∈ R+ are scalarization parameters. The optimization problem

(6.4.1) has 3KN decision variables and the number of constraints is a variant of

convex regions and inter-agent collision detection algorithm.
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Chapter 7

Simulation and Experimental

Results

The various components of the proposed control framework for human-in-the-loop

operation of a group of drones, seen in Figure 3.1, were described in the previous

chapters of this thesis. This chapter focuses on the implementation of the control

strategy and presents results from simulations and experiments in a laboratory en-

vironment. The first section describes the simulation setup and also explores two

operational scenarios. The second half of the chapter presents steps taken to imple-

ment the algorithm for real-time control, and presents the results of the experiments.
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7.1 Controllers

7.1.1 Flock Velocity Controller

Although the length of the paths is bounded by a function of Th based on equation

(5.2.1), it does not necessarily result in an optimal path length due to other factors.

For instance, the way-points generated in Section 5.2.4 and their distance from the

initial position are impacted by several parameters, such as the geometrical shape of

the obstacles or the constraints generated in Section 6.3. Moreover, the time horizon

Th in the trajectory optimization stage is fixed. Along with the varying path length,

this might result in a deviation from the reference velocity while the time required to

traverse between the initial position and the next way-point depends on both of them

(path lengths and average velocity). This issue can be addressed by solving multiple

optimization problems with different time horizons or having a separate optimization

to find the best horizon time. Nevertheless, these approaches are computationally

expensive and not well-suited for real-time implementation.

In an alternative solution, the reference velocity used in velocity error cost (6.2.1)

can be modified in real-time. The reference velocity vh used in section 6.2 can be

regulated with a conventional PI (proportional integral) controller. Accordingly, it

can be formulated as follows:

vh := vref
h + KP

(
vref
h − vc

)
+ KI

∫ (
vref
h − vc

)
(7.1.1)

where vref
h ∈ Rd is the reference velocity received from the operator, vc ∈ Rd is the

velocity of center of the flock, and KI , KP ∈ Rd are positive definite matrices. In

addition, to avoid undesirable and sudden changes in the direction, KI , KP will be
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tuned to result in an under-damped response.

7.1.2 Trajectory Controller

The control inputs ({ui}) computed by the result of optimization (6.4.1) can be

translated as trajectories based on the state equation in Equation (6.1.1). In a real-

time application, the first few steps of these optimal trajectories would be continuously

appended to the existing reference trajectories. A controller is needed to ensure the

quad-rotors follow the regularly-updated trajectories.

The controller used in this thesis is the same as the decentralized passivity-based

controller developed by Mohammadi, et al. [2]. This controller maps errors in position

and velocity to desired roll, pitch, and thrust force of the quad-rotor. The desired yaw

angle is also considered as an input to this controller, and is set to zero throughout

the experiments. The desired orientation and thrust values are translated into the

quad-rotor actuation commands via the onboard attitude controller embedded in the

drone’s onboard flight controllers. In this thesis, the cascaded PID attitude controller

embedded in the Crazyflie Nano Quad-copters is utilized for this purpose.

7.2 Simulations

The control code was implemented in C++ and executed on a laptop computer with

Intel(R) Core i7-8750H CPU running at 2.20 GHz with 16.0 GB of RAM. Mosek

optimization toolbox [77] was utilized for solving the quadratic optimization problems

across the whole algorithm during the simulations. C-programming library cddlib

was used for transformations between linear inequality definition to vertices of a
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polyhedral convex region [78].

Two operational scenarios were explored in the simulations. The design of these

scenarios was informed by the constraints of the experimental task environment

to maintain consistency between the simulations and experiments. The proposed

method is applicable to both planar (i.e., d = 2), or spatial (d = 3) movements. How-

ever, limited by computation power, the aforementioned scenarios were developed in

a two-dimensional workspace (d = 2) with three drones (i.e., N = 3). In one scenario

the flock is flown through a narrow passage where the formation must contract to get

through. In another scenario, multiple obstacles were placed in front of the flock’s

heading direction. The group may be forced to allow obstacles to pass through the

formation in order to save the shape and follow the commanded operator’s velocity.

This will be referred to as Non-convex Formation Scenario since the presence of the

obstacles violates the convexity of the area covered by the formation.

7.2.1 Modeling Parameters Definition

The parameters used to define the models are as follows:

1. The drones are considered to have the same size with ri = 0.15m and a mass of

mi = 0.03kg.

2. The minimum safe inter-agent distance is set to dij = 2ri = 0.3m.

3. The safe distance from the drones to the obstacles is set to ri = 0.15m. Added

safety margin is put in place by dilating the obstacles boundaries:

(a) For prospective formation evaluation and pathfinding purposes, the obsta-

cle boundaries are inflated by 0.15m + ϵ where ϵ = 0.02m.
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(b) In the computation of the convex region constraints in Algorithm 3, the

obstacles boundaries are inflated by 0.15m.

4. The control time horizon is set to Th = 1.0s. For the MPC optimization, this

horizon is unevenly divided into 30 steps as follows:

Th = [0.01, 0.02, ..., 0.1, 0.12, 0.14, ..., 0.2,

0.24, 0.28, ..., 0.60, 0.68, 0.76, ..., 1.0]

5. The dimensions of the bounding boxes discussed in Section 5.2.1 are given by

lw = lv = 0.2m and ϵ = 0.03m.

6. The ellipsoids inside the bounding boxes are initialized with λ2 = λ3 = 0.02m.

7. The scalarization parameters in the optimization problem are set to:

wv wu wf ws

1.0 0.5 1.0 0.1

Table 7.1: Scalarization weights used in optimization (6.4.1)

8. In the Narrow Passage scenario, KP = diag(0.5, 0.5) and KI = diag(0.4, 0.4).

In the Non-convex Formation case, the values were set to KP = diag(0.3, 0.3)

and KI = diag(0.2, 0.2).

9. After each iteration, ks = 5 steps of the optimal inputs obtained are applied to

update the trajectories for each agent.
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7.2.2 Narrow Passage Scenario

In this scenario, three agents start from rest (q̇i = 0 for i ∈ {1, 2, 3}) and receive a

constant command velocity along −y direction with the magnitude of ||vh|| = 0.1m
s

.

A collection of six hexagonal overlapping obstacles were used to define a narrowing

passage. The workspace and the resulting trajectories are depicted in Figure 7.1 with

obstacles in black color. In addition to the trajectories, the formation has been drawn

at the beginning, the end, and five other intermediate stages of the whole simulation

time span. The passage can be categorized with three levels of space: 1) Narrow, 2)

Narrowest, and 3) Wide.

In the beginning, the flock passes through a moderately narrow entrance which

requires a moderate deviation from the given original reference formation Sr
1 . A total

number of three formations are considered. The optimal formation is computed in

parallel based on each, and the highest available priority is selected. Figure 7.2 shows

the three desired formation shapes. Moving along the passage, the middle section is

the narrowest part where the flock has to switch to another different formation shape

(S2) to avoid collisions. Finally, the agents enter the wide section where they can

switch back to the original formation Sr
1 .

The operation of the collision avoidance constraints is further verified by ana-

lyzing the obstacle-robot and robot-robot distance values. Figure 7.3 presents the

variations of distance to obstacles over the simulation period. It is evident that even

though Robot 1 and Robot 2 were moving in close proximity to the obstacles, their

trajectory never violated the safe distance constraint. Moreover, inter-robot distances

are plotted in Figure 7.4 and it can be observed that inter-agent collision avoidance

constraints were never violated. Even during the transition to the narrowest part
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Figure 7.1: Trajectories of three drones moving towards a narrow passage in 2D
workspace.
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Figure 7.2: Three reference formations used in Narrow Passage Scenario where Sr
1

has the highest priority and Sr
3 has the lowest priority.

(around t = 26.6s), the distance between Robot 1 an Robot 2 remains above 0.3m.

One of the objectives of the proposed control approach is to follow the operator’s

reference velocity command as closely as possible. Figure 7.5 compares the flock’s

velocity with the operator’s commanded velocity. It can be observed that the flock

velocity is following this reference. Although small periods of transitions do occur due

to the change in formation, the flock velocity eventually converges to the commanded

velocity as expected.
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Figure 7.3: Distance between each robot and the closest obstacle in the workspace
in Narrow Passage Scenario.

7.2.3 Non-Convex Formation Scenario

The performance of the proposed control strategy was partially evaluated in the

previous scenario. However in that scenario, the entire flock formation could be fitted

in the obstacle-free convex area with the need for allowing obstacles to pass through

the formation. The next scenario explores a more challenging case where this may

not always be feasible.

The number of drones, workspace dimensions, and the operator’s reference velocity

are the same as those in the previous case. Three small-sized hexagonal obstacles are
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Figure 7.4: Inter-agent distance values while passing through the narrow passages
shown in Figure 7.1.

defined as depicted in Figure 7.6. Considering the reference command along −y

direction, and the initial positions as the only reference formation, the challenge is

to traverse around the obstacles and preserve the formation as much as possible. At

the beginning of the simulation, Robot 0 has to sway towards +x direction to avoid

collision withO1. Simultaneously, to minimize deviation from the reference formation,

the other members of the group change their direction similar to their leader (Robot

0). Further along the way, Robot 1 must avoid two obstacles (O1 and O2) which are

in close proximity. After successfully moving around the obstacles and leaving them

behind, the agents join together and resume their with the original formation at the
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Figure 7.5: The reference velocity and the velocity of the center of the flock in the
simulation which is shown in Figure 7.1.

beginning of the simulation.

The adherence to the collision avoidance constraints can be verified by reviewing

the data in Figure 7.7 and 7.8. All three robots had to traverse in short distance

from the obstacles and all the trajectories were obtained constrained insideWf which

0.15m away from the obstacles.

As the flock moves along the x direction to avoid collision and preserve formation,

its velocity is compromised since the reference command velocity is constant and in

the−y direction (See Figure 7.6). Figure 7.9 plots the components of the flock velocity

and it shows that the x component of the velocity becomes non-zero transiently and
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Figure 7.6: Non-Convex Formation Scenario. The trajectories are shown in solid
colored lines, intermediate formation shapes with dashed grey line, and obstacles are

painted in black color.

eventually returns to zero as requested by the reference vh. Similarly, it can be seen

how the velocity was controlled along the y axis, where despite the compromises the

flock had made to avoid the obstacles, it eventually converges to a velocity in the −y

direction with the desired magnitude.
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Figure 7.7: Distance between each robot and the closest obstacle in the workspace
in Non-Convex Formation Scenario.

7.3 Experiments

For the purposes of real-time implementation, the same setup and processor were

used similar to Section 7.2. To increase computation efficiency further, CUDA pro-

gramming [79] was applied for matrix calculations to prepare the constraints and

objective functions stated in Chapter 6. In addition, to solve the quadratic program-

ming stated in (6.4.1), OSQP solver [80] was used along with Mosek optimization

API [77] for solving smaller optimizations in parallel. It should be noted that to fully
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Figure 7.8: Inter-agent distance values while passing through the narrow passages
shown in Figure 7.6.

exploit the potential of OSQP solver, the size of constraints for quadratic program-

ming were fixed and the solver was initialized prior to the start of experiments in

order to take advantage of the warm-start options at each iteration.

Figure 7.10 shows the experimental setup used for validation in a lab environment.

The Host Computer is the same as the one mentioned in Section 7.2 and runs the

whole algorithm at the rate of 25Hz. This computation rate is bounded by the

hardware power and the efficiency of the implementation. Three Crazyflie Nano

Quad-Copters were used as agents in the experiments. Each drone weighs slightly
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Figure 7.9: The reference velocity and the velocity of the center of the flock in the
simulation shown in Figure 7.6.

less than 30g and its dimensions measure at 92mm × 92mm. The Host Computer

communicates with the drones via two Crazyradio Dongles. The drones positions

are measured by seven Optitrack Flex 13 cameras in the laboratory workspace. The

position data is streamed to the Host Computer at the rate of 120Hz. The trajectory

controller runs at 100Hz and computes the control commands based on the latest

position received. This is due to the fact that the trajectories accumulated in the

memory are calculated based on 10ms time steps.

The experiment scenarios are designed in a two-dimensional workspace. In the

experiments, the drones first fly vertically to reach a hovering altitude. Second, the

proposed algorithm runs for a certain period of time in the horizontal plane. Finally,

the drones land while maintaining their horizontal position. In the following sections,

only the horizontal portions of the trajectories are presented as they are relevant to

the performance of the proposed algorithm.
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Figure 7.10: Experimental Setup

7.3.1 Narrow Passage Scenario

The scenario discussed in simulation 7.2.2 is simplified and adapted according to the

limits of the lab workspace. The arrangement of robots’ initial positions and obstacles

location are depicted in Figure 7.11. Four obstacles are defined such that they create

a three-level passage. The flock starts by entering a slightly narrow passage which

necessitates small deformation in the original shape of the flock. Further down the

path, the obstacles are located at a shorter distance from each other, leading to a

change of formation to prevent collisions. At the end, the flock enters an obstacle-free
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area where it can switch back to its original formation.
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Figure 7.11: The drones trajectories in Narrow Passage Scenario experiment. This
scenario is a modified version of the simulation scenario presented in Section 7.2.2.

Following the logic stated in Section 7.2.1, two levels of inflation of obstacles were

used in this experiment. However, there is always a minimal amount of errors in the

real world control of quad-copters and in order to account for these uncertainties, the

inflation amount used in path finding and formation evaluation was set to 0.15m + ϵ

where ϵ = 0.08m. Figure 7.12 plots the measured distance of each drone from the

obstacles during the experiment. It shows the efficacy of the proposed algorithm
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in the presence of static obstacles in the environment and how it can be tuned to

overcome uncertainties in controlling the position of the drones.
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Figure 7.12: The distance to obstacles for each robot in the experiment of Figure
7.11.

The errors in the trajectory tracking controller are slightly amplified from an

inter-agent distance perspective. Figure 7.13 compares the desired distance against

the measured distance between each pair of drones in the experiment. The most

critical moment happens around t = 27s where the flock experiences a formation

change as it enters the narrowest part of the passage. As it can be seen in Figure

7.13, the distance between Robots 1 and 2 reached the minimum value of 0.3m for a

second but never violated the minimum required distance between the agents.

The operator’s reference velocity command and the velocity of the centre of the

flock are compared in Figure 7.14. This confirms velocity tracking where possible
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Figure 7.13: Inter-agent distances in the Narrow Passage Experiment.

with some transient behaviour due to the presence of the obstacles.

7.3.2 Non-convex Formation Scenario

The performance of the proposed control strategy was further evaluated by conducting

an experiment similar to the simulation in Section 7.2.3. The goal of this experiment

is to demonstrate the flexibility of solution which can be used in scenarios beyond

simple contracting and expanding of the formation to fit within a certain space. Figure

7.15 depicts the result of an experiment in such a scenario. Given the positions of the
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Figure 7.14: Velocity of the flock compared with operator’s reference command in
7.11 experiment.

obstacles, the flock moves in the x direction while trying to maintain the formation

as much as possible.

The results in Figure 7.16 show that the algorithm is successful in maintaining

a safe distance between the drones and the obstacles throughout the experiment.

Analogous to the previous scenario, obstacles were inflated by an additional factor of

ϵ = 0.1 in this case. Furthermore, from Figure 7.17, it is also evident that the agents

maintained a safe distance from each other.

The deviations from reference velocities tend to be larger than those in the pre-

vious experiment. This is because the reference velocity was maintained constant

through the whole experiment in Figure 7.15, and the flock had to move in other di-

rections to avoid the obstacles while maintaining its formation. However, Figure 7.18

reveals that after any deviation, the velocity was controlled and eventually converged
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to the reference velocity.
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Figure 7.15: Non-convex Formation scenario experiment.
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Figure 7.16: The distance to obstacles for each robot in the experiment of Figure
7.15.
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Figure 7.17: Inter-agent distances in the Non-Convex Formation Experiment.
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Figure 7.18: The flock velocity compared with against the operator’s reference
velocity in 7.15 experiment.
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Chapter 8

Conclusion

This thesis presented a novel framework in which a human operator continuously

controls the general motion of a flock of drones while the system autonomously ad-

justs itself to avoid collisions and maintain a desired formation as faithfully as pos-

sible. Unlike most prior work in the literature, the proposed algorithm is completely

optimization-based, is designed for real-time applications, and incorporates the hu-

man reference velocity input in the process of finding the optimal trajectories for the

drones.

The proposed framework attempts to maintain a reference formation as closely

as possible while allowing for some adjustments to adapt to the task environment

as the need arises. The target formation is obtained by formulating and solving

a convex optimization problem. Multiple reference formations in a priority order

are considered in order to deal with possible infeasibility. Transitions between these

reference formations occur automatically considered. A method was proposed to

eliminate the requirement for convexity of the formation shape by a novel convex

region assignment algorithm.
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An MPC-like optimization was formulated where linear collision-avoidance related

constraints were developed. These linear constraints were generated in the direction

of each agent’s motion and they account for both robot-obstacle and robot-robot

interactions. The trajectory of each agent was optimized to minimize the deviation

from the input reference command and the optimal formation. The proposed ap-

proach was tested in both simulation and experiment and the results demonstrated

the effectiveness of the algorithm for human-in-the-loop control of three drones.

8.1 Future Work

While the framework proposed in this thesis has addressed some of the challenges in

the realm of human-multi-robot systems, there are still a number of challenges and

avenues to extend the capabilities of this method in the future. In particular,

• Decentralization: Central algorithms such as the one in this thesis do not gen-

erally scale well with the number of agents when compared with decentralized

methods running on the individual agents. Decentralized implementations are

also more resilient and may tolerate failure in one or more agents. Therefore,

decentralizing the proposed algorithm could be a step toward more reliability,

efficiency, and scalability.

• Dynamic Environment: Many real-world applications include a mixture of

static and dynamic obstacles. Multi-agent systems should be able to avoid

moving objects as long as their motion can be predicted. Hence, extending

the proposed control strategy to scenarios involving dynamic environments is

another avenue for future research.
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• Considering Uncertainty: Sensor measurements, robot and environment

models are subject to uncertainty and noise. Examples are uncertainty in the

position of the agents and shape and position of the obstacles. Moreover, envi-

ronmental disturbance forces such as winds can affect the motion of each robot

which is essential to consider in an unpredictable environment. Incorporating

these modeling uncertainties in the proposed control framework can enhance its

effectiveness in operating in more realistic task settings.

• More Realistic Experiment Scenarios: The experiments in this thesis were

carried out in an indoor laboratory setting where the drones positions were

measured with high accuracy using an optical motion tracking system. The

obstacles shapes and positions were also assumed known. In a more realistic

application scenario, the locations of the agents and the obstacles in the task

environment must be determined using a combination of on-board sensors such

RGB-Depth Cameras, IMU, LiDARs and GPS.

• Handling Faults and Failure in Agents: Extending the proposed control

strategy to adapt in real-time to failure in one or more agents is another inter-

esting area for future work.
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Appendix A

Matrix Operations and Constants

A.1 Matrix Operations

A.1.1 Diagonally Concatenated Matrices

Assuming Mi ∈ Rmi×ni for i ∈ {1, 2, 3, .., k}, diag(M1,M2, ...,Mk) will be defined as

following:

O = diag(M1,M2, ...,Mk) =



M1 0m1×n2 . . . 0m1×nk

0m2×n1 M2 . . . 0m2×nk

...
...

. . .
...

0mk×n1 0mk×n2 . . . Mk


(A.1.1)

where results in O ∈ R
∑

mi×
∑

ni .

86



M.A.Sc. Thesis – A. Grivani McMaster – Electrical & Computer Engineering

A.2 Constant Matrices

A.2.1 Velocity Extractor Matrix

1. If d = 3,

Iv =


0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

 (A.2.1)

2. If d = 2,

Iv =

0 1 0 0

0 0 0 1

 (A.2.2)

A.2.2 Position Extractor Matrix

1. If d = 3,

Ip =


1 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 1 0

 (A.2.3)

2. If d = 2,

Ip =

1 0 0 0

0 0 1 0

 (A.2.4)
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