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Introduction 

TikTok is developed by ByteDance, a Chinese company that has been 

suspected of "its links to the Chinese Communist Party” (Abraham, 2022). 

ByteDance’s Chinese employees were reported to repeatedly access TikTok's 

U.S. database, which potentially "threaten the U.S. to ban the app” (White, 2022). 

The activities of TikTok conflict with "a corporate executive's sworn statement 

before the US Senate" (Tabac, 2022), and the security risks associated with 

TikTok escalated to become a national security issue. TikTok "emphasized that 

its data is stored in the U.S." (White, 2022), but the behaviours of China-based 

employees have posed severe security concerns. TikTok gathers crucial 

information that concerns the nation and even endangers national security; 

therefore, it is important to study TikTok's practices and any potential 

repercussions. 

TikTok’s data mining and related analysis require the use of personal data; 

TikTok collects various types of private information by employing algorithms and 

recording activities such as liking, commenting, and sharing. TikTok often 

requires users' authorization to use their private information. If users refuse to 

agree to TikTok’s terms of use on information collection, they are unable to 

access TikTok. It means that when users obtain the right to use the service, they 

must unconditionally obey all the conditions that deprive users of their rights 

including consent to the collection of their private information. 
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Social media users may feel helpless about the lack of privacy protection 

on social media. While "people value their privacy as one of the top priorities" 

(McDonald & Cranor, 2010), many users have unwittingly exchanged their 

privacy for free social media services, leading to further unintended 

consequences. To some extent, consumers are required to give up privacy in 

exchange for free services under current social media business models, but that 

does not indicate that such behaviour is acceptable, nor does it mean that TikTok 

collecting users' private information is correct. 

Are the users able to have full control over their personal data, and how 

unbalanced is the relationship that TikTok has established with its users? I hope 

my research will be able to find the answers to these questions. TikTok is a 

relatively new social media platform that has not been fully examined in the 

research literature; this project will contribute to the understanding of power 

relationships, data collection and usage, privacy policy, and privacy harms on 

TikTok, and encourage the public to value their privacy. 

This research project uses survey research, posing a series of questions 

to investigate TikTok users’ usage and perceptions of privacy, their 

comprehension of the privacy policy, the power imbalances between TikTok and 

its users, and the potential consequences of privacy infringement. This study 

shows that TikTok has built a severely unequal relationship with its users by 

incorporating unjust statements into legal agreements to limit its users' authority. 
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Many users are aware that the power dynamics on TikTok are imbalanced, yet 

they continue to engage in such connections. 

This paper first provides a background of the literature, examining the 

definition of privacy, social media and privacy, big data and algorithms, TikTok's 

algorithm and use of data, TikTok's privacy policy and vulnerability of data, 

TikTok data collection and storage, and the potential harms of TikTok’s uses of 

personal data; some of the criticisms that have been levelled against TikTok's 

use of data. This paper then outlines Shoshana Zuboff’s work on surveillance 

capitalism to narrow the study's focus and specifies the particular viewpoints I 

use in evaluating and interpreting the research data. Through the lens of 

surveillance capitalism, this research contributes to the analysis of TikTok and 

the possible harm it causes to its users. After outlining the methodology and 

research questions of this study, I explain the results of the survey I conducted, 

reflecting on the responses received by drawing on the concept of surveillance 

capitalism. In conclusion, I argue that TikTok's privacy practices result in a 

number of potential harms, and I provide some possible recommendations for 

prospective social media regulation measures. 

Literature Review 

Defining Privacy 

 Privacy is a basic human need, it is “anthropologically and psychologically 

rooted in the sense of shame and the need for bodily integrity, personal space, 

and intimacy in interpersonal relationships” (Debatin, 2011). Privacy is the most 



MA Major Research Project - Boxi Chen                                                                                                     4 
 

lasting societal challenge associated with information technologies, through 

profound technological innovations from advanced computers to "electronic 

devices, video and radio systems, and biometric identification equipment" 

(Nissenbaum, 2004).  

Privacy is hard to define. It is "an ambiguous term, with definitions ranging 

from the right to be let alone (Warren & Brandeis, 1890, as cited in Bryce & 

Klang, 2009), to the development of personality (Stromholm, 1967, as cited in 

Bryce & Klang, 2009), to the right to control information about oneself" (Fried, 

1970, as cited in Bryce & Klang, 2009). Defining personal information can be “a 

contradictory maze between what privacy regulators ascribe as personally 

identifiable, what individuals understand as identifiable, and what the companies 

operating themselves” consider needing legal protection (Parsons et al., 2015, as 

cited in Parsons, 2015).  

Social Media and Privacy 

Providing an appropriate level of privacy protection raises difficult 

questions in today’s social media environment. The control of privacy allows 

"individuals to selectively disclose personal information and engage in behaviours 

appropriate to and necessary for creating and maintaining diverse personal 

relationships" (Mooradian, 2009), but the loss of online privacy can "endanger 

most, if not all areas of our offline life, and thus appropriate online behaviour is 

important" (Bartsch & Dienlin, 2016). Although social media sites offer privacy 

tools to provide more autonomy for users to protect their privacy, these tools are 
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trivial against the erosion of privacy, and “that default privacy settings are the 

norm” (Fiesler et al., 2017), due to the fact that the privacy setting options are 

often difficult to understand.  

Social media companies make use of many types of data. DeNardis & 

Hackl (2015) indicated that "private information such as names, email addresses, 

gender, and birth date are required on most social media networks" to establish 

social network profiles or ensure the accuracy and authenticity of information 

about their users. Although users' profiles may remain private, other private 

information such as "the friendship links and group affiliations are often visible to 

the public" (Zheleva & Getoor, 2009). Users are continuously monitored on "the 

basis of their metadata or, more broadly, their online data" (Raley, 2013; Van 

Dijck, 2014, as cited in Büchi et al., 2020). The mining of social media data can 

be used to gain "insights into the opinions, moods, networks, and relationships of 

ordinary social media users and key influencers" (Kennedy et al., 2017).  

Because the data is so powerful, good data usage practices must be in 

place, and all parties should "collaborate to ensure the long-term success of data 

management" (Hashem, 2015) in a contemporary computing environment. 

However, there are several instances where TikTok has failed to maintain good 

data usage practices or to protect users' privacy. Badillo-Urquiola et al. (2019) 

indicated TikTok "violated the Children’s Online Privacy Protection Act (COPPA)” 

by unethically obtaining personal information from children under 13. Other than 

that, TikTok also failed to provide a “Privacy Policy in Dutch for Dutch users" (Tan 
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& Ta, 2021). Any collection of Dutch users’ private data should be “concise, 

transparent, intelligible, and easily accessible form, using clear and plain 

language, in particular, the special protection children merit with regard to 

transparency and clear and plain language" (Autoriteit Persoonsgegevens, 2021, 

as cited in Tan & Ta, 2021), but TikTok failed to do so. Furthermore, TikTok has 

"sparked intense debates on privacy protection" (Su & Lu, 2021), and TikTok's 

"data mining practises imply more fundamental questions about the governance 

of our personal data" (Faison, 2021), prompting the public to reflect on the 

security risk that TikTok poses, as well as possible ways to regulate TikTok to 

prevent it from inflicting privacy harm. 

Big Data and Algorithms 

The term "big data" has become widely used with the glut of online 

information generated, and big data "is intertwined with considerable technical 

and socio-technical issues, and predominantly associated with two ideas: data 

storage and data analysis" (Ward & Barker, 2013). By enabling organizations to 

precisely identify the data that would provide useful insights about user 

behaviour, big data analysis has "unleashed new organizational capabilities and 

values" (Davenport et al., 2012). Smith et al. (2012) indicate that algorithmic big 

data processing becomes "a sociological problem when private information is 

collected by various parties."  

Businesses and organizations collect data generated by their users to 

develop an understanding of the mass population, and “the data is often collected 
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with tools that communicate with the respective API (Application Programming 

Interface) of the social media platform, if one exists, and crawl the data” (Stieglitz 

et al., 2018). With the users' active engagement on social media platforms, 

personalized recommendation systems have been developed and applied by 

platforms to “overcome the information overload problem and easily collect useful 

information that fulfil people’s requirements and interests” (Cui et al., 2017).  

Algorithms are an integral part of many social media platforms. Algorithms 

on social media have the ability to "direct users' attention" (Bannerman, p. 240, 

2020) and are used to "filter, arrange, and customize information based on user 

data" (Milan, 2015) that have considerably aided corporations in identifying the 

most valuable data traces to generate unique datasets. "Each TikTok user will 

receive a completely personalized video feed based on the match between their 

own personalities, content labels, and the characteristics of their environment" 

(Zhao, 2021), as recommended by the algorithm. TikTok applies such "AI-based 

algorithms to analyze its users' behaviour and deliver content, as opposed to 

simply making recommendations" (Davis, 2019). The tremendous amount of 

online user-generated data can be used to enrich user content by “analyzing a 

user’s relationships and other sensitive and private information” (Beigi & Liu, 

2020), as well as " to accurately recommend videos that users are interested in" 

(Zhang & Liu, 2021).   

TikTok’s Algorithm and Data Uses: 
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 TikTok is a private platform that is ruled and governed by its owner. 

TikTok’s success is “due in significant part to its innovative recommendation 

system” (Chan, 2018).  

TikTok's powerful recommendation mechanism delivers precise promotion 

for commercial profit activities and has helped TikTok data “expand by 21.4 

percent in 2019 and has defeated other social media platforms like Facebook and 

YouTube" (Huang, 2021). Its video feed “for viewing entertainment is a 

continuous stream, never-ending thanks to artificial intelligence that provides 

tailored entertainment based on collected user data” (Jacqueline, 2020). “Product 

positioning, content variety, and uniqueness” (Hou, 2018) are key features that 

contribute to TikTok's current popularity. The recommendation system is 

"foreseen to be one of the most important services that can provide personalized 

multimedia content to users" (Wang, et al., 2013), and "individuals' excessive 

participation in social media is exacerbated by the usage of a recommendation 

system and a lack of self-control" (Su et al., 2021).  

TikTok’s recommendation algorithm relies on the capture of huge amounts 

of data. It uses "real-time training and learning from features such as the 

correlation between content and user information, user behaviour, and trends” 

(Wang, 2020, as cited in Gray, 2021). Omar & Dequan (2020, as cited in 

Masciantonio et al., 2021) suggested that TikTok is seen as a “recording tool 

rather than a social media app” that constantly collects sensitive information as 

well as empowers users to self-document. Users recognize "the recording and 
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sharing culture" (Du et al., 2020) on TikTok, and they freely capture and share 

their personal lives.  

The willingness of users to engage on social media have posed threats to 

their privacy. Privacy of personal communication offers people the opportunity to 

"communicate without being intercepted and the capacity to be able to control 

which personal information is exposed to whom" (Plank, 2022). However, users 

are unable to guarantee their privacy due to the volume of private information 

TikTok collects and their willingness to self disclose. 

Social media uses analyzed data for various purposes that may lead to 

privacy consequences. The data can be used to “identify or categorize individuals 

and predict their behaviour” (Monteiro, 2021), and private information "is 

accessed, stored, manipulated, data-mined, shared, bought and sold, analyzed 

and potentially lost, stolen or misused by countless parties, often without our 

knowledge or consent" (Buchanan et al., 2006). “The unprecedented availability 

of individuals’ personal information, data, behaviour, communication, and 

transactions" (Büchi, 2016) has sparked substantial debate and study into the 

concerns associated with loss of privacy, privacy invasions, and surveillance. 

People may lose control of their privacy due to their active engagement in social 

media activities, as their private information is “monitored and assembled into 

data packages, and these packages are sold and shared between big 

commercial platforms” (Brousseau & Penard, 2007).  
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As users become more accustomed to online life, their digital profiles 

become more sophisticated. People have become "so accustomed to sharing our 

thoughts on products, writing blogs, and answering polls about our political 

preferences that they seldom even think twice before posting all kinds of 

information that used to be private" (Nolan & Wilson, 2015). They "appear to be 

comfortable living a part of their lives openly and freely through online networks, 

often oblivious to the risks'' (Rosenblum, 2007, as cited in O'Brien & Torres, 

2012) of the excessive number of online interactions. Richards (2021) indicated 

that TikTok's algorithms effectively “forecast our preferences, target us with 

consumer goods, and then share these predictions with third parties, users are 

trapped in a world of surveillance and life as a commodified product." Individuals 

are also exposed to potential liability due to "the availability of data sets that can 

be used to re-identify personal information" (Office of the Privacy Commissioner 

of Canada, 2017). Unfortunately, Capers (2021) disclosed that "it is virtually 

impossible to totally remove personal information from internet sites." However, 

by enhancing privacy settings to lessen the occurrence of digital traces, the 

chance of private information being compromised can be decreased.  

Advertising is one of the main reasons that social media companies such 

as TikTok are desperate for private data, and "the digital era is significantly 

increasing advertising and the use of data for sales purposes; online advertising 

space is expanding, and much of this expansion is propelled by social media" 

(Ruckenstein & Granroth, 2019). The new advertising strategy on TikTok "has the 
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persuasive elements that influence consumers’ attitudes and behaviours" (Han, 

2020), and Tang (2019) suggested that the way that TikTok "combines short 

video and interesting entertainment with aesthetics" leads to its success.  

Overall, the algorithm plays an important role in TikTok's operation. Ma 

and Hu (2021) indicated that “TikTok touted the algorithm as computer vision to 

extract and categorize visual information” such as images and videos that rely on 

users’ behaviours and interests, and TikTok achieves its power “on commercial 

monetization, content distribution, and acquisition of data sources through its 

infrastructural ambition of building a ‘video encyclopedia’ that can be salable, 

ranked, and archived” (Zhang, 2020).  

TikTok's Privacy Policy and Vulnerability of Data: 

Legal agreements are typically used by social media networks to establish 

relationships with users. The agreement “manifests the intent of the contracting 

parties to deal with particular contingencies in particular ways" (Spann, p. 233, 

1989), and it requires theoretical mutual consent from both parties. Social media 

platforms offer agreements that "users must agree and comply to engage in 

social networking" (Bianco, p. 308, 2009), but the complexity of the agreements 

challenges the users' ability to understand or consent. Zagar and Poljak (2015) 

revealed that social media companies are constantly altering their legal 

agreements to distribute the resources that each user has access to and embed 

the “hierarchical relationship implicit in the opposition that has been specified, 

grounding the hierarchy in its policy justifications” (Spann, p. 232, 1989).  
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. The public cares deeply about their privacy online, but those sensitivities 

have been ill-served by technology companies that stand to profit" (Madden, 

2012). Social media users “engage in virtual space where they have contractual 

agreements that govern their usage of the services” (Kutler, 2011), but social 

media companies "normally do not expect their consumers to comprehend or 

even read the legal agreements" (Barnes, p. 665, 2011). Xue (2020) indicated 

that “TikTok leverages user data, but offers little guidance to users on how they 

can protect their privacy,” and Steinfeld (2016) further suggested that “if users 

have the option of accepting legal terms and conditions without reading a policy, 

they will generally forgo reading the document,” and “users largely give in to the 

TikTok tradeoff, meaning they do not consider but rather tolerate the app’s 

privacy policy in return for favourable user experiences and beneficial content” 

(De Los Santos & Klug, 2021).  

TikTok provides users with complicated and lengthy legal agreements. 

TikTok users generally "take 31.4 minutes for users to read TikTok’s Terms of 

Service" (Nahmias et al., p. 410, 2020), and the Terms of Service is only one of 

the legal agreements that users have to examine. Social media services, 

including TikTok, take advantage of their users by providing broad and vague 

agreement. The legal agreement “does not specify why TikTok needs this data. 

Nor does it explain how it would go about seeking the required permission from 

users" (TPerez, 2021). Users would typically be overwhelmed by the length and 

complex texts of the legal policies due to the reason they "tend to be very 
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complicated" (Obar, 2022). Obar & Oeldorf-Hirsch (2018) indicated that "I have 

read and agree that the terms are the biggest lie on the web.” Users are 

influenced by "the colourful, bold, prominently displayed join button and the small 

format of the legal agreements, which make users feel that reading the terms of 

service seems like a waste of time" (Obar & Oeldorf-Hirsch, 2018). "Gender, 

education, ethnic background, and age" (Hofstra et al., 2016) are other the 

factors that may affect users' understanding of privacy agreements; users are 

"hindered by the clear lack of conceptual clarity in the platform's legal 

agreements" (Gorwa & Guilbeault, 2020) and “also lack the knowledge of the 

agreements to comprehend the dangers of utilizing social media services” 

(Livingston, p.627, 2011).  

The contemporary internet policies commonly consist of pitfalls, and social 

media platforms generally offer the “clickwrap agreement,” which is a "digital 

prompt that facilitates consent or circumvents consent materials by affording 

users the opportunity to quickly accept or reject digital media policies" (Obar & 

Oeldorf-Hirsch, 2018). People often click "agree before accessing, reading, and 

understanding digital service policies, and the length of terms of service and 

privacy policies may be contributing to these policies’ ignoring behaviours" (Obar 

& Oeldorf-Hirsch, 2018, as cited in Obar, 2022).  

It seems that users are unable to protect themselves from privacy 

violations. Cocozza (p.365, 2014) raised an interesting question:" How much 

control over personal freedom users must give up to access and participate in a 
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world steeped in social media?" The "power imbalance between the user and the 

service provider in the regulative change process is a step in the wrong direction" 

(Bechmann, 2014). However, the contemporary social media ecosystem is still 

continuing on the same erroneous path by embedding unequal and unfair 

statements in agreements to exacerbate power disparities. 

TikTok Data Collection and Storage 

Private data can be considered a valuable resource, as Sherman (2022) 

described it, "TikTok is disguised as a social media that purposefully gathers user 

data." When data mining occurs on TikTok, it "may raise privacy issues as users' 

details are generally disclosed and monitored, but no one is certain how TikTok 

uses collected data" (Omisola, 2022). "The recommendation system is a 

proprietary technology that helps make each social network unique, and TikTok 

without exception kept its algorithms secret" (Newberry, 2022). TikTok also 

collects controversial data, such as "unique biometrics and personal digital 

replicas of appearance, behaviour, and expression, and such data is comparable 

to fingerprints as they can help others identify, surveil, and profile people of 

interest" (Wouters & Paterson, 2022). Furthermore, Neyaz (2020) disclosed 

TikTok may share information with “various third parties without clarifying the 

usage in detail and does not encrypt the videos and thumbnails while transferring 

it from senders to receivers,” which makes private information become 

vulnerable. Users' privacy concerns are exacerbated by uncertainty and unknown 

platform behaviour, yet there is no practical approach to mitigate such issues. 
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Privacy is "an ever-evolving, locally-constructed phenomenon” (Abukhodair & 

Vieweg, 2016), but current "regulation and institutional efforts are not enough to 

protect online users from online privacy incidents" (Chai et al., 2009). 

Technology provides social platforms with the possibility of endlessly 

storing private data; thus, further promoting the idea that once users enter the 

online spaces, their digital behaviours are constantly being recorded and stored, 

and “the deletion of online information is difficult to apply in practice” (Weber, 

2011). The inability to delete private data keeps users trapped in the online world, 

and the collected data "may be crawled and utilized for a variety of purposes, 

including user/usage profiling and behaviour prediction" (Mitrou, 2014) that 

further possibly leads to privacy concerns. 

The Potential Harms of TikTok’s Uses of Personal Data: 

There are many consequences involved with TikTok's data practices. Obar 

and Mcphail (2018) indicated "big data-driven automated decision-making 

expands and exacerbates discrimination, making us all susceptible to 

inaccuracies, illegalities, and injustices." TikTok algorithms accompany tailoring 

content to “categorize users on the app into various identities, articulating what it 

means to be of a certain social identity, and actively suppressing content related 

to marginalized social identities” (Karizat et al., 2021). Simpson & Semaan’s 

study (2021) found that "TikTok's For You Page algorithm constructs 

contradictory identity spaces,'' that both support marginalized groups and also 

transgress and violate the identities of these users, and individuals who are 
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viewed as “too unattractive, poor, or disabled” (Boffone, p. 29, 2021) are often 

discriminated against. The content that is created by individuals who belong to 

such communities is often demoted, which reinforces the idea that TikTok has the 

authority to restrict or eliminate any subordinate groups. 

TikTok was not promoting personal diversity, and it has admitted to 

"shadow-banning or otherwise suppressing content created by people from 

LGBTQ+ communities, intersex, fat, disabled, and racialized people" 

(MacKinnon, 2021), and such actions deprive them of their basic rights as well as 

show "the discriminatory potential of algorithmic decision-making, as well as the 

law's inability to confront prejudice in the complicated domain of algorithms" 

(Selmi, p. 615, 2021). 

TikTok secretly collects data from all populations, it was also “accused of 

collecting children's personal information, such as their phone numbers, exact 

locations, and biometric data, without the consent or knowledge of the children or 

their parents" (Altuglu et al., 2022). Harriger et al. (2022) revealed that TikTok is 

"aware of the harm and negative impact posed by their implementation of social 

media products and algorithms, particularly on the mental health and body image 

of young, vulnerable users." Youngsters are unconsciously influenced by social 

media algorithms, and Albrechtslund (2008) further argued that they apparently 

need to be “trained in a code of conduct with regards to online activities to learn 

how to protect themselves.”  
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Most users are often unaware of the potential implications of TikTok's data 

collection. Roth et al.'s (2021) study showed that if the TikTok users "had known 

about the potential harm, they would not have engaged in certain online 

activities." TikTok users "are often young" (Montag et al., 2021) between the ages 

of "20-29" (Yang et al., 2019), but Ellis et al. (2022) revealed that "young people 

were not concerned about privacy and security in general, or that any apps on 

their smartphones could track their location." TikTok is mainly used by young 

individuals, which further leads such a population to become more vulnerable to 

potential harm. 

There are many online harms involved in data collection, and online harms 

are “often repetitive, permanent, searchable, widely shared, and cumulative, 

resulting in an amplification of injury” (Liane & Cooper, 2021). Other possible 

consequences include “identity theft, financial loss, and information loss” (He, 

2013) as a result of social media platforms' abusive usage and sharing of data. A 

person’s digital dossier can betray them in the physical world, resulting in harms 

like “the denial or loss of employment, shame and embarrassment, denigration of 

reputation, or merely exposure in an unwanted light, and the only way to control 

the dossier or reverse the caused harm is to participate actively in shaping it, 

rather than renounce entirely online participation" (Sánchez Abril et al., 2012). 

Users appear to be imprisoned in the online world once they consent to enter it; 

additionally, the strategies employed by “social networking have resulted in user 

confusion as to what information is accessible to the public, thus exposing them 
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to an unnecessary risk of harm" (Powell, 2011). "It is important to take into 

consideration the perception of privacy held by the individuals using the site" 

(Hudson & Bruckman, 2004; Bowker and Tuffin, 2004; Elgesem, 2002, as cited in 

Merriman, 2014) as social media platforms "can exert only limited control over 

user activities and cannot force users to exercise good judgment" (Koohikamali et 

al., 2017). 

The governmental legal provisions could regulate the behaviour of social 

platforms to a certain extent, but Zenone et al. (2021) argue that “TikTok’s 

commercial and political activities still need to be monitored to ensure 

accountability of its platform and actions.” Tan and Ta (2021) suggested that “the 

collection or processing of personal data should be a “concise, transparent, 

intelligible, easily accessible form, and should be stated in clear and plain 

language.” This would further grant users more autonomy over their private data 

and reduce the possibility of potential harm.  

Theoretical Framework 

 Zuboff (p. 11, 2019) introduced the concept of surveillance capitalism, 

which refers to an economic system centred on the commodification of personal 

data, and its core purpose is profit. Surveillance capitalism translates online 

interactions into behavioural data (Zuboff, p. 13, 2020) and it functions through 

extraordinary disparities in power and information (Zuboff, p. 16, 2020). In the 

digital environment, surveillance capitalists seize power and control, promising 

the appeal of boundless information and countless ways to anticipate our 
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demands and alleviate the problems of our busy lives (Zuboff, p. 41, 2020). 

Under this new system, the very instant that our demands are satisfied is the 

exact moment that our privacy is being taken away for behavioural data and the 

economic benefit of surveillance capitalists.' (Zuboff, p. 41, 2020). 

In the context of surveillance capitalism, social media companies are 

composed of unanticipated and sometimes undetectable systems of extraction, 

commodification, and control that successfully isolate people from their own 

behaviour while creating new markets for behavioural prediction and modification 

(Zuboff, p. 75, 2015). The user's digital persona is continually being improved as 

a result of data mining by the technology company. Whether it is because users 

intentionally share, or because of the passive sharing of their electronic devices, 

companies are accurately learning the behaviours of these users to dominate the 

market and achieve profitability. Users provide their private information to social 

media businesses for free, and social media companies promptly collect such 

data to improve the effectiveness of their algorithms (Zuboff, p. 51, 2020).  

The essence of capitalism is to plunder resources by abusing power, and 

surveillance capitalism originates in the act of “digital dispossession" (Zuboff, p. 

71, 2020). The balance of power in surveillance capitalism is unachievable; if 

platforms and users aim to have more balanced relationships, “there would be 

financial risks and possibly ineffective for social media organizations to charge 

consumers for services " (Zuboff, p. 53, 2020). Surveillance capitalists' operations 

are hidden from the public view to exacerbate power disparities by relying on 
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behavioural data privatization and gathering to achieve the power of knowing 

everything about everyone. Individuals who use digital devices are subject to new 

types of control, and privacy violation becomes a predictable part of social 

inequality. Its defence demands a "reframing of privacy language, legislation, and 

judicial reasoning" (Zuboff, p. 127, 2020).  

The utopian dream of surveillance capitalists is complete freedom. They 

do not wish "to be bound by the disciplines typically imposed by the private 

market realm of corporate governance or the democratic realm of law" (Zuboff, p. 

71, 2020). Because such laws pose an existential danger to their operations, they 

strenuously push to abolish online privacy protection, limit regulations, weaken 

privacy-enhancing legislation, and resist every attempt to circumscribe their 

methods (Zuboff, p. 74, 2020). 

Surveillance capitalist holds the ultimate power. The survival and success 

of surveillance capitalism depend upon “engineering collective agreement 

through all available means while simultaneously ignoring, evading, contesting, 

reshaping, or vanquishing laws that threaten free behavioural data” (Zuboff, p. 

74, 2020). By providing cynically conveyed terms-of-service agreements with 

similarly obfuscated and opaque clauses, the surveillance capitalists claim the 

right to manage behavioural data and ignore considerations of "individuals' rights, 

interests, awareness, or comprehension" (Zuboff, p. 120, 2020). They also 

reinforce their authority, legitimacy, and power by "camouflaging their purpose 
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with illegible machine operations, sheltered secretive corporate practices, and 

mastering rhetorical misdirection in legal compliance" (Zuboff, p. 128, 2020).   

The individuals who are willing to enter the social media spaces all must 

expect to be tracked and monitored in exchange for rewards such as 

“convenience, safety, and services” (Zuboff, p. 82, 2015). The privately 

administered system of surveillance capitalism is perpetuated by unilateral rights 

(Zuboff, p. 83, 2015), and surveillance capitalists exist in the absence of 

legitimate authority and are largely free from detection or sanction (Zuboff, p. 83, 

2015). The users have to agree and obey the rules created by the social media 

owners to retain their status of being a community member and can not have 

unacceptable behaviours that challenge the sovereignty power; otherwise, they 

will be deprived of the right to use platform services. 

 The laws allow the surveillance capitalists to legalize the actions of 

invading and utilizing users' private information, and they apply the law to 

"advance their social goals by enticing the subordinate groups into legal 

strategies" (Lobel, p. 939, 2007). The law has created a power hierarchy that 

"protects capital owners and alienates subordinate people to ensure security and 

social order that permits capitalism to continue producing and exploiting" 

(Bannerman, p. 18, 2020). The exploitation of users by social media companies 

depends not only on the creation of laws by social platform owners, but also on 

how technology and power are possessed and used in the existing system. It is 



MA Major Research Project - Boxi Chen                                                                                                     
22 

 

crucial to investigate how unbalanced power dynamics exist in such a system 

and also discover the possible ways to restore equality on social media. 

Knowledge Gap 

Are users able to have full control over their personal data? Clearly, the 

answer to the question is no. TikTok has rarely been examined through the lens 

of surveillance capitalism and the harms it potentially brings on its users. Users 

typically forgo reading the privacy policy because its acceptance is a premise of 

accessing the free service, which further shows that TikTok is maintaining an 

unfair relationship with its users, but does not indicate how unbalanced 

relationships are. Faced with the challenge of big data to personal privacy 

information, users reluctantly upload their private information to the Internet, and 

their privacy is being invaded.  

There is extensive research showing that TikTok's success is due to its 

algorithms, and the company implements the algorithms to collect private data for 

various purposes, such as advertising, to obtain economic benefits. All social 

platforms infringe on user privacy, and users are aware of privacy invasions such 

as private data collection, but they are unsure of what kind of data is being 

collected or used. Most TikTok users are teenagers and young adults, but they 

do not typically hold the perception of harm from abandoning their privacy. TikTok 

users may experience various harms as a result of the loss of privacy and 

excessive usage of TikTok, but have little idea about the potential consequences 
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that these harms could have on their offline lives. I hope my project contributes to 

the field of power relationships, data collection and usage, privacy policy, and 

privacy harms on TikTok, and further encourages the public to value their privacy. 

Methodology 

 For the method for my research project, I carried out an evaluation of 

users’ usage of TikTok. I used McMaster LimeSurvey as my survey platform. I 

recruited participants through online social media platforms; I joined relevant 

online communities (TikTok Canada, TikTok Growth Tips, and Best of TikTok) on 

Facebook to send out surveys. Since social media platforms such as Instagram, 

Twitter, and TikTok have a character limit, I shared a picture that consists of all of 

the necessary information and commented on any posts that are relevant to 

TikTok and privacy to allow potential participants to access the survey on those 

platforms. Another place that I recruited participants is through sub-forums 

(r/SampleSize, r/SurveyCircle, r/takemysurvey, etc.) on Reddit, which were great 

spaces to reach a large number of possible participants. 

I received responses from 59 participants, and the participants were 

recruited by answering a list of screening questions to determine their age, 

location, language, and use of TikTok in order to verify their eligibility for the 

study. They also had to agree to the required forms such as a Letter of 

Information and a Consent Preamble to be qualified to participate in the research 

study. The survey would take approximately 10 minutes for the participants to 

complete, and the survey included both multiple-choice and short-answer 



MA Major Research Project - Boxi Chen                                                                                                     
24 

 

questions to test the usage of TikTok, the user’s understanding of privacy, 

perceptions of the privacy policy, and possible harm from privacy invasions. 

Participants were given the opportunity to avoid any items that they were 

uncomfortable answering. The survey data was collected through the online 

survey platform in both quantitative and qualitative form, and I was responsible 

for analyzing the data using both statistical analysis and textual analysis. 

A low survey response rate, trouble reaching potential participants, 

recruiting posters being removed by the online community moderator, and the 

Instagram recruitment account being blocked were some of the challenges 

encountered while doing this research. This study did not involve compensation 

to be awarded to the participants who participated in the survey. As a result, the 

individual's enthusiasm for this questionnaire was not high, and I was not able to 

receive 100 responses as I had expected. A number of 204 survey participants 

did not pass the screen questions, either because they are not TikTok users or 

because they are not from North America. The online world is composed of 

individuals with different characteristics and from different areas of the world, and 

the shortage of suitable participants might be another reason that completed 

survey responses were lower than expectations.  

Furthermore, the recruitment posts that I published on those Facebook 

online communities were removed due to violating the rules established by the 

community administrator. I had to join other relevant online communities 

(Research Survey Filling, Survey Sharing, Survey Exchange, Surveys Focus 
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Group for Canada & US, Pls Do My Survey, Student Survey Exchange, and 

Research Survey Exchange Group) to recruit participants, but fortunately, the 

survey received enthusiastic responses in these communities. Lastly, Instagram 

has suspended my account for violating the platform's rules, and Instagram users 

are not permitted to publish survey recruiting postings. Nevertheless, because 

Instagram does not contain many social media and privacy-related topics and 

posts, I decided to abandon Instagram and concentrate my survey distribution 

efforts on TikTok, Facebook, and Reddit. 

The purpose of this study is to answer the following research questions: 

1) How unbalanced is the relationship that TikTok has established with its 

users? 

2) Are TikTok users aware of the type of data being collected? 

3) Are TikTok users aware of how TikTok uses their private data? 

4)  What are users' perceptions of the harm caused by the abandonment of 

privacy? 

5)  Have TikTok users experienced any kind of harm from TikTok's privacy 

invasions? 

By finding answers to these research questions, I hope the research can 

lead people to understand the importance of privacy while simultaneously 



MA Major Research Project - Boxi Chen                                                                                                     
26 

 

allowing them to realize the consequences of not valuing their privacy. I believe 

there is an urgent need to regulate social media platforms' abusive use of user 

data; furthermore, the implementation of transparent data collection or usage 

could aid users in having a more power-balanced relationship with the platform. 

Research Findings 

 After my survey was live for two weeks, the majority of responses came 

from Facebook, Reddit, and TikTok. However, the survey response on Twitter 

was not very encouraging, and it may be because my absence of Twitter 

followers makes me appear unreliable and leads people to believe that the 

survey is a fraud. Most participants identified themselves as females and males 

and are represented by White and Asian ethnic heritage. The majority of them fall 

into the age groups of 18 to 24 and 25 to 34 and typically hold at least 

undergraduate degrees. The majority of the participants were moderately 

addicted to TikTok, spending one to four hours every day on it. 56% of the 

participants use other short video apps with similar functions to TikTok, and the 

rest of the participants only use TikTok. 
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(Graph 1: Level of comprehension of the data collected by TikTok) 

Most participants hold a decent degree of understanding about the types 

of private information that TikTok collects, but their understanding was not 

comprehensive enough. TikTok gathers “approximately 21 distinct categories of 

private information from its users” (Privacy Policy, 2022); however, objects and 

scenery that appear in user images, the existence and location within an image of 

users' faces and bodies’ features and attributes, the text of the words spoken in 

user content, and keystroke patterns or rhythms were some common types of 

private information that many participants did not recognize. 

TikTok collects an excessive variety of information, maybe going beyond 

what is necessary for service development, and further commercializes such data 

for revenue and privatization. The technologies and algorithms are designed to 

render our experiences into data and typically occur outside of our awareness 

and consent, and the social media services are like digital interfaces that make 



MA Major Research Project - Boxi Chen                                                                                                     
28 

 

users' experiences available to become “a continuous of raw-material supplies for 

surveillance capitalism” (Zuboff, p. 152, 2020). Indeed, my research confirms 

that, in many cases, fewer than half of participants are aware of the types of data 

that TikTok collects. Users have unintentionally provided too much personal 

information to the operators of social media platforms; as social platforms 

accumulate more personal data, the power of surveillance capitalists is 

maximized. The surveillance capitalists unabashedly assert their rights as 

“conquerors’ plunder by scraping and stockpiling our behaviour data” (Zuboff, p. 

129, 2020), but users are powerless against such privacy exploitation and do not 

realize the type of data is being collected. 

 

(Graph 2: Level of concern about TikTok’s collection of various types of 

data) 
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 Participants were concerned about the fact that TikTok may have collected 

all of this information (Graph 1); 86 percent of participants were “slightly,” 

“somewhat,” “moderately,” or “extremely” concerned, and only 14 percent of 

participants are “not concerned at all.” 

Despite privacy concerns, it is unclear if TikTok genuinely gathers 

personal information for the aim of service enhancements or whether such data 

collecting is required owing to the opaqueness of TikTok's data analysis 

techniques. Nonetheless, participants expressed satisfaction with the 

personalized video streams created by TikTok employing algorithms, 

demonstrating the effectiveness of the algorithms in accurately understanding 

user preferences based on data analysis. 

 TikTok largely controls what TikTok users watch on the platform. Users 

are less likely to watch videos outside of their video feed because of TikTok's 

strategy of creating individualized video streams for each user. Approximately 

86% of the participants commonly agreed with the statement that "TikTok users 

are subject to TikTok's control and are compelled to watch only the videos TikTok 

wants them to watch while using TikTok." It indicates they acknowledge the 

unbalanced power relationship that exists on TikTok, but they continuously and 

actively engage in such power dynamics.  

 TikTok uses technology to analyze every inconspicuous detail to achieve 

the purpose of controlling user behaviour, and users have become accustomed 

to these behaviors. Surveillance capitalists have the ability to “change people’s 
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behaviour through carefully crafted and personalized content that resonates with 

them” (Zuboff, p. 178, 2020), and “personalization derives from prediction, and 

prediction derives from ever richer sources of behavioural data” (Zuboff, p. 178, 

2020).  

Users' future behaviour has been predetermined by the precision of the 

algorithms, and users trapped in the digital world due to the personal information 

that has been collected, analyzed, and cannot be erased. Zuboff (p. 164, 2020) 

disclosed that "the dark data continent of our inner life, our intentions and 

motives, meanings and needs, preferences and desires, moods and emotions, 

personality and disposition, truth-telling or deceit," is analyzed in creating 

personalized services and profit. “The mechanical intrusion behaviour of the 

surveillance capitalist is prosecuted under the banner of personalization" (Zuboff, 

p. 164, 2020), a term that can alleviate consumers' concerns about information 

collection while simultaneously masking the primary objective of data gathering. 

Even though some participants had found the reality behind the disguise, I argue 

they would still actively engage in such relationships due to their addiction and 

TikTok's powerful algorithms that reinforce the addictive behaviors.  
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(Graph 3: Level of the agreement to TikTok’s Terms of Use) 

 TikTok's Terms of Use is a prerequisite for using the service, but 

participants hold various extents of approval towards such legal agreements. The 

majority (60 percent) of participants agreed with TikTok's legal documents in a 

moderate way (slightly or somewhat). At the same time, only 12 percent fully or 

“extremely” agree indicating that most users do not totally agree with all of the 

statements made in the legal agreements. Should consent obtained in this way 

be considered valid? To be bound in a legal relationship, “both parties must 

consent” (Spann, p. 233, 1989), but making the thin consent of clicking “I agree” 
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a requirement to access the service appears to disregard the nature of true 

consent.  

 The implementation of take-it or leave-it conditions in such agreements 

has left the users with the choice of accepting the unfair terms and using the 

tempting costless services, and "the ubiquitous terms-of-service agreements are 

the most pernicious component" (Zuboff, p. 38, 2020). Similar to other platforms, 

TikTok employs "the usual onerous terms to obtain an affirmation of consent" 

(Zuboff, p. 153, 2020) to use users' private information; furthermore, the 

consequences of agreeing to such a type of agreement could include: 

"oppressive privacy and security consequences in which sensitive information is 

shared, third parties for the purposes of analysis and ultimately for trading in 

behavioural futures markets, and actions that ricochet back to the owner in the 

form of targeted ads” (Zuboff, p. 153, 2020). TikTok constantly invades the 

privacy of its users and hopes to obtain the legal authority to fully monopolize and 

control user information in order to fully advance its business objectives. The 

agreements support TikTok’s owner, as a surveillance capitalist, establishing a 

contractual relationship, suppressing the users, and strengthening their power in 

the power dynamic by self-granting the right to manage users’ data.  
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(Graph 4: Whether participants have concerns about the information that 

Tiktok shares with third parties) 

 Fifty-eight percent of the participants have concerns about the information 

that TikTok shares with third parties; nevertheless, owing to a lack of 

transparency, users are once again uninformed of how third parties or TikTok 

utilize their personal information. 

Participants are somewhat divided in their views of TikTok's data collection 

and its relation to third party data sharing, but the majority (58 percent) of 

participants have concerns about TikTok sharing information with third parties 

(Graph 4).  

According to participants’ comments in their survey responses, many 

participants in the survey believe TikTok’s collection of private data has greatly 
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invaded their privacy. One of the participants suggested that "TikTok seems to be 

a data collection service thinly veiled as a social network," while another indicated 

that TikTok "collects so much data that it’s impossible to know whom they sell it 

to or what they use it for."  

One participant also offered an amusing personal anecdote about how 

TikTok tracks what "they verbally discuss on the phone, and then relevant items 

may begin appearing on their TikTok page," which he and his friend discovered. 

Another participant stated that "China has a poor reputation for keeping 

information safe and private," and TikTok, as software from China, is very 

controversial. Furthermore, some participants were "concerned with how many 

unseen methods these applications are gathering data and whomever they are 

selling it to without their knowledge," which demonstrates that TikTok raised 

public concerns about privacy. 

One respondent considered that "every application collects private data 

but offers no privacy protection in North America," which contributes to the idea of 

contemporary social media users being unable to defend their privacy. Certain 

participants also disclosed that they did not really care about their privacy or were 

happy with it as long as their information was not leaked; also, a few participants 

suggested that social media platforms must rely on profiting from private data to 

keep the platform running, and TikTok's collection of personal information has 

little impact on their daily lives.  
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Furthermore, another respondent stated that she is "very cautious with her 

online social media activities in order to avoid being targeted," therefore she is 

not too worried about her information being shared with third parties. She could 

see why some people are concerned about TikTok's data sharing and giving her 

privacy to TikTok and other social media causes her anxiety. She intended to be 

forgotten in the online world, but the digital traces she left behind and the 

information gathered about her made this impossible, as well as threatened her 

ability to preserve her anonymity. 

Within the framework of surveillance capitalism, social media platforms 

aim for "ubiquitous intervention, action, control, and achieve their power by 

modifying real-time actions in the real world" (Zuboff, p. 187, 2020). The vast 

quantity of personal data gathered by TikTok advances its ability to forecast 

users' future actions, such as influencing users' real-life consumption patterns 

through individualized advertisements and videos. Many participants have 

acknowledged the control and intervention of TikTok are a result of infringing on 

their private lives and becoming cautious about privacy protection. However, the 

private data that social media platforms share with their third parties, has the 

possibility of "these third parties sharing with other third parties, and so on" 

(Zuboff, p. 161, 2020), leading to infinite and unpredictable consequences. The 

incompetence of users and the acquiescence of TikTok's privacy violations 

encouraged TikTok's unscrupulous behaviour; TikTok unreservedly trespasses 
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on the privacy of its users, but keeps its operations secret from the public, 

reflecting the extreme inequality of power. 

 

(Graph 5: Whether participants think their privacy is being violated by 

TikTok) 

 Fifty-six percent of the respondents agreed that TikTok infringed on their 

privacy. However, there were opposing viewpoints that disagreed with statements 

that their privacy had been violated or their private information was not 

endangered. One respondent indicated that "he is fine with TikTok's algorithm 

using his actions on the platform to personalize his experience, but he does not 

agree with the action of TikTok collecting extra information on his phone or selling 

such information to third parties."  
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Furthermore, a few participants were horrified by the fact that TikTok 

knows about what they desire or that their behaviours have been discovered. 

TikTok collects too much information about its users, and it should not share the 

private information without "clearly stating what they will be sharing" or “with 

whom they will be sharing it.”  

In addition, some respondents were fine with TikTok invading their privacy, 

but just worried about "personal data being stored without the knowledge of lots 

of people," and were concerned that “TikTok users could be potentially 

manipulated.” Zuboff (p. 284, 2020) disclosed that “individuals are easy prey to 

manipulation, with barely any defence against manipulation and exploitation." 

Without reading the agreements and entering the online spaces, which have 

become the norm, users give up their freedom once they choose to ignore the 

agreements without fully understanding the potential repercussions. Such 

behaviors indirectly contribute to the development of manipulation, and the 

“addictive nature of social media also plays an important role in supporting and 

breeding the manipulation of users” (Zuboff, p. 284, 2020). People use social 

media to socialize but are manipulated by power, influenced by privately 

personalized information. However, not many of them are willing to give up their 

use of social media, further resulting in the continuation of manipulation. 

Lastly, forty-four percent of survey participants hold the perception that 

their privacy is not being invaded by TikTok, or even their private information is 

collected, it is safely stored and projected by TikTok. Although these participants 
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may not have been harmed by invasions of privacy and are unconcerned about 

TikTok's privacy protection, the rapid development of social media has made 

data-based privacy a far more complex issue. The data collected is not simply 

restricted to sharing within one party. Therefore, users should better protect 

themselves by strengthening their perceptions of privacy protection. 

Even while some participants do not really think TikTok is compromising 

their privacy or are comfortable with it, they undoubtedly are a part of TikTok's 

data collection. TikTok has concealed its algorithms to silently obtain personal 

information by evading users' understanding and right to informed consent and 

manipulating their behaviour by displaying tailored content. TikTok, algorithms, 

and surveillance capitalism guarantee continued benefits by encouraging 

prolonged user engagement, and users unwittingly controlled by tailored content 

to work towards the maximum profitability of TikTok. 
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(Graph 6: Participant's perception of the power dynamic between TikTok 

and its users) 

In the relationship between TikTok and its users, 71% of participants 

believed TikTok holds greater power than its users, which clearly shows that the 

majority of participants have acknowledged the unbalanced relationship. TikTok, 

under surveillance capitalism, operates through unprecedented asymmetries of 

knowledge and power, promoting rather than reducing social inequality. "Human 

consciousness itself is a threat to surveillance capitalism because awareness 

endangers the larger project of behaviour modification" (Zuboff, p. 196, 2020). 

TikTok is designed to keep users addicted to the streams of personalized 

content, and users unknowingly spend most of their free time generating vast 

amounts of exploitable data. 
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In order to fulfil users' demands, advanced algorithm technology not only 

accommodates users' viewing preferences but also stimulates their interest and 

ensures that users' desires can be satisfied. Senator Ervin (1974, as cited in 

Zuboff, p. 205, 2020) disclosed that behavioural modification techniques 

empower "one man to impose his views and values on others. Concepts of 

freedom, privacy, and self-determination inherently conflict with programmes 

designed to control not just physical freedom, but the source of free thought as 

well." TikTok and other algorithm-based platforms dream of ultimate control over 

users and their behaviour, and this excessive control breeds and reinforces even 

greater power disparities. Users' autonomy and privacy are gradually taken away 

while using social media, as they are unable to resist intrusions including control 

and exploitation, reinforcing the research finding that TikTok and its users have 

wildly unbalanced relationships. 
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(Graph 7: Participant's perception on whether TikTok can cause harm to its 

users) 

Forty-seven percent of the participants do not know or prefer not to say 

whether the information that is collected by TikTok can actually cause harm to the 

users. A small portion of participants (17 percent) believed that TikTok is 

harmless, but 36% of the participants believed TikTok can cause harm by 

invading users' privacy. Respondents who said TikTok does not cause harm 

often think that the private information collected is really not precise enough to 

cause harm, or that similar private information is collected by all social media 

sites and still has not caused them any harm. Respondents with opposing 

viewpoints were frequently concerned about harms like social, political, 

discrimination, identification, harmful addiction, and data security on TikTok; and 
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what would happen if their personal information was hacked and ended up in the 

wrongful hands. The hackers would “expose the user's private life to the public or 

possibly sell it to the highest bidder who wants to buy such private data.”  

Furthermore, one participant disclosed that she often encounters 

discrimination, which makes her feel a lack of validation of her body image on 

TikTok. It further indicates that the extensive involvement of TikTok's algorithm 

analysis affects users' perceptual body image and cognitive body image by 

constantly featuring such types of personalized content; In addition, users may 

feel frustrated about their body image by constantly comparing themselves to the 

perfect bodies shown in the videos. 

Another participant has revealed that he has seen "religious/cult recruiting, 

pyramid schemes, and right-wing propaganda advertisements are rising "due to 

TikTok's ability to track and identify specific audiences. He is concerned that his 

private data could ever be leaked or sold to such organizations, and TikTok's 

algorithms could further trap users in self harm feeds." The users are not able to 

reset the algorithmic recommendation and further become vulnerable to 

"malicious actors looking to make money off of them or recruit them into abusive 

situations." Lastly, one participant raised one interesting point regarding the 

addictive nature of the algorithms and the addictive behaviour to TikTok, which 

could result in a decrease in “the quality of life and detract from everyday 

responsibilities and social connections in real life." 
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Forty-four percent of the participants believed that TikTok is not essential 

for work, employment, or career goals and 56% of the participants had opposing 

viewpoints and felt TikTok is important to some certain extent. TikTok is believed 

to be important in maintaining social relationships, although 34 percent of 

participants disagree. In terms of finding or maintaining romantic relationships, 

65% of the participants suggested that TikTok is not important or slightly 

important in such relationships. Many participants did not spend money on 

TikTok to buy digital currencies or had ever cashed out the digital currencies. 

Exceptionally, 17% of the participants disclosed that they have spent money and 

cashed out the digital currencies on TikTok, which leads to the idea that TikTok 

could possibly become a money-making tool for users. 

Forty-seven percent of the participants said they would lose nothing if they 

quit using TikTok, while 53% of the participants expressed that they would lose 

friendship, entertainment, happiness, and cultural knowledge. TikTok is a video-

sharing network that lets users share the entertaining elements of their lives, 

which helps to strengthen social bonds. Participants may feel excluded during 

conversations since many people around them remain to use TikTok and discuss 

intriguing trends, implying that peer pressure is one of the key reasons why some 

individuals continue to use TikTok. A handful of the participants also mentioned 

that TikTok helps them stay informed about the current prevailing trends across 

the world and that it also helps them engage in real-life conversations or 

enhances their ability to "fit in" with their age group. 
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I argue that users have an addiction to TikTok despite the fact that TikTok 

is moderately essential to people's daily lives. Other social media platforms can 

also provide users with the services that TikTok offers, but why are users only 

keen on using TikTok? TikTok allows users to “get rid of boredom and 

monotonous time” (Kaur, 2020) and to "escape from realities and find a moment 

of gratification or satisfy the desire to socialize by allowing the users to show and 

share between friends" (Yang, 2020). "Self-expression, social connection, and 

escapism are important indicators of users’ TikTok usage” (Omar & Dequan. 

2020), and TikTok further “manipulates the reach of user‐ generated content 

through algorithmic or regulatory means” (Zeng & Kaye, 2022) to encourage 

TikTok addiction in users.  

Personalized content distribution strategies are intimately tied to people's 

addiction to TikTok. Surveillance capitalists aim “to consume the maximum 

possible amount of users’ time and consciousness and make users never have to 

look away" (Zuboff, p. 283, 2020). It is feasible to more accurately guess and 

forecast users' preferences by continually gathering private data and upgrading 

algorithms, which will further improve users' frequency of software usage and 

foster their continued attention and dependency. Although it does not appear that 

users must pay to use TikTok, social media has turned users' privacy and 

attention into commodities. The users have been "lured to the social mirror, their 

attention riveted by its dark charms of social comparison, social pressure, and 

social influence. As they fixate on the crowd, the technologically equipped 
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commercial harvesters circle quietly and cast their nets" (Zuboff, p. 292, 2020). I 

contend that users of technology frequently lose the ability to ponder and 

question, as well as the perception and resistance to possible danger, due to 

their naive optimism and dependency on it. Although technology has made our 

lives more efficient and convenient, we still need to free ourselves from the grip of 

surveillance capitalists to ensure our basic rights. 

Overall, most participants felt their privacy was being invaded and thought 

that TikTok had maintained some kind of unbalanced relationship with them 

based on its legal agreements. They have to be controlled by TikTok in exchange 

for its free service, which includes being forced to view the personalized videos 

prepared by the algorithms. Many respondents were aware of some implications 

of TikTok's collection of private data and sharing of personal information, but 

were unaware of the full extent of the harm that such actions would cause. The 

majority of participants used TikTok as a source of amusement to pass the time, 

but they did not completely agree with TikTok's data practices or legal policies. 

Due to a lack of transparency with data practices and incapability in the power 

dynamic, users could not protect their privacy from being invaded.  

Conclusion 

 From conducting the survey research, I am delighted that I have received 

enough responses that allow me to answer my research questions. TikTok has 

established a very imbalanced relationship with its users by embedding unfair 

statements in legal agreements in order to restrict the users' power. Many users 
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acknowledge the existence of such power dynamics, but they still insist on 

engaging in such relationships to sacrifice their privacy for purposes such as 

entertainment. Most users do agree that they are being compelled to watch 

personalized videos created by TikTok's algorithms, but they do not have the 

power to resist it other than by quitting the application completely. Users are 

moderately satisfied with TikTok's legal agreements and also moderately 

concerned about the privacy threats or possible harm that TikTok poses, maybe 

because they have never been harmed as a result of TikTok's actions, and their 

attitudes might change if they had experienced such circumstances. 

Participants had just a rudimentary comprehension of TikTok's legal 

provisions, and they did not know much about the specific types of private data 

obtained by TikTok. In fact, not only TikTok, but many social media sites are also 

infringing on the privacy of users by recording personal information for the 

purpose of obtaining economic benefits. Furthermore, TikTok users are aware of 

the usual uses of their personal data by TikTok, which include personalized 

advertisements and video streams. However, they are worried about the 

information TikTok provided to third parties and how those third parties used it, as 

TikTok does not indicate the identities of third parties or how they would use the 

information lawfully in its Privacy Policy (2022).  

Faced with the prospect of personal private information on social media 

platforms, users should not publish personal data to the Internet carelessly. The 

virtual environment of social media, one can display one's true self, yet there is 
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no distinction between the virtual and actual worlds, individuals share the same 

self in both worlds. Even some of the users may not care about their privacy or 

have to use TikTok due to personal reasons. I hope social media users should 

strengthen their understanding of personal privacy protection to safeguard their 

interests. Before consenting to any conditions and engaging in any relationship, 

they should carefully comprehend and understand the applicable legal 

statements to determine whether engaging in such a space is appropriate. 

 The perceptions of the harm among TikTok users are generally two-sided: 

one side believes TikTok must collect private information to optimize the user 

experience and share the private data with third parties to ensure the platform's 

operation. Another side argues that TikTok collects too much information about 

its users beyond the purpose of providing services and that TikTok's data 

procedures involve data security issues that might expose users to varying 

degrees of risk. Both sides make reasonable arguments, but the operation of 

social networks and the preservation of users' privacy are fundamentally 

contradictory. Social platforms need to mine users' private data to maintain 

operations, so the behaviour of users sacrificing private information is inevitable 

to a certain extent, and the resulting potential harm is also unavoidable. However, 

I think that by educating people about privacy protection and reinforcing the 

notion of the importance of privacy, the likelihood of privacy harm will be 

considerably decreased. 
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 TikTok users of this research have highlighted a number of potential 

consequences of TikTok's privacy, including invasion: social, political, 

discrimination, identification, harmful addiction, and data security. They are 

worried that data collection and transmission could result in private data leakage 

that would further damage them in economic or social ways. The utilization of 

one-sided algorithms can trap users in self harm video streams and possibly 

influence them into joining undesirable organizations or engaging in harmful 

behaviour. TikTok's algorithm can accurately understand users' interests and 

behaviours by analyzing their private information, resulting in users becoming 

addicted to the application, which has a negative impact on their lives by harming 

real-life social interactions and creativity. There is still much potential harm left to 

be discovered, but I think to reduce the occurrence of harm is to regulate TikTok's 

data practices, increase the transparency of data processing, and empower 

users' autonomy in managing their private data. It is critical to monitor social 

media platforms' inappropriate use of user data; also, implementing transparent 

data gathering or utilization might help consumers have a more power-balanced 

relationship with the social media platforms. 

The systems under surveillance capitalism are successful due to 

"structural independence from people, collectivist ambitions, and the necessity of 

sustained exploitation" (Zuboff, p. 319, 2020). Zuboff (p. 320, 2020) used 

“tyranny” to describe the surveillance capitalists, where they rule "in accordance 

with their own will and interest, rule one against all, and oppress the powerless 
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individuals." They use the power of technology and data privatization to control 

individuals' behaviour with "irresistible inducements and the replacement of 

legitimate contract, the rule of law, politics, and social trust with a new form of 

sovereignty and its privately administered regime of reinforcements" (Zuboff, p. 

320, 2020). Their behaviours are "unlikely to be altered" (Zuboff, 2015), but how 

can powerless conformity secure their rights or ensure democracy?  

It is our responsibility to correct the misbehaviours of surveillance 

capitalists and "never forfeit a human future to powerful companies and rogue 

capitalism that fail to honour our needs or serve our genuine interests" (Zuboff, p. 

324, 2020). Surveillance capitalism has promised to meet our needs for an 

effective life, but it has also “usurped so many of our rights in these domains. It is 

a scandalous abuse of digital capabilities, and it is not contributing toward a 

human future" (Zuboff, p. 324, 2020). George Orwell (1946, as cited in Zuboff, p. 

325, 2020) indicated that individuals are accompanied by "cowardice and partly in 

the worship of power, obeying the instinct to bow down before the conqueror of 

the moment, to accept the existing trend as irreversible." Surveillance capitalism 

and its instrumentation power seem to be invisible, but we should never stop 

resisting the unfairness rather than surrendering. Zuboff (p. 326, 2015) demands 

surveillance capitalism to "operate as an inclusive force bound to the people it 

must serve and defend their rights to become a genuine democracy." Even 

society is structured in such an unfair way, and individuals may recognize they 

are powerless in the face of the privileged capitalists. As members of the digital 



MA Major Research Project - Boxi Chen                                                                                                     
50 

 

world, we should not admit our fate, and we all need to fight back and reclaim 

what belongs to us. 

Whether it is through using a VPN or other privacy-protecting software or 

by avoiding the customized information that the algorithm suggests, it is 

impossible to fully restore equality. Social media and algorithmic technologies 

exist to control and exploit the information of their users. However, I believe 

reducing the frequency of social software use and relying on personal self-control 

and motivation, or more cynically, resisting the temptation to use the 'free' social 

media services can possibly resist the domination. Is the inability to put down 

your phone causing addiction? Is social media just a tool we use? Are algorithms 

and technologies neutral? All social media platforms are merely attention-

grabbing social tools, packaging users into commodities that are sold to 

advertisers. If we do not recognize and agree with the same truth, we cannot be 

united and cannot find solutions to any problem.  

Surveillance capitalism becomes even more vicious as its system destroys 

the users it depends on, through constant invasion of privacy, but the problem 

might be solved through collective solidarity resistance. I think if people resist and 

coordinate to delete or stop using their accounts to boycott a social media 

company, it could give users some leverage to make their demands. But new 

questions have arisen: TikTok has billions of users and how many people does a 

social media boycott need to derail a giant like TikTok? Would such a boycott be 

successful in addressing social media privacy violations? Investigating 
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companies' data practices, imposing fines for violations, and working to 

strengthen privacy protections are other solutions, but did they really work? 

I classify this research as a pilot study, which may be defined as a "small 

scale version[s], or trial run[s], done in preparation for the big study" (Polit et al., 

2001, as referenced in Van, 2011) or "trying out or pre-testing a specific research 

instrument” (Baker, 1994, as cited in Van, 2011). I did not obtain enough replies 

to qualify as a large-scale research study since my research does not have 

substantial funds to compensate participants for their effort; but, I did receive 

enough responses to classify it as a trial or to offer valuable insights for the 

prospective large-scale study on such topics.  

Future research into TikTok and other prevailing social media studies 

should focus on the methods to regulate the legal agreements to create a power-

balanced model on social media, innovate a new privacy boundary consensus 

and establish a reliable privacy protection mechanism. Users, TikTok, and legal 

authorities must look forward to the future rather than merely their own short-term 

goals and collaborate to create systems that may possibly benefit all parties. 
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