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Lay Abstract 
 

How immature neurons coordinately refine their excitatory and inhibitory inputs is a 
fundamental question in developmental neuroscience. Lateral superior olive (LSO) is a 
model system for this question. Principal neurons in mature LSO receive excitatory and 
inhibitory inputs that are precisely matched for stimulus frequency. This sharp frequency 
alignment of the two phenotypically different inputs is achieved during postnatal 
refinement, including synapse elimination and strengthening and changes in neuronal 
morphology. Synapse redistribution may also contribute to the refinement. Here, I 
investigated the developmental distribution of excitatory and inhibitory synapses in 
prehearing rats. Before hearing onset, the distribution of excitatory and inhibitory 
synapses shifted in complementary directions in the absence of acoustic activity.   
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Abstract 
 

Principal neurons in the lateral superior olive (LSO) receive excitatory input from the 
anteroventral cochlear nucleus (AVCN) and inhibitory inputs from the medial nucleus of 
the trapezoid body (MNTB). These two phenotypically different inputs arriving at 
individual neurons in mature LSO are precisely matched for stimulus frequency. 
However, in the immature LSO, excitatory and inhibitory inputs arriving at individual 
neurons are crudely matched for stimulus frequency. During postnatal development, 
both excitatory and inhibitory pathways undergo substantially physiological measurable 
refinement before hearing onset, presumably under the guidance of spontaneous 
activity generated in the immature cochlea. In the neighbouring nucleus, MSO, inhibitory 
synapses are redistributed toward the soma, arguably through an experience-
dependent manner. Here, in LSO, I investigate how excitatory and inhibitory synapses 
are redistributed before hearing onset. 
 
In order to do so, I implemented hardware to label single cells in acute living slices, 
Matlab scripts to segment synapses in 3D, and Matlab scripts for spike sorting and firing 
state reconstruction (not reported here). Using the tools that I developed, I investigated 
the developmental distribution of excitatory and inhibitory synapses in prehearing LSO. 
 
At birth, excitatory synapses surprisingly outnumbered inhibitory synapses at the soma 
and the proximal dendrite. In the ensuing week, before hearing onset, while excitatory 
synapses are redistributed away from the soma, inhibitory synapses are redistributed 
toward the soma, such that by hearing onset inhibitory synapses outnumber excitatory 
synapses at the soma and the proximal dendrite.  
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Glossary 
 

Critical period 

 a time window during which if the sensory system is not exposed to normal 

sensory experience the organism fails to gain proper sensory function.  

Electroporation 

 a method to deliver dyes and/or genetic materials into cells with the application of 

electrical field.  

Immunostaining 

 a method that uses antibodies to detect specific antigens (usually proteins). In 

the context of this thesis, I used fluorescent antibodies to label synaptic proteins so that 

I could image the fluorophores with confocal microscope.  

Neural circuit 

 the connection(s) between neurons that when activated can perform a specific 

task. 

Neuronal reconstruction 

 the process of creating a model (often in 3D) to allow neuroscientists to evaluate 

biophysical properties of the neuron, including dendritic length, dendritic branches, 

dendritic diameter, etc. 

Patch clamp 

 a technique developed by Neher and Sakmann to study the subthreshold 

electrophysiological response of a cell or a patch of cell membrane. Can be used to 

measure current flowing through ion channels or changes in membrane potential of the 

cell or patch of membrane.  

Plasticity 

 the phenomenon in which a neuron, neural circuit, or neural system changes its 

behavior as a result of experience (i.e., neural activity). Synaptic plasticity for a neural 

circuit involves a change in strength of synaptic connections in the circuit, as a result of 

previous neural activity.  

Receptor subunit 

 the building block of a receptor (protein complex). Different receptor subunits 

may have different functions (e.g., ligand-binding, voltage-sensing, ion selectivity…).  

Spine  
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a small protrusion from the dendritic shaft. For many neurons, spines are 

associated with excitatory synapses (though not for aspiny neurons such as LSO 

principal cells) 

Tonotopy 

 a topographic arrangement found in most stages of the auditory system. This 

arranges maps the frequencies of auditory stimuli onto neural tissue, preserving 

nearest-neighbour relationships, in an orderly fashion. The result is that a ‘tonotopic 

axis’ can be determined, along which stimulus representation increases from lowest to 

highest frequency. Thus, as we move along this axis, we continue to encounter neurons 

that respond preferentially to tones of higher and higher frequency. 
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1 Chapter 1: Introduction 
1.1 Circuit refinement at excitatory synapses 
 
Neural circuits critically depend on the connections between neurons, which determine 
the tasks the circuits can perform. These connections between neurons are not 
hardwired, however, and can be substantially altered by neural activity, especially 
during early life. As postulated by Hebb, the repetition of activity in neuron A that 
continually causes the firing of neuron B can increase the ability of neuron A to cause 
neuron B to fire (Hebb, 1949). Hebbian activity-dependent plasticity has been implicated 
in the refinement of many neural circuits.  
 
Within the central nervous system (CNS), glutamatergic synapses constitute the primary 
type of excitatory synapse. Glutamate activates cation-permeable ionotropic glutamate 
receptors, including α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors 
(AMPARs), N-methyl-D-aspartic acid receptors (NMDARs), and kainate receptors (For 
review, See Traynelis et al., 2010). Binding of two molecules of glutamate causes direct 
activation of AMPARs. Activation of NMDARs, in contrast, requires the binding of both 
glutamate and its co-agonist glycine, and it additionally requires the removal of Mg2+ 
that normally blocks the channel pore in the resting state. Thus, glutamate binding, 
glycine binding, and membrane depolarization are all required for Ca2+ influx through 
NMDARs (Mayer et al., 1984, 1987). Activation of both AMPA and NMDA receptors is 
required for canonical long-term potentiation (LTP), a form of Hebbian plasticity 
extensively studied at Schaffer collateral synapses in the hippocampus. 
 
Developmental activity-dependent refinement in sensory systems has been best studied 
in the visual and somatosensory systems. Rodents that use whisking behavior to 
explore their environment exhibit a specialized cytoarchitecture in corresponding areas 
of somatosensory cortex, where layer IV is organized in barrel-like structures (Woolsey 
and Van der Loos, 1970; Welker and Woolsey, 1974; Rice et al., 1985). Each barrel, a 
ring of cell bodies surrounding a ‘hollow,’ receives glutamatergic inputs from 
thalamocortical axons, each of which relays information from single whiskers. 
Neighbouring barrels, which receive information from neighbouring whiskers, are 
separated by a septum. Early studies showed that removal of whiskers at birth causes a 
loss of the corresponding barrels, suggesting that sensory activity is required for barrel 
formation (Van der Loos and Woolsey, 1973). Subsequent studies revealing that 
whisker manipulation is maximally effective when it occurs at birth (postnatal day 0 (P0)) 
and is less effective by P6, established a critical period for barrel formation between P0 
and P6 (Fox, 1992; Schlaggar et al., 1993). Several lines of evidence support a 
mechanistic role for activity-dependent glutamatergic transmission acting through 
canonical forms of LTP and LTD in critical-period plasticity in barrel cortex. First, genetic 
deletion of vesicular glutamate transporter 1 (VGLUT1) and VGLUT2 disrupts barrel 
formation, suggesting that thalamocortical axons require glutamatergic transmission in 
order to cluster (Li et al., 2013). Normal glutamatergic transmission shifts from mostly 
NMDAR- to mostly AMPAR-mediated transmission (Agmon and O’Dowd, 1992; Isaac et 
al., 1997). Furthermore, NMDAR-dependent LTP and LTD can be induced only during 
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the critical period for barrel formation (Crair and Malenka, 1995; Feldman et al., 1998), 
and NMDARs undergo a subunit switch from GluN2B- to GluN2A-containing receptors 
(Barth and Malenka, 2001; Lu et al., 2001). Finally, genetic knockout of NMDAR 
subunits GluN1 and GluN2B results in reduced spine density of layer IV neurons 
(Espinosa et al., 2009; Mizuno et al., 2014). Together, these results support a critical 
role for NMDAR-dependent plasticity in developmental refinement of barrel cortex.  
 

1.2 Circuit refinement at inhibitory synapses 
The two primary mediators of inhibitory synaptic transmission in the CNS are glycine 
and γ- aminobutyric acid (GABA). Glycine can activate chloride permeable glycine 
receptors (glyRs) (Young and Snyder, 1973), pentameric proteins with α and β subunits 
(For review, see Betz, 1992). Whereas α subunits can form homo-oligomeric glyRs, β 
subunits require co-expression of α subunits for hetero-oligomeric glyRs. GABA can 
activate chloride-permeable ionotropic GABAA receptors and metabotropic GABAB 
receptors. The GABAA receptors are pentameric with 19 genes for GABAAR subunit 
proteins (For review, see Olsen and Sieghart, 2009). The heterodimeric GABAB 

receptors are G protein-coupled receptors, with GABAB1 binding to ligand and GABAB2 
coupling to the G protein (For review, see Frangaj and Fan, 2018). Whereas inhibition in 
cortex and hypothalamus is accomplished through GABAergic transmission, brain 
regions in the retina, spinal cord brainstem, cerebellum, and thalamus can exhibit 
GABAergic or glycinergic – or mixed – transmission (Wassle et al., 1998; Sanes et al., 
1987; Van Den Pol and Gorcs, 1988; Decavel and Van Den Pol, 1990; Dumoulin et al., 
2001; Giber et al., 2015; Kubota et al., 2016).  
 
Some immature inhibitory synapses undergo a shift in the neurotransmitter used during 
development. Though the dorsal motor nucleus of the vagus (DMV) receives input from 
the Nucleus tractus solitarius (NTS) that is mostly GABAergic in adult (Travagli et al., 
1991), DMV neurons receive mixed GABAergic and glycinergic inputs during early 
development, with glycinergic transmission decreasing across development 
(McMenamin et al., 2016). A shift from GABA to glycine is common in various areas of 
the brainstem. For example, neurons in the lateral portion of the NTS initially receive 
purely GABAergic inputs, and gradually shift to receiving a mix of GABAergic and 
glycinergic inputs (Dufour et al., 2010). In the auditory brainstem, neurons of various 
nuclei – including spherical bushy cells of the anteroventral cochlear nucleus, principal 
cells of the medial nucleus of the trapezoid body, and principal neurons of the lateral 
superior olive – use predominantly GABAergic transmission in early life, followed by 
nearly purely glycinergic transmission in the adult (Kotak et al., 1998; Nabekura et al., 
2004; Awatramani et al., 2005; Nerlich et al., 2017). Although plausible schemata have 
been proposed for how the shift in neurotransmitter might influence developmental 
refinement (Gillespie and Kandler, 2009), the shift itself has not been well-studied, and 
its phenomenology and function remain poorly understood.  
 
As at other synapses throughout the nervous system, receptor subunits at inhibitory 
synapses undergo developmental changes in expression. In adult rats, glyRs with α1 
subunit are highly expressed in the spinal cord as well as inferior and superior colliculi 
(Malosio et al., 1991). In contrast, glyRα2 subunit expression is abundant at birth and 
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declines during postnatal development. In neonatal rats, GABAARs with α1 subunit 
exhibit low expression at birth and the expression level increases during development 
(Fritschy et al., 1994). In contrast, GABAARα2 subunit expression is widespread and 
abundant at birth but declines soon thereafter. As glyR α1 and GABAA α1 exhibit faster 
kinetics than the fetal subunits, the subunit switch in the inhibitory synapses underlies 
the acceleration of kinetics of inhibitory postsynaptic currents (IPSCs) (Takahashi et al., 
1992; Okada et al., 2000). 
 
As with glutamatergic synapses, many inhibitory synapses undergo activity-dependent 
refinement. In auditory brainstem, neurons of the medial superior olive (MSO) receive 
inhibitory inputs from the medial nucleus of the trapezoid body (MNTB). Individual axons 
from the MNTB arborize widely within the MSO of very young gerbils (Werthat et al., 
2008), such that inhibitory inputs landing on MSO neurons innervate both somata and 
dendrites at early ages (Kapfer et al., 2002). By contrast, in adult gerbils, axon arbors of 
the MNTB projection are narrowly confined, with inhibitory synapses found only on the 
somata of MSO neurons (Kapfer et al., 2002; Werthat et al., 2008). Unilateral cochlea 
ablation and omnidirectional noise rearing prevent this reorganization of inhibitory 
synapses in MSO, suggesting that activity is required for this refinement. Activity-
dependent developmental refinement of inhibitory synapses has also been shown in the 
visual cortex, where GABAergic basket cells innervate the somata and proximal 
dendrites of pyramidal neurons (Tamás et al., 1997). Although the GABAergic basket 
cells initially form multiple small synapses onto pyramidal neurons, only a subset of 
these synapses remain after many are eliminated during development (Wu et al., 2012). 
Genetic deletion of vesicular inhibitory amino acid transporter (VIAAT) prevents 
elimination of these early synapses, pointing to a requirement for GABAergic activity in 
synapse elimination (Wu et al., 2012). 
 
Although the phenomenon of long-term plasticity has been described for inhibitory 
synapses, the mechanisms of long-term plasticity are less well-understood for inhibitory 
synapses than for glutamatergic synapses, though a role for Ca2+ has been shown in at 
least some cases. Early results from sensory neurons of the dorsal root ganglion of 
bullfrog showed that Ca2+ influx could suppress the GABAAR-mediated Cl- conductance 
(Inoue et al., 1986) whereas a later study in mammalian tissue showed Ca2+ influx could 
transiently increase the amplitude of GABAAR-mediated current in Purkinje cells (Llano 
et al., 1991). These results established that inhibitory synapses could undergo long-
term plasticity that was either depressing or potentiating. In guinea pig hippocampus, 
tetanic stimulation in the striatum induces inhibitory LTP in CA1 neurons (Xie and 
Sastry, 1991). In the deep cerebellar nuclei, 10 Hz stimulation induces LTD of GABAAR-
mediated transmission that is abolished by application of a Ca2+ chelator (Morishita and 
Sastry, 1996). Stellate cells in the cerebellar cortex receive glutamatergic inputs from 
parallel fibres and can form autaptic inhibitory synapses (Pouzat and Marty, 1998). 
Parallel fibre stimulation induces at these autaptic inhibitory synapses an LTP that likely 
depends on NMDARs (Liu and Lachamp, 2006).  
 
Among the many developmental changes affecting inhibitory synapses, cellular 
changes in intracellular Cl- concentration are especially significant. Many biological cells 
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dynamically regulate intracellular Cl- concentration through an array of channels and 
transporters (Duran et al., 2010). For immature neurons in particular the balance of Cl- 
influx and efflux through Na+-K+-Cl- (NKCC) and K+-Cl- (KCC) cotransporters sets the Cl- 
reversal potential and hence the driving force for synaptic inhibition. In general, 
immature neurons, with low functional expression of KCC2, exhibit high intracellular Cl- 
concentrations, and the maturation of KCC2 expression shifts GABA- and/or glycin-
ergic inputs from their immature depolarizing phenotype to their normal hyperpolarizing 
phenotype (Rivera et al., 1999). The same is true in the immature LSO, where activation 
of GABARs and glyRs leads to Cl- efflux and postsynaptic depolarization (Ehrlich et al., 
1999). The developmental change of KCC2 expression switches glyR and GABAR 
activation from depolarizing to hyperpolarizing. Interestingly, KCC2 expression is itself 
influenced by glyR and GABAR activation (Ganguly et al., 2001; Allain et al., 2016), and 
KCC2 expression can also affect glyR expression (Schwale et al., 2016).  
 

1.3 Coordinate refinement of excitatory and inhibitory synapses 
Throughout the CNS, the coordination of excitation and inhibition enables the neural 
circuit to function normally. Mature neurons are robust to perturbation of inputs, and 
tend to actively restore excitatory/inhibitory balance (Salinas and Sejnowski, 2000); 
however, how the excitatory/inhibitory balance is achieved initially during development 
is not well understood. As discussed previously, excitatory circuit refinement has been 
extensively studied, and although less is known about inhibitory circuit refinement, some 
progress has been made. As to how a neural circuit coordinately refines its excitatory 
and inhibitory inputs, nearly nothing is known, and yet, coordinate refinement of 
excitatory and inhibitory inputs is a fundamental question for understanding 
developmental refinement. In this section, I will highlight some studies in the visual 
system and auditory system that have begun to explore this question.  
 
Coordinated refinement of excitatory and inhibitory inputs has been observed in the 
retina and downstream visual areas. Retinal ganglion cells (RGCs), the major output 
neuron of the retina, receive excitatory inputs from bipolar cells and inhibitory inputs 
from amacrine cells and send their output to neurons in lateral geniculate nucleus (LGN) 
(Levick et al., 1972; Wassle et al., 1998). Soto and colleagues genetically labelled 
excitatory and inhibitory synapses onto immature RGCs, estimated the ratio of 
excitatory to inhibitory synapses, and showed that RGCs maintain a stable excitatory to 
inhibitory synapse ratio throughout postnatal development, suggesting that RGCs 
coordinately refine their excitatory and inhibitory inputs (Soto et al., 2011). Neurons in 
the downstream LGN receive – in addition to excitatory inputs from RGCs – inhibitory 
inputs from local interneurons (Bickford et al., 2010). During postnatal development, the 
excitatory input convergence to neurons in LGN decreases while the inhibitory 
convergence increases (Tschetter et al., 2018). This complementary refinement of 
excitatory and inhibitory inputs may underlie the decrease in receptive field size for LGN 
neurons. 
 
Froemke and colleagues have characterized refinement of excitatory and inhibitory 
inputs in auditory cortex, showing that sensory experience drives the coordinated 
refinement of excitatory and inhibitory synaptic input (Dorrn et al., 2010). Whereas in 
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adult rat auditory cortex, inhibition is sharply tuned and is correlated with the excitation, 
in young rats, inhibition is largely untuned for frequency, and excitation and inhibition 
are uncorrelated. Exposing young rats to patterned auditory stimulation increases the 
correlation between excitation and inhibition, suggesting that the precisely coordinated 
refinement of cortical excitation and inhibition requires acoustic activity. The lab moved 
to slice studies to address mechanisms of coordinated refinement (Field et al., 2020). 
Using an array of stimulation electrodes to elicit individual EPSCs and IPSCs in 
pyramidal neurons, they investigated spike-timing dependent pairing of excitation and 
inhibition, showing that forward pairing could induce synaptic modification at multiple 
synapses, augmenting the correlation of excitation and inhibition. This heterosynaptic 
plasticity was mediated by Ca2+ transients in dendrites and was blocked by the 
application of APV, suggesting that the NMDAR-mediated Ca2+ transients are required 
for this heterosynaptic plasticity.  
 

1.4 Auditory brainstem circuitry 
For many animals, positional auditory information critically underlies survival and 
communication. For example, the ability to segment auditory objects from a noisy 
background, which many organisms rely upon for navigation and/or prey capture, 
crucially depends on the ability to localize sound sources. A diverse group of mammals, 
including bats, cetaceans, and shrews, among others, and some birds, produce and 
analyze echolocation signals for navigation. Whereas some acoustic hunters analyze 
self-generated sounds, others localize prey-generated sounds to successfully capture 
food. Barn owls are capable acoustic hunters, responding to relevant sounds within 100 
msec with head saccades and exhibiting localization errors under 2̊ (Knudsen et al., 
1979). Finally, in the communication realm, sound localization is critically required to 
attend to and track conspecifics’ voices. A classic example for humans is the so-called 
‘cocktail party problem,’ where in a closed environment with many voices, sound 
localization allows individuals to filter less relevant auditory information and attend to the 
relevant conversation. In order to perform sound localization in the real world, the 
nervous system must be able to detect signals on the order of a few microseconds and 
must process the complex auditory signal on a timecourse of tens of milliseconds.  
 
Acoustic waves travel through the outer ear and are transformed to a mechanical signal 
in the middle ear and to an electrical signal in the inner ear. The outer ear collects 
sound waves and directs them through the ear canal to the tympanic membrane. The 
tympanic membrane is attached to the ossicles, three tiny bones (malleus, incus, and 
stapes) that form a mechanical advantage system for translating and amplifying 
vibrations at the tympanum to the oval window of the cochlea. The cochlea is a coiled 
structure with three adjacent tubes: scala vestibuli, scala media, and scala tympani. The 
scala media contains endolymph, fluid with high potassium concentration. The scala 
vestibuli, superior to the scala media, terminates at the oval window. The scala tympani, 
inferior to the scala media, terminates at the round window. The scala vestibuli and the 
scala tympani contain perilymph, fluid with ionic concentration similar to that of 
cerebrospinal fluid, and merge at the helicotrema, the apex of the cochlea. The basilar 
membrane separates the scala media and the scala tympani. The stapes strikes the 
oval window, which in turn compresses the perilymph in the scala vestibuli. Because the 
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scala vestibuli and the scala tympani are merged through helicotrema, the compression 
of the perilymph in scala vestibuli also vibrates the perilymph in the scala tympani and 
eventually vibrates the round window. The pressure difference between the scala 
vestibuli and the scala tympani vibrates the basilar membrane transversely. As first 
appreciated by German physiologist Hermann Von Helmholtz, what the cochlea does is 
essentially the reverse of what the piano does. Whereas the piano convolves simple 
tones into musical pieces through the vibration of strings, the cochlea deconvolves a 
complex acoustic signal by segregating each of its component tones within different 
segments of the basilar membrane. The main mechanical element of the cochlea, the 
basilar membrane is stiffest at the base of the cochlea, where it responds to high-
frequency sound, and is least stiff at the apex of the cochlea, which responds to low 
frequency sound (Wever et al., 1954; Bekesy, 1956, 1970). Just as sound frequencies 
map along the piano keyboard, sound frequencies map along the basilar membrane, 
constructing a frequency gradient, or tonotopic map, that is preserved throughout most 
of the auditory system. Hair cells in the cochlea convert the vibration of the basilar 
membrane to an electrical signal and transmit it to spiral ganglion neurons, whose 
axons make up the auditory (VIIIth) nerve. The target of the auditory nerve, the cochlear 
nucleus, consists of three subdivisions with differing function and anatomy: 1) the dorsal 
cochlear nucleus, a cerebellum-like organization that integrates multimodal sensory 
information (Oertel and Young, 2004); 2) the posteroventral cochlear nucleus, 
containing primarily stellate cells and broadband-tuned, onset-sensitive octopus cells 
and stellate cells (Brawer et al., 1974; Godfrey et al., 1975; Oertel et al., 1990; Oertel et 
al., 2000); and 3) the anteroventral cochlear nucleus (AVCN), with which we will be 
concerned here for sound localization in azimuthal plane.   
 
The proximate input to the azimuthal sound localization circuit of the auditory brainstem 
arises in the AVCN. Bushy cells of the AVCN receive excitatory, glutamatergic inputs 
from spiral ganglion neurons and relay auditory information to the superior olivary 
complex (SOC), a binaural structure in the auditory brainstem that is essential for sound 
localization (Cant and Morest, 1979; Spirou et al., 2005; Lauer et al., 2013). The 
glutamatergic bushy cells are of two main types:  spherical bushy cells (SBCs) project 
bilaterally to the medial superior olive (MSO) on both sides as well as to the ipsilateral 
lateral superior olive (LSO) (Cant and Casseday, 1986), and globular bushy cells 
(GBCs) project to the contralateral medial nucleus of the trapezoid body (MNTB) 
(Tolbert et al., 1982). In addition to their distinct morphology and circuitry, the two types 
of bushy cells exhibit different physiological behaviours in response to short tone bursts 
at the neuron’s characteristic frequency (Kiang et al., 1965). In particular, the 
peristimulus time histogram (PSTH) of SBCs reveals a “primary-like response” that 
resembles the responses of primary auditory nerve fibres to pure tones (Smith et al., 
1993), whereas most GBCs have a “primary-with-notch” response, wherein the cell 
shows a high frequency onset response that drops to near zero for about one 
millisecond and then rebounds to a low-level sustained response (Smith et al., 1993). In 
general, bushy cells – like auditory nerve fibres – fire in phase with the sound stimulus 
at lower stimulus frequencies (Joris et al., 1994), and hence are said to “phase-lock” to 
the stimulus.  
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Information for azimuthal sound localization is extracted in the SOC, using binaural cues 
that result from the physical separation of the two acoustic sensors (tympanic 
membranes). The interaural time difference (ITD) cue arises from differences in path-
length from the sound source to the two ears, and the range of relevant ITDs is 
determined by head size (Masterton and Diamond, 1967). The interaural level 
difference (ILD) cue arises from differences in sound intensity at the two ears. 
Attenuation as 1/r2 can provide measurable cues only for sound sources that are quite 
near the sensors, and hence most effective ILDs arise from the sound shadow cast by 
the head. For acoustic stimuli of wavelength head size or smaller, the acoustic wave at 
the ipsilateral ear is reflected by the head, resulting in an attenuated (lower intensity) 
sound pressure wave at the contralateral ear. This head-shadow effect makes ILD cues 
useful for high-frequency sound sources, regardless of distance. 
 
The mammalian SOC contains several major nuclei, of which the most prominent in 
rodent are the LSO, MSO, MNTB, and superior paraolivary nucleus (SPN) (fig 1). The 
primary role of the MSO is understood to be computation of interaural time differences 
(ITD) for low frequency stimuli, whereas that of the LSO is understood to be 
computation of interaural level difference (ILD) for high-frequency stimuli as well as ITD 
of the envelope for amplitude-modulated tones (Boudreau and Tsuchitani, 1968; 
Goldberg and Brown, 1969; Caird and Klinke, 1983; Joris and Yin, 1995).  
 
Principal neurons in the MSO are sensitive to ITDs. These neurons receive bilateral 
excitatory inputs from spherical bushy cells in AVCN and bilateral inhibitory inputs from 
MNTB and lateral nucleus of the trapezoid body (LNTB) (Goldberg and Brown, 1969; 
Yin and Chan, 1990; Kuwabara and Zook, 1992; Spirou and Berrebi, 1997). Lloyd 
Jeffress proposed a model for ITD detection in which an array of coincidence detector 
neurons receives inputs from the two ears. Inputs to different coincidence detectors 
arrive with different delays, such that the signal from the ear ipsilateral to the sound 
source, though transduced earlier at the cochlea due the shorter path traveled from the 
sound source, is delayed on its way to the MSO, presumably by imposing a longer 
physical path (Jeffress, 1948). In essence, these anatomical neural delay lines 
compensate for the acoustic delays that give rise to the ITD in the first place. Each 
individual coincidence detector neuron fires only when its two inputs arrive 
simultaneously. In the original Jeffress model, ITDs are mapped onto the array of 
coincidence detectors. As the sound source shifts from the medial to lateral, firing in the 
neural array shifts from medial to lateral. The internal delay line also presumes that the 
bilateral presynaptic neurons fire at the same delay to a given stimulus. The phase-
locking property of bushy cells critically underlies the Jeffress model. In the avian brain, 
the excitatory inputs to Nucleus laminarus, the analogue of mammalian MSO, follow the 
Jeffress model:  internal delay lines compensate for the acoustic delay (ITD), and 
neurons in Nucleus laminarus fire upon the coincident detection of bilateral excitatory 
inputs (Seidl et al., 2010). Interestingly, the axon length of the contralateral pathway is 
longer than that of the ipsilateral pathway. However, the contralateral axon exhibits a 
larger mean axon diameter and a longer mean internode distance than the ipsilateral 
axon. Together, the conduction time difference at the two pathways falls into the 
physiological range for ITD computation. The Jeffress model has less than perfect 
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explanatory power in mammals, where the acoustic delays are not clearly compensated 
neurally (Karino et al., 2011). Mammalian MSO principal cells receive dense somatic 
inhibition, and pharmacological blockade of glycine receptors both broadens ITD tuning, 
and shifts peak responses toward ITDs of 0 µsec, showing that strong somatic inhibition 
contributes to ITD tuning, though in ways that are still incompletely understood (Brand 
et al., 2002; Kapfer et al., 2002; Roberts et al., 2013; Franken et al., 2015; Goldwyn et 
al., 2017).   
 
Principal neurons in the LSO are sensitive to ILDs. These neurons receive excitatory 
input from spherical bushy cells in the ipsilateral AVCN (Cant and Casseday, 1986) and 
inhibitory input from the ipsilateral MNTB, which themselves receive excitatory input 
from globular bushy cells in the contralateral AVCN (Moore and Caspary, 1983; Bledsoe 
et al., 1990; Sommer et al., 1993; Smith et al., 1998). Extracellular single-unit 
electrophysiology from the LSO of various species has supported the idea that most 
LSO cells fire in a sustained manner in response to auditory stimuli (Tsuchitani, 1977; 
Greene and Davis, 2012). More recent in vivo patch recordings in LSO suggest that 
LSO principal neurons may fire only at the onset of the sound (Franken et al., 2018). 
This newer finding suggested that principal neurons of LSO may act primarily as 
differentiators rather than integrators and placed renewed emphasis on the importance 
of timing of LSO inputs. The relative timing of inhibitory postsynaptic potentials (IPSPs) 
and excitatory postsynaptic potentials (EPSPs) arriving at the individual LSO principal 
neurons are correlated to the sound pressure differences between two ears. When the 
sound pressure at the contralateral ear is greater than the sound pressure at the 
ipsilateral ear, IPSPs at the LSO principal neuron precede excitatory postsynaptic 
potentials (EPSPs). As the sound pressure at the contralateral ear decreases, the 
latency of IPSPs at the LSO principal neuron increases, and when the sound pressure 
at the contralateral ear is less than the sound pressure at the ipsilateral ear, EPSPs 
precede IPSPs. This delayed IPSP, when the sound pressure at the ipsilateral ear is 
higher that of the contralateral ear, fails to suppress the EPSP, allowing the principal 
neuron to fire an action potential.   
 
Although LSO neurons are associated primarily with ILD computation, many LSO 
neurons also sensitive to ITDs for the carrier frequency, and most may be sensitive to 
ITDs in the envelope. Classic studies performed in the barbiturate-anesthetized cat 
suggested that neurons in LSO are sensitive to ITD of amplitude-modulated tones. Joris 
and Yin presented sinusoidal amplitude-modulated stimuli to anesthetized cats and 
recorded cells in LSO in vivo (Joris and Yin, 1995; Joris, 1996). Their recording 
revealed that the firing rate of LSO neuron in response to ITD was periodic 
corresponding to the modulate stimuli, suggesting neurons in LSO were ITD sensitive. 
With low modulation frequency, neurons in LSO fired maximally when the modulation 
stimuli at two ears were 180 ̊out of phase. Increasing the modulation frequency beyond 
300 Hz decreased firing rate, suggesting the envelope ITD computation in LSO has a 
much lower range compared to ITD computation in MSO.  
 
In order to compute appropriate ILDs (i.e., in which the compared signals arise from the 
same sound source), the two phenotypically different inputs to individual LSO neurons 
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must be precisely matched for characteristic frequency (i.e., the stimulus frequency that 
drives a neural response with highest probability) (Tollin, 2003). This requirement 
imposes an additional burden on the process of developmental circuit optimization, as 
the cell must ensure not only that excitation and inhibition achieve balance, but also that 
they achieve frequency-based (tonotopic) registration. What do we know about this 
process? This question can be answered only with in vivo electrophysiology (or optical 
physiology) using appropriately calibrated binaural acoustic stimuli in juvenile animals. 
Recording from juvenile animals presents technical difficulties that are exacerbated in 
this instance by the depth and size of the target nucleus. Thus, to date, only a single 
study has examined this question, and that study was performed in gerbil – a low-
frequency, MSO, specialist – rather than in an LSO specialist (Sanes and Rubel, 1988). 
Nevertheless, this study provides a sense of what likely happens in higher-frequency-
hearing rodents. Like rats and mice, gerbils begin to transduce and process acoustic 
information around postnatal day 12 (P12). Immediately after hearing onset, excitatory 
and inhibitory inputs to the LSO were relatively broadly tuned and the two were crudely 
matched for stimulus frequency. Along with their broader frequency tuning, juvenile 
gerbils exhibited a narrower dynamic range and poorer precision of ILD tuning than 
adults. Thus, although no precise window has been established, the primary period 
during which excitatory and inhibitory inputs are brought into registration is generally 
thought to be the first week after hearing onset.  
 
As with developmental processes throughout the nervous system, we can characterize 
developmental circuit refinement in the LSO circuit by two major stages: an initial stage 
including both “axon guidance” to target neural processes to appropriate locations and 
“synaptogenesis” to establish synaptic connections among neurons, and a later stage of 
circuit refinement that occurs largely through re-weighting of synaptic strength. Axon 
guidance in the auditory brainstem occurs perinatally:  axon collaterals of the cochlear 
nuclei form and begin to innervate auditory brainstem nuclei in the late embryonic 
period, and by postnatal day 3 (P3), neurons of the cochlear nucleus have formed 
appropriate afferent projections to nuclei of the superior olive (Kandler and Friauf, 
1993). This process is likely regulated by signaling through the Eph receptor family of 
high-affinity receptor tyrosine kinases and their ephrin ligands (Cramer, 2005; for 
review, Pasquale, 2005). Sixteen Eph receptors (EphA1-10 and EphB1-6) and eight 
ephrins (ephrin-A1-5 and ephrin-B1-3) have been described in vertebrates, with various 
ephrin/Eph receptor combinations subserving different developmental stages and 
processes. In the auditory brainstem, mice lacking EphA4 exhibit a shifted frequency 
response in the MNTB, as revealed by staining for the immediate early gene c-fos, 
which indicates suprathreshold neural activity (Morgan and Curran, 1989; Miko et al., 
2007). Null mutations for EphB2 or EphB3, as well as mutations in ephrin-B2, on the 
other hand, exhibit mis-targeted projections to the MNTB from ipsilateral AVCN (Hsieh 
et al., 2010). Mechanisms of synaptogenesis, presumed to be conserved throughout the 
central nervous system, likely involve immature glial cells, though precise cues are still 
debated (Christopherson et al., 2005). 
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To understand the ultimate (refinement) stage of postnatal circuit development, we must 
know how both the excitatory and inhibitory inputs are refined. Though much is still 
murky about developmental refinement of the excitatory AVCN-LSO projection, 
physiological recordings in living slice have shown that the number of excitatory inputs 
received by individual LSO neurons decreases, and the remaining input strength 
increases, before hearing onset (Case et al., 2011). At birth, glutamatergic transmission 
in this pathway is mediated primarily NMDARs, and mostly by GluN2B-containing 
NMDARs, whereas between birth and hearing onset, expression of GluR4-containing 
AMPARs increases, and transmission shifts primarily to AMPARs (Caicedo and Eybalin, 
1999; Case et al., 2011). It should be noted that the LSO also receives noradrenergic 
inputs from locus coeruleus (Woods and Azeredo, 1999; Mulders and Robertson, 2001), 
and that lesioning noradrenergic nerve terminals and chronically inhibiting α2-
adrenoceptors disrupts developmental refinement in the AVCN-LSO pathway (Hirao et 
al., 2015). 
 
Because the MNTB-LSO pathway has been used for some time as a model for studies 
of inhibitory circuit refinement, refinement of the major inhibitory input to LSO principal 
cells is – unusually – better characterized than that of their major excitatory input. Like 
the excitatory AVCN-LSO pathway, the inhibitory circuit undergoes substantial 
refinement before hearing onset: the proportional area of MNTB capable of eliciting a 
response in an individual LSO neuron decreases two-fold, and strength of the remaining 
synapses increases by an order of magnitude. Most of this refinement occurs during the 
first postnatal week and is complete by hearing onset in rats and mice (Kim and 
Kandler, 2003, 2010). During this period, transmission shifts from GABAergic to 
glycinergic, and expression of α1-containing glyRs increases (Friauf et al., 1997; Kotak 
et al., 1998). Surprisingly, the immature inhibitory pathway in LSO releases not only 
GABA and glycine but also glutamate, enabled by the transient expression of vesicular 
glutamate transporter 3 (VGLUT3) (Gillespie et al., 2005), which is likely packaged into 
different vesicles than GABA/glycine (Case and Gillespie, 2011). As genetic deletion of 
VGLUT3 disrupts normal refinement in the inhibitory pathway (Noh et al., 2010), 
glutamate release is thought to play a critical role in inhibitory plasticity here. Finally, the 
cotransporter KCC2 while present is incompletely functional in the first postnatal week. 
During this period, LSO neurons exhibit a high intracellular Cl- concentration 
(Balakrishnan et al., 2003), and GABAARs and glyRs depolarize LSO principal cells 
(Kandler and Friauf, 1995; Ehrlich et al., 1999; Löhrke et al., 2005). 
 
What drives the physiologically measurable refinement before hearing onset? This 
refinement is understood to be activity-dependent, and yet the activity cannot be 
acoustically driven. The answer is provided by spontaneous activity, which can drive 
physiologically measurable refinement before hearing onset. In fact, patterned 
spontaneous activity originating from the Kölliker’s organ, a transient structure in the 
developing cochlea, is required for the normal tonotopic refinement in MNTB-LSO 
pathway (Tritsch and Bergles, 2010; Clause et al., 2014; Fischer et al., 2019). 
 
Circuit refinement that is physiologically measurable before hearing onset is translated 
into anatomically measurable refinement largely after hearing onset. After hearing 
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onset, MNTB axon terminal boutons are found to be more confined within narrow 
isofrequency bands in the LSO, suggesting a further tonotopic sharpening or a 
crystallization of previous tonotopic sharpening (Sanes and Siverls, 1991). In gerbils, 
unilateral cochlea ablation decreases the degree of refinement of terminal bouton 
spread, supporting a model in which anatomically measurable refinement is activity-
dependent (Sanes and Takács, 1993). Finally, during the first 1-2 weeks after hearing 
onset, the size of the dendritic field, the number of primary dendrites, and the number of 
dendritic endpoints decrease in LSO (Rietzel and Friauf, 1998).  
 
In the LSO, circuit refinement of the major input pathways during the first few postnatal 
weeks is known to involve synapse elimination and strengthening, as well as changes in 
protein expression and cell morphology. The physical redistribution of synapses could 
further contribute to this refinement. In this thesis, I examined the distribution, and 
redistribution, of inhibitory and excitatory synapses onto LSO cells of the rat in the 
period before hearing onset. In Chapter 2, I describe the design and implementation of 
a low-cost, Arduino-based single-cell electroporator that allowed me to label individual 
LSO neurons in acute living slices. In Chapter 3, I describe testing of various 3D 
neuronal reconstruction software packages to reconstruct labeled LSO neurons, and 
implementation of an improved iterative-thresholding-based algorithm to segment 
synapses in 3D. In Chapter 4, using the hardware and software solutions described in 
Chapters 2 and 3, I describe my investigation into the redistribution of excitatory and 
inhibitory synapses in LSO before hearing onset.  
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1.5 Figure 

 
 
Figure 1. Schematic of auditory brainstem in coronal section. Principal neurons in LSO 
receive excitatory inputs from AVCN and inhibitory inputs from MNTB. Principal neurons 
in MSO receive bilateral inhibitory inputs from MNTB and LNTB.   
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2 Chapter 2: Low-cost, Arduino-based blind single-cell electroporation 
in tissue  

 
Title: Low-cost, Arduino-based blind single-cell electroporation in tissue 
Authors: Ziqi (Hugo) Wang 
Affiliations:  School of Biomedical Engineering, McMaster University 
Contact email: wangz74@mcmaster.ca 

Abstract: Electroporation is commonly used to deliver exogenous substances to living cells, 

with Single Cell Electroporation (SCE) especially useful for targeting individual biological cells. 

While this method has broad usefulness, not all labs have access to the kind of equipment that 

can ensure success especially in tissues. Here, we describe a low-cost, open-source, Arduino-

based SCE device that enables SCE in tissue and does not require access to sophisticated optics. 

The device operates in two modes: a search mode for positioning the electrode and an 

electroporation mode for delivering exogenous substances, and electroporation parameters can 

be easily modified by Arduino programming. We demonstrate how stimulus parameters can be 

modified to electroporate individual neurons in rodent tissue using dyes of different polarity. 

This adaptable, highly portable, device makes SCE accessible to teaching labs and other labs 

with small budgets.  

 
 
 
Keywords: Single-cell electroporation, Arduino, Teaching 
 
Specifications table  

Hardware name Arduino-based blind single-cell electroporator 

Subject area • Neuroscience 

• Biological Sciences (e.g. Microbiology and Biochemistry) 

• Educational Tools and Open Source Alternatives to Existing 
Infrastructure 

Closest commercial analog Axoporator 800A (Molecular Devices) 

Hardware type • Biological sample handling and preparation 

Open Source License CC-BT-SA 4.0 

Cost of Hardware 104.285 

Source File Repository https://doi.org/10.17605/OSF.IO/BWJNY 

 
 

 

2.1 Hardware in context 
 
Electroporation has been widely used to deliver a variety of exogenous substances – such as 
dyes, nucleic acids, proteins, peptides, and pharmacological agents (Mir et al., 1988) – into 
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living cells. To electroporate, the researcher supplies the exogenous substance externally, 
and then applies a local electric field that transiently disrupts the cell membrane. When 
performed properly, membrane pore formation lasts long enough to allow transfer of the 
substance but not so long as to cause lasting damage. Although bulk electroporation is 
useful for delivering substances to cell populations (Kinosita and Tsong, 1977), researchers 
often need to target substances more precisely to individual cells. Single-cell 
electroporation (SCE), which provides a localized electrical field of a few Volts to individual 
cells (for review, see (Olofsson et al., 2003)), answers the need for higher resolution 
delivery. Successful SCE requires that the electrode tip be precisely positioned with respect 
to the cell membrane during the application of the electric field. Electrode tip position is 
easily monitored using appropriate microscope optics when working with cultured cells. 
However, monitoring electrode tip position is more complicated when working with tissue, 
where infrared optics and dipping objectives are of limited use, as well as for labs without 
access to these optics. In the last few decades, SCE devices that use electrical feedback to 
monitor the position of the electrode tip relative to the cell membrane have been 
implemented for use with cultured cells, in ex vivo living tissue, and in vivo, (Lundqvist et al., 
1998; Haas et al., 2001).  

 
More recently, a number of commercially available options (e.g., the Molecular Devices 
Axoporator 800A, Grass Telefactor) have become available for SCE (Bestman et al., 2006; 
Judkewitz et al., 2009; Pagès et al., 2015; Schohl et al., 2020). These commercial solutions, 
however, may not be accessible to labs with limited budgets or space, and in particular to 
teaching labs. Although some implementations of blind SCE (SCE without visual guidance) 
have been described for dissociated cells (Dong et al., 2020; Zhang et al., 2020), these 
devices have limited usefulness in tissue. Additionally, although bulk electroporation can be 
used to drive SCE through stochastic expression of Cre-recombinase, this method, too, 
relies on genetics tools unavailable to all labs. We were motivated to create a blind SCE 
device that would be highly portable, adaptable for use in tissue, and that furthermore 
could be easily implemented by biology students.  
 
Here, we have altered the circuit described by Rae and Levis in their modified patch-clamp 
design (Rae and Levis, 2002), implementing a unit that monitors resistance to target single 
cells in the absence of visual guidance. We replaced external stimulators with an Arduino 
and transistors to create a space-saving and highly portable device. The implementation is 
low-cost, open-source, adaptive, portable, and applicable for multiple biological 
preparations.  
 

 

2.2 Hardware description.  
 

The principle is based on a method used in patch-clamp electrophysiology, a technique that 
crucially relies upon formation of a high-resistance (GΩ) seal between the biological 
membrane and the electrode glass to allow low-noise access to the cell interior [17]. 
Success in obtaining the GΩ seal is variable, and can be increased by bringing the electrode 
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tip close to the cell membrane in appropriate orientation. Achieving the optimal electrode 
position is relatively straightforward using appropriate microscope and optics in cell culture 
systems. Due to light scattering by biological tissue in “living slice” or whole brain 
preparations, however, visual guidance is much less useful; hence, the recording electrode 
is often positioned using the "blind patch” method [18, 19]. In short, brief current or voltage 
steps are continuously applied in order to monitor resistance as the recording electrode is 
slowly advanced through the tissue. As the electrode tip nears a cell membrane, the ‘cleft 
resistance’ between electrode tip and cell membrane increases, and this change in cleft 
resistance is used to optimize electrode position. Figure 1A illustrates the principle of 
resistance monitoring for determining electrode position, where the voltage at the cell 
membrane (Vcm) is given by the voltage divider equation:  

𝑉𝑐𝑚 = 𝑉𝐼𝑛
𝑅𝐶𝑙

𝑅𝐶𝑙+𝑅𝑒
   [1]. 

As cleft resistance (RCl) increases, the voltage at the cell membrane (Vcm) decreases. 
Because the voltages at the two inputs of the operational amplifier are equal, the output of 
the first operational amplifier A1 is: 
𝑉𝑂1 = 𝐼𝑅𝑓 +  𝑉𝑖𝑛 [2], 

where 𝐼 is the current travelling through the electrode and 𝑅𝑓 is the feedback resistor.  

𝐼 =
𝑉𝐼𝑛

𝑅𝑒+𝑅𝐶𝑙
 [3]. 

If the four resistors across the second operational amplifier are the same, the second 
operational amplifier A2 subtracts the stimulation (input) voltage VIn from the output of the 
first operational amplifier A1. The output at A2 is thus:  
𝑉𝑂2 = −𝐼𝑅𝑓 [4], 

Or, substituting from equation [3]: 

𝑉𝑂2 = −
𝑉𝐼𝑛

𝑅𝑒+𝑅𝐶𝑙
𝑅𝑓 [5], 

From equation [5], as RCl increases, VO2 decreases. We can monitor this decrease in VO2 with 
an oscilloscope to evaluate the distance between the tip of the electrode and the cell 
membrane.  

 
Key components of this design ensure cost-effectiveness, portability, and flexibility:  

• Arduino UNO  
o The UNO provides electrical stimulation  
o The programmable UNO allows users to design custom stimulation protocols 

• Instrumentation amplifier AD620  
o The AD620 is used to calculate the voltage differences (Vinput – Velectrode) that arise 

from changes in resistance as the electrode approaches a cell membrane 
o This instrumentation amplifier gives a high signal-to-noise ratio using only a 

single resistor for gain control 

• Mini oscilloscope (JYE) mini oscilloscope  
o This device is used to monitor changes in resistance 
o It is small and inexpensive  

• Batteries and transistors  
o These eliminate potential AC noise and provide greater portability 
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2.3 Design files  
 
Design Files Summary  

Design file name File type Open source license Location of the file  

SCE_update_bread.fzz Fritzing  
Design 
File 

CC-BT-SA 4.0 Available in OSF  

SquareOut20210716.ino Arduino file CC-BT-SA 4.0 Available with the article 

    

  
 
 

2.4 Bill of Materials 
All costs are in Canadian dollars (CAD).   

Designator Componen
t  

Number Cost per 
unit -
currency 

Total 
cost - 
currency 

Source of 
materials 

Material type 

To make it easy 
to tell which item 
in the Bill of 
Materials 
corresponds to 
which 
component in 
your design 
file(s), use 
matching 
designators in 
both places, or 
otherwise 
explain the 
correspondence. 

Arduino 
Uno 

1 23 23 Arduino  
 
https://www.
arduino.cc/ 
 
 

Electronics  

 Instrument
ation 
Amplifier 

1 16.97 16.97 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/analog-
devices-
inc/AD620AN
Z/750967 

Electronics 

https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
https://www.digikey.ca/en/products/detail/analog-devices-inc/AD620ANZ/750967
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 Solderless 
Breadboar
d 

1 22.6 22.6 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/schmartboa
rd-inc/201-
0016-
31/9559349 
 

Electronics 

 Jumper 
wire  

1 kit 5.52 5.52 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/global-
specialties/W
K-3/5231342 
 

 

 BJT (PNP) 2 0.26 0.52 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/micro-
commercial-
co/2N4403-
AP/950594 
 

Electronics 

 BJT (NPN) 2 0.26 0.52 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/micro-
commercial-
co/2N4401-
AP/950593 
 

Electronics 

 LED (RED) 1 0.2 0.2 Digikey 
 

Electronics 

https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/schmartboard-inc/201-0016-31/9559349
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/global-specialties/WK-3/5231342
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4403-AP/950594
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
https://www.digikey.ca/en/products/detail/micro-commercial-co/2N4401-AP/950593
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https://www.
digikey.ca/en/
products/deta
il/cree-
inc/C5SMF-
RJF-
CT0W0BB2/61
38570 
 

 LED 
(GREEN) 

1 0.48 0.48 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/sunled/XLV
G11D/135593
14 
 

Electronics 

 Resistor 10 
MΩ 

1 0.00475 0.00475 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 77 
KΩ 

2 0.00475 0.0095 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 10 
KΩ 

4 0.00475 0.019 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 
5.7 KΩ 

3 0.00475 0.01425 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 
4.7 KΩ 

2 0.00475 0.0095 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 
2.2 KΩ 

3 0.00475 0.01425 Digikey or 
local 
electronic 
stores 

Electronics 

https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/cree-inc/C5SMF-RJF-CT0W0BB2/6138570
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
https://www.digikey.ca/en/products/detail/sunled/XLVG11D/13559314
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 Resistor 1 
KΩ 

3 0.00475 0.01425 Digikey or 
local 
electronic 
stores 

Electronics 

 Resistor 
220 Ω 

2 0.00475 0.0095 Digikey or 
local 
electronic 
stores 

Electronics 

 9V Battery 2 1.58 3.16 Corner store Electronics 

 Push 
Button 

1 0.81 0.81 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/nidec-copal-
electronics/TR
1-01/5125294 
 

Electronics 

 Single pole 
Single 
Throw 
Switch 

1 0.81 0.81 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/e-
switch/RA111
31121/27202
67 
 

Electronics 

 Single pole 
Double 
Throw 
Switch 

5 0.52 2.6 Digikey 
 
https://www.
digikey.ca/en/
products/deta
il/te-
connectivity-
alcoswitch-
switches/1825
232-
1/4021554 
 

Electronics 

 DSO 138 
Oscilloscop
e 

1 27 27 JYE tech 
 

Electronics 

https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/nidec-copal-electronics/TR1-01/5125294
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/e-switch/RA11131121/2720267
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554
https://www.digikey.ca/en/products/detail/te-connectivity-alcoswitch-switches/1825232-1/4021554


Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

27 
 

https://jyetec
h.com/dso-
138-
oscilloscope-
diy-kit/ 
 

       

 
[Jumper wires can be obtained from used cell phone charger, printer, ethernet, and telephone 
cables. The assembled oscilloscope is also available at a slightly higher price at JYE Tech.]  
 

2.5 Build Instructions  
Here we provide step-by-step instructions, together with photos, in the hopes that 
individuals with little experience building such devices (including biology students) will 
feel enabled to build and use this device. 
 
The electronic parts should be placed on the breadboard as shown in Figure 2, checking 
orientations of BJT and LED carefully.  
 
A) Power (Fig. 2A)  

a. The device is powered by two 9V batteries in series. The orange wire shown 
in the graph is required to connect the two batteries. 

b. Attach battery holders to breadboard. 
c. Positive and negative power supply, and ground, are specified by yellow 

arrowhead. 
B) Differential amplifier module to measure/amplify change in cleft resistance (Fig. 2B) 

a. NOTE:  The bubble indicated with the red circle specifies the correct 
orientation of AD620. The top left pin to the bubble is pin 1 of AD620. Pins 2 
– 8 follow Pin 1 counter-clockwise around the device. 

b. Attach resistor R7 (5.7 kΩ) across pin 1 and pin 8 of AD620.  
c. Connect Pin 4 to the negative power supply. 
d. Connect Pin 5 to ground. 
e. Connect Pin 7 to the positive power supply. 
f. Place feedback resistor across Pins 2 and 4.  
g. Pin 6 (output) will be connected to an oscilloscope.  

C) Negative search pulse module (Fig. 2C) 
a. The search pulse provided by the Arduino feeds to the base of the transistor 

Q1 through a voltage divider (R1 and R2) with respect to the negative power 
supply.  

b. Attach R1 to the base of Q1. 
c. Place R2 across the base of Q1 and the negative power supply. 
d. Place R3 across the collector of Q1 and the negative power supply. 
e. Connect the emitter of Q1 to the ground.  

https://jyetech.com/dso-138-oscilloscope-diy-kit/
https://jyetech.com/dso-138-oscilloscope-diy-kit/
https://jyetech.com/dso-138-oscilloscope-diy-kit/
https://jyetech.com/dso-138-oscilloscope-diy-kit/
https://jyetech.com/dso-138-oscilloscope-diy-kit/
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D) Voltage divider module (Fig. 2D)  
a. Arduino provides a square wave with an amplitude of 5V, which can cause 

undesired labels during searching. The voltage divider is used to reduce the 
search pulse amplitude by at least 10-fold.  

b. Resistor R5 should be at least 10 times resistor R4.  
c. Place R5 near the differential amplifier module.  
d. Place R4 across R5 and the ground. 
e. Connect the voltage divider to pin 2 of AD620.  

E) Positive stimulation module (Fig. 2E) 
a. The output from Arduino will feed to the base of transistor Q2 through 

resistor R8.  
b. Attach R8 to the base of Q2. 
c. Place R9 across the collector of Q2 and the positive power supply. 
d. Place R10 across the collector of Q2 and the base of Q3. 
e. Place R11 across the collector of Q3 and the positive power supply. 
f. Ground the emitter of Q2 and Q3.  
g. The stimulation output is at the collector of Q3.  

F) Negative stimulation module (Fig. 2F) 
a. The output of Arduino will feed to the base of the transistor Q4 through a 

voltage divider with respect to the negative power supply. 
b. Attach R17 to the base of Q4. 
c. Place R16 across the base of Q4 and the negative power supply.  
d. Place R18 across the collector of Q4 and the negative power supply. 
e. Ground the emitter of Q4.  

G) Arduino interface module (Fig. 2G) 
a. Save the Arduino sketch below**; then connect the Arduino UNO to the 

computer and upload the sketch to the UNO to the computer to upload the 
program.  

i. Note that stimulation parameters for this sketch can be easily 
modified and re-uploaded to the Arduino UNO. 

b. Ground the digital and analog ground of the Arduino.  
c. Connect 5V power from Arduino to the breadboard.  
d. Place LED1 and R12 in series. (Caution: Ground R12 and attach the negative 

end of LED1 to R12.) 
e. Place LED2 and R13 in series. (Caution: Ground R13 and attach the negative 

end of LED3 to R12.) 
f. Attach A12 and A13 of Arduino to the breadboard.  

H) Testing the device  
a. Once the various modules have been assembled, as shown in Figure 2H, the 

circuit is ready for testing. 
b. The modules can be connected with wires and tested individually with an 

oscilloscope.  
c. Connect 5V port from Arduino to the breadboard (Fig. 3A). 
d. Connect 5V to the red LED (search function indicator). 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

29 
 

i. If LED does not light, check LED orientation. 
e. Connect 5V to the green LED (stimulate function indicator), as shown in 

Figure 3B. 
i. If LED does not light, check LED orientation. 

f. Check original search pulse generated by the Arduino (Fig. 3C) 
i. Connect the black (ground) probe of oscilloscope to ground 
ii. Connect red (signal) probe of oscilloscope to A13 (the port that 

generates the search pulse). 
iii. Connect red LED (search function LED) to A2. 
iv. A square pulse with amplitude 5V and the pre-programmed duration 

should appear on the oscilloscope.  
1. If the square pulse shows a duration different from the pre-

programmed duration, load the sketch to the Arduino again. 
g. Check positive search pulse after the signal passing through the voltage 

divider module (Fig. 3D).  
i. Connect A13 from Arduino to breadboard.  
ii. Connect A13 pin from the breadboard (red arrow on breadboard) to 

the voltage divider (yellow rectangle).  
iii. Connect oscilloscope probe to output of the voltage divider.  
iv. The amplitude of the square wave shown on the oscilloscope should 

be approximately 
5𝑉

𝑅4+𝑅5
× 𝑅4. 

h. Check negative search pulse, Step 1 – invert original pulse (Fig. 3E) 
i. Connect A13 to R1. 
ii. Connect signal probe of oscilloscope to the collector of Q1. 

iii. The oscilloscope should show a negative square pulse with amplitude 
9V. 

i. Check negative search pulse, Step 2 – scale to lower amplitude (Fig. 3F) 
i. Connect the collector of Q1 to R5.  
ii. Connect the output of the voltage divider to Pin 2 of the AD620. 

iii. Connect signal probe of oscilloscope to Pin 2 of the AD620.  
iv. The amplitude of the negative square wave at the oscilloscope should 

be approximately 
9𝑉

𝑅4+𝑅5
× 𝑅4. 

j. Check original stimulation pulse generated by Arduino (Fig. 3G).  
i. Connect A12 to the breadboard. 
ii. Connect the signal probe of the oscilloscope to A12. 

iii. Square pulses with amplitude 5V and pre-programmed period and 
duty cycle should appear on the oscilloscope. 

k. Check positive stimulation pulse, Step 1 – flip and amplify original pulse (Fig. 
3H) 

i. Connect A12 to R8. 
ii. Connect the signal probe to the collector of the transistor Q2. 

iii. The oscilloscope should display square pulses with amplitude 9V and 
a reciprocal duty cycle. 
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l. Check positive stimulation pulse, Step 2 – restore preset duty cycle (Fig. 3I) 
i. Connect the signal probe to the collector of the transistor Q3.  
ii. The oscilloscope should display square pulses with amplitude 9V and 

the preset duty cycle.  
m. Check negative stimulation pulse (Fig. 3J) 

i. Connect A12 to R17 
ii. Connect signal probe to the collector of the transistor Q4.  

iii. The oscilloscope should display negative square pulses with 
amplitude 9V and the preset duty cycle.  
 

I) **Arduino Sketch 
 
volatile int CellF = 0; // Search for cell 
volatile int Elec = 0; // Electroporate 
 
void interruptFunction1 () { 
 
if (digitalRead(2) == HIGH){ 
      CellF = 1; // if pin D2 reads HIGH, start looking for cells 
  }       
    else if (digitalRead(2) == LOW){  
        CellF = 0; // if pin D2 reads LOW, Stop looking for cells 
  } 
} 
 
void interruptFunction2 () { 
  if (digitalRead(3) == HIGH){ 
      Elec = 1; // if pin D3 reads HIGH, start electroporation 
  } 
 
       
    else if (digitalRead(3) == LOW){  
 
        Elec = 0; // if pin D3 reads LOW, Stop electroporation 
  } 
} 
 
void setup() { 
  
attachInterrupt(0,interruptFunction1, CHANGE);// interrupt 0 for pin 2 
attachInterrupt(1,interruptFunction2, CHANGE);// interrupt 1 for pin 3 
pinMode(13,OUTPUT); // searching pulse at pin 13 
pinMode(12,OUTPUT); // Electroporation pulse at pin 12 
  Serial.begin( 9600); 
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} 
 
void loop() { 
 
 
if(CellF) { 
  digitalWrite(13,HIGH); 
delay(5); // duration in ms of 5V 
digitalWrite(13,LOW);  
delay(1000); // duration in ms of 0V 
 
} 
 
if(Elec){ 
 
//First pulse 
  digitalWrite(12,HIGH); 
  delay(5); 
  digitalWrite(12,LOW); 
  delay(10); 
//Second pulse 
  digitalWrite(12,HIGH); 
  delay(5); 
  digitalWrite(12,LOW); 
  delay(1000); 
// Similar to the previous wave function, duration in ms for High and Low. Note, 
these numbers can be changed for different electroporation parameters.  
    } 
} 

 

2.6 Operation Instructions  
 

Ancillary equipment, supplies, and reagents 
This device can be used with a number of different biological preparations, each of 
which will have its own specific requirements. The following notes are common to all: 

  
A) Electrodes  

a. Electrode glass 
Although the precise composition and the physical parameters of the 
capillary glass from which the electrodes are pulled can be critical for 
electrophysiology, they are less crucial here. Note that a) inclusion of a 
filament in the capillary glass facilitates filling of the micropipette, and b) 
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capacitive charge build up is reduced with thicker wall glass, resulting in less 
noisy pulses that are easier to read on the oscilloscope. 

b. Electrode resistance 
Although electrodes used for SCE typically have resistances in the range 10-
20MΩ, this value can be modified to optimize for tissue and cell type. The 
resistance is changed by modifying physical tip parameters determined by 
the pipette puller.  

c. Electrode use 
Unless the tip clogs (detectable as an increase in electrode resistance), 3-4 
cells can be electroporated with a single electrode. 

d. Electrode holder 
The micropipette must be held securely in a microdrive or micromanipulator, 
which can be done simply with a piece of tape. It is however useful to apply a 
small amount of pressure to the back of the electrode in order to reduce the 
incidence of tip clogging and consequent false positive changes in resistance. 
If an electrode holder with air inlet is unavailable, a reasonable facsimile can 
be fashioned from narrow bore Tygon tubing and a syringe. 

e. Electrode fabrication 
As micropipettes for SCE can be pulled in advance, electrodes may be 
purchased in bulk. Otherwise, they may be pulled on any standard pipette 
puller. Consult manufacturer’s advice for tips on achieving the desired tip 
geometry.  

 
B) Ag/AgCl wire 

A silver wire, or a chlorided (Ag/AgCl) silver wire, electrically connects the circuit 
to the electrode. To make the connection, the wire is threaded into the 
electrode until it makes contact with the liquid filling the tip of the electrode. 
Silver wire can be chlorided inexpensively by dipping into chloride bleach for 10 
minutes.  

 
C) Ground wire 

Regardless of the experiment preparation, a ground wire is required to complete 
the circuit between the biological preparation and the device. We used an 
Ag/AgCl wire here.   

 
D) Manipulator/Microdriver 

A simple micromanipulator is useful for positioning and then stably holding the 
electrode/electrode holder. For fine control when advancing/retracting the 
electrode, a microdrive is recommended. 

 
E) Optical magnification 

For initial electrode placement within the area of interest, it is helpful to be able 
to visualize the general area with a loupe or a stereo microscope.  
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F) Note:  As this device is generally used with living cells and/or tissues, the user is 
responsible for following ethical, approved procedures for obtaining and working 
with biological specimens.  

  
The original SCE circuit of Rae and Levis was designed for negatively charged substances. 
The device described here includes modules to optimize delivery of either positively or 
negatively charged substances. Figure 1B illustrates SCE for positively charged substances. 
Toggling the switches S3 – S7 allows us to deliver negatively charged material.  
 
Operationally, the device functions in two modes, 1) Search Mode: used to position the 
electrode with respect to a cell membrane, and 2) Electroporation Mode: used to provide a 
localized electric field once electrode position has been established. To indicate whether 
the device is in Search or Electroporation Mode, different colors of LEDs are used (the LEDs 
require resistors R12 and R13 to limit current through the LEDs). Toggle switch S1 toggles 
between the two operation modes.  
 
Search Mode:  When S1 is toggled to the right in the circuit diagram, the electrode is 
connected to the resistor R6, and the whole circuit operates in Search Mode. In Search 
Mode, when switch S2 is closed, the digital input D2 takes a 5V DC input (digital high or HI). 
The Arduino sketch here acts such that a HI reading at D2 triggers an ‘interrupt,’ or event 
indicator, to activate digital Pin 13. When activated, digital Pin 13 continuously generates a 
search pulse with amplitude determined by the voltage divider with resistors R4 and R5 or 
R14 and R15. The frequency and the duty cycle (fraction of the square wave that is high in a 
period) are specified in the Arduino sketch. An oscilloscope is connected to J1 to monitor 
V7, the output of AD620. When the amplitude of V7 drops by a user-determined fraction, 
we infer the electrode tip to be apposed to the cell membrane in a position appropriate for 
SCE. Empirically, a decrease of at least 20% is sufficient for this inference. 
 
Electroporation Mode:  When S2 is toggled to the left in the circuit diagram, the electrode is 
connected to the collector of transistor Q3 or Q4 (based on the polarity of the substance 
being electroporated), and the whole circuit operates in Electroporation Mode. During 
electroporation mode, when push button S3 is activated, the digital input D3 reads HI. In 
the included Arduino program, a reading of HI at D3 triggers an interrupt to activate digital 
Pin 12, which is programmed to generate electroporation pulses continuously. 
For substances with positive polarity:  

Setup Protocol: 
1. Power the breadboard with two 9V batteries. 
2. Load appropriate sketch onto Arduino UNO 
3. Power the Arduino UNO with a PC or a USB plug. 
4. Verify that switches S3 – S7 are in the position as shown in .  
5. Toggle switch S1 to the right to enable Search Mode. 

         Search Protocol: 
1. Close Switch S2 so that Arduino UNO generates searching pulses. 
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2. Adjust the display of the oscilloscope so that monitor the square pulses on 
display. 

3. Apply positive pressure (~ 0.1 ml air) to the electrode, if desired, and slowly 
advance the electrode until the pulse amplitude drops below threshold.  

o Tip:  advancing by a small step, waiting a few seconds, and advancing again, can 
be more effective than advancing continuously 

o A threshold drop of >20% is typically sufficient. 
4. Retract and then advance the electrode again to test whether the voltage drop 

reoccurs.  
5. If the voltage drop disappears, continue advancing the electrode or reposition 

the electrode in tissue and repeat the previous step until a likely cell is located.  
Electroporation Protocol: 

1. Open Switch S2 and toggle Switch S1 to the left to enable Electroporation Mode. 
2. Push or hold Switch S3 to electroporate. 

For substances with negative polarity: 
 Setup steps: 

1. Toggle switches S3 – S7. 
2. Repeat steps 2 – 4 for positively charged dye instruction. 

Search steps: 
3. Repeat steps 5 – 9 for positively charged dye instruction. 

Electroporation step: 
4. Follow step 10 for positively charged dye instruction. 

Notes: 
Search pulse shape: Various shapes can be used during the search phase. Because the 

various RC components of biological tissue can distort the search pulse, and successful 
electroporation relies on unambiguous amplitude changes as the electrode approaches a 
cell, we recommend a square-wave search pulse for use in tissue.   

Electroporation parameters: The frequency and the duty cycle are programed in the 
Arduino and can easily be modified in the Arduino sketch. If push button S3 is held closed, a 
continuous stimulation square wave with user-defined frequency is delivered to the 
electrode. To avoid holding down push button S3 manually, a wire may be inserted across 
S3 (short circuit at S3). Alternatively, the user can depress S3 at different rates to manually 
change stimulation frequency. 

Amplification: The Arduino provides a square wave with an amplitude of 5V. Empirically, 
an amplitude of 9V is sufficient to deliver various substances into the targeted cell. 
Transistors Q2 and Q3, and transistor Q4 amplify the amplitude of square wave to the 
voltage supplied at the collector of these transistors. The whole system is supplied with 
voltages of ±9V, and amplifying the square wave amplitude to 9V is coherent with the 
system supply voltage. If the 9V amplitude is found to be insufficient for a specific 
preparation (dependent on substance administered or on cell/tissue type), the user can 
cascade additional batteries at the collector of the transistor. As the stimulus amplitude, 
and local electric field increases, the probability rises of electroporating multiple cells. In 
this case, the user can add a voltage divider module at the collector of the transistor.  
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2.7 Validation and Characterization  
 
We prepared acute living brainstem slices from young (under three week-old) rats (Alamilla 
and Gillespie, 2013) to test the SCE device with dyes of different polarities. This particular 
tissue is a good test for the device, as its relatively high optical density (Al-Juboori et al, 
2013) makes visualization of the electrode tip especially challenging; moreover, rapid 
changes in tissue composition during this developmental period require modifications in 
SCE parameters for tissue from animals of different ages. In some cases, we transferred the 
living tissue slice to a widefield fluorescence microscope in order to crudely visualize filling 
of the cell body in real time.  

 

2.7.1 Determining SCE parameters with Neurobiotin 

 
We electroporated Neurobiotin-plus, a small dye commonly used to label nerve cells, to test 
a positively-charged substance. As Neurobiotin is not itself fluorescent, we used the high-
affinity avidin-biotin interaction to bind a fluorophore (Alexa 488)-conjugated streptavidin 
to the neurobiotin for visualization (Fig. 4A). The parameters explored are summarized in 
Table I. We attempted to use single pulses to deliver Neurobiotin-plus. Success rates are 
shown in Figures 4B, C. With a lower resistance electrode (Re = 10 MΩ), the success rate 
peaked at a square wave amplitude of 9V (Fig. 4B), but this amplitude also resulted in an 
undesirably high proportion of multiple cell electroporation (MCE) events. With higher 
resistance electrodes (Re = 20 MΩ), we also found that success rates peaked at 9V, but this 
time without significant MCE events (Fig. 4C). Using as criterion for success a result in which 
exactly one cell was electroporated per attempt, the overall success rate for SCE with 
mono-pulse electroporation was < 30%.  
 
Increasing the number of electroporation pulses increased the overall electroporation rate. 
Thus, lower resistance electrodes (Re = 10MΩ) reliably produced electroporation events, 
many of which were MCE events (Fig. 4D). As with mono-pulse stimulation, using higher 
resistance (Re = 20 MΩ) electrodes allowed us to minimize MCE events, whereas increasing 
the stimulus number increased the proportion of successful SCE events slightly (Fig. 4E). In 
these tests with Neurobiotin-plus, using Re = 20 MΩ and a train of 5 pulses (20 msec, 9V 
square wave pulses, delivered at 1 Hz) brought the blind SCE success rate above one in 
three.  

 

2.7.2 Single cell electroporation with Alexa 488 hydrazide 

 
The negatively charged Alexa Fluor dyes are commonly used with biological cells. In this 
example, we show real-time fills at the cell body with Alexa FluorTM 488 hydrazide (Al 488). 
Stimulus protocol for Al 488 SCE is as follows: 
Amplitude (Amp) = -9V, pulse duration (Dt) = 5 ms, number of pulses (NP) = 2, and Inter-
Pulse-Interval (IPI) = 10 ms. This stimulus paired-pulses are delivered at 1 Hz. The only 
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varying parameter is the number of paired pulses. Figure 5A illustrated a labeled cell from 
the P11 tissue acquired through a Leica SP5 confocal microscope. Optimal SCE protocol and 
SCE success rates varied at different ages. Table II summarizes SCE outcome with the 
different numbers of paired-pulses for different age groups. The number of paired pulses 
(NT) was calculated based on the following criteria: 
NT started at 1. We monitored the targeted cell in real-time. If we observed a bright fill of 
the cell with a single paired-pulse, we set NT = 1; otherwise, we increased NT with an 
increment of 2. If we observed a bright fill of the cell within 10 paired-pulses, we set NT Ꜫ (1, 
10]; otherwise, we increased NT with an increment of 5. If we observed a bright fill of the 
cell within 30 paired-pulses, we set NT Ꜫ (10, 30]; otherwise, we increased NT with an 
increment of 10. If we observed a bright fill of the cell within 50 paired pulses, we set NT Ꜫ 
(30, 50]; otherwise, we discarded the tissue slice. We have noticed that if we fail to fill a cell 
within 50 paired-pulses, additional paired-pulses do not increase the likelihood of success. 
In these cases, furthermore, we have found that the probability of filling another cell in the 
same tissue to be small. We suggest these observations may be symptomatic of poor slice 
health and that in these situations the dye may fill the cell and immediately leak out.  
Table IIi shows attempted SCE for different NT and different ages. Table IIii shows successful 
SCE with different NT at different ages. The success rates from table IIiii are plotted in figure 
5B. The decreased success rates at an older age were likely due to slice health. Success rates 
also decreased after 30 paired-pulses. The best SCE success rate was 33%.  
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2.11 Figures 

 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

39 
 

 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

40 
 

Figure 2-1 

 
Figure 1. A. Circuit diagram in Rae and Levis approach (Rae and Levis, 2002) for modified patch 
clamp SCE device. Rf = feedback resistance, Re = electrode resistance, RCl = cleft resistance, VIn = 
applied voltage stimulated to the electrode, VO1 = output voltage of operational amplifier A1, 
VO2 = output voltage of operational amplifier A2. B. Circuit of Arduino based blind SCE device. IC 
is the instrumentation amplifier AD620. R7 is the gain resistor of AD620. R6 is the feedback 
resistor. Q1 and Q4 are PNP BJTs, whereas Q2 and Q3 are NPN BJTs. S3 is a push-button switch, 
whereas S2 is a single pole single throw switch. All other switches are single pole double throw 
switches. Junction 1 (J1) connects to an oscilloscope. Junction 2 (J2) connects to an electrode. 
S1 toggles between two operation modes. S4 – S7 toggles when different polar substances are 
delivered. Color for search and electroporation.  
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Figure 2-2 

Figure 2. Build instruction of SCE. (A) Build instruction for power supply. (B) Build instruction for 
differential amplifier module. (C) Build instruction for negative search pulse module. (D) Build 
instruction for voltage divider module. (E) Build instruction for positive stimulation module. (F) 
Build instruction for negative stimulation module. (G) Build instruction for Arduino interface 
module. (H) Overall circuit on the breadboard. 
 
 
 
 
 
    

A B C 
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Figure 2-3 

Figure 3. Instructions for testing SCE. (A) and (B) Test for the LEDs. (C) Test for the original 
search pulse. (D) Test for the positive search pulse. (E) and (F) Test for the negative search 
pulse. (G) Test for the original stimulation pulse. (H) and (I) Test for the positive stimulation 
pulse. (J) Test for the negative stimulation pulse.  
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Figure 2-4 

Figure 4. Blind SCE with neurobiotin-plus. (A) Example cell in superior olivary complex from P10 
rat. Scale bar = 10 μm. (B – E) Changing stimulation parameters alters the SCE success rate. (B) 
Success rate for single-pulse electroporation as a function of the amplitude of the applied 
square wave, for Re = 10 MΩ (pulse duration 20 msec). (C) Success rate for single-pulse 
electroporation as a function of the amplitude of the applied square wave, for Re = 20 MΩ 
(pulse duration 20 msec). (D) with Re = 10 MΩ, increasing the number of pulses or stimulated 
voltage increased MCE rate. (E) with Re = 20 MΩ, increasing number of pulses increased the 
SCE success rate.  
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Figure 2-5 

Figure 5. SCE protocol and success rate varied with respect to animal age. (A) A cell of LSO from 
P11 tissue filled with Alexa 488, shown in maximum Z projection. Image contrast is enhanced 
for illustration purposes. Scale bar = 10 μm. (B) SCE success rate against the number of pulse-
pairs at different ages. 
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Table I Summary of SCE attempts with neurobiotin plus. We varied the pulse amplitude, the 
pulse duration, the inter-pulse interval, and the number of pulses.  
 
Table 1 
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Table II Summary of SCE outcomes with Alexa 488. 
Success rates (%) for different numbers of pulse-pairs in very young and juvenile rat tissue for 
Alexa 488. Electrodes had resistance 20 MΩ, and stimulation protocol varied in the number of 
pulse-pairs. Numbers under each age group indicate the success rates (%) for each protocol. 
Numbers in parenthesis indicate number of attempts for each condition. 
 
Table 2 

SCE % Success Rate 

 

                               Animal Age 
# of paired-pulses  P3/4 P10/11 P17/18 

 1   27 (11)  11 (9) 0 (1)        

 2 - 10   28 (25)  33 (18)  20 (5) 

 11 - 30   32 (22)   25 (32)  22 (23) 

 31 - 50   25 (8)  25 (8)  19 (21) 

 
 
  



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

49 
 

3 Chapter 3: 3D Image Processing for Fluorescent Microscopy Images: 
Neuronal Reconstruction and Synapse Segmentation 

 
 
 

3.1 Abstract 
   
Understanding function in the nervous system is advanced by understanding structure, as the 
function of an individual neuron depends critically on that neuron’s morphology and on the 
geometry of its inputs. Algorithms for reconstructing neurons in 3 dimensions have advanced 
rapidly over the last few decades, and existing programs have a range of strengths and 
weaknesses. In particular, the noisy nature of many biological images imposes an extra obstacle 
for reconstruction programs. A program that provides both robust reconstruction for studies of 
neuronal morphology and robust segmentation of subcellular structures, including most 
importantly the synapse, is still critically needed. The problem of synapse identification has 
been particularly challenging, as the successful algorithm must segment synaptic label from a 
noisy image while achieving reasonable proportions of false positives and false negatives. 
Furthermore, the size of many synapses, which is close to the diffraction limit of light 
microscopy, imposes additional challenges when segmenting overlapping or directly apposed 
signal from nearby synapses. In this chapter, I report on my evaluation of all available software 
packages for 3D neuronal reconstruction, and I describe our new, efficient algorithm for 
synapse segmentation. I then combine these approaches to provide a new and improved 
workflow for identifying synaptic partners in a double-labelled fluorescence micrograph.  

 

3.2 Introduction 
 
Over a century ago, Santiago Ramón y Cajal demonstrated the striking diversity of neuronal 
morphology. For all neurons, cellular morphology and the spatial distribution of synaptic inputs 
critically shape signal integration and the neuronal response to particular stimuli (Rall, 1959; 
Rall et al., 1967).  With the advance of techniques in image acquisition and analysis, over the 
past few decades, neuroscientists been able to use stacks of two-dimensional optical 
microscopy images acquired at successive depths throughout neural tissue or cells and to 
reconstruct single neurons in three dimensions to reveal details of neuronal morphology. The 
process of reconstruction always requires converting the large image file to a more 
computationally compact format that represents the neuronal morphology with a set of points 
in a 3D coordinate space, consisting of information for local radius and connectivity to adjacent 
points, which is easier to analyze, store, and share (Ascoli, 2006). This labour-intensive process 
of neuronal reconstruction is extremely time consuming and can be prone to error. 
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In 2009, in an attempt to more quickly overcome these obstacles, several institutes participated 
in a competition, the DIADEM (DIgital reconstruction of Axonal and DEndritic Morphology) 
challenge, to boost the development of 3D neuronal reconstruction (Ascoli et al., 2009). The 
DIADEM challenge motivated the development of various algorithms aiming to reconstruct 
neurons in 3D in a fully automated manner. To date, a number of commercial concerns and 
academic labs have developed reconstruction software packages and can claim successful 
solutions to the problem of automated 3D reconstruction. In practice, however, neuroscientists 
often still use manual or semi-manual approaches for neural reconstruction neurons for a 
number of reasons related primarily to a lack of generalizability (Brown et al., 2011). For 
example, automated reconstruction nearly always fails to solve neurons that are incompletely 
labeled. Whereas human operators can use well-trained gestalt perception to trace along a 
dendrite even where the labeling contains gaps, automated reconstruction typically identifies 
the broken dendrite as two individual pieces. In cases where dendrites appear with punctate 
morphology – a relatively common artifact referred to as “beads on a string” – human 
operators can carefully align each punctum by checking back and forth along the Z axis. 
Automated reconstruction programs cannot perform this task at all. In addition, when two 
branches overlap, whereas human operators can usually separate the two branches, 
automated reconstruction often merges the branches into a single branch. Signal-to-noise 
ratios (SNRs) present an ever-present challenge for biological imaging, as labeling techniques 
that yield high SNRs for certain types of cells, tissues, or ages, or for labs with specific 
combinations of expertise, equipment, and reagents may simply not work in other situations. 
Unsurprisingly, reduced SNR has a pronounced effect on automated reconstruction. Finally, 
although some excellent machine learning algorithms now exist, these reduce the size of the 
dataset by the number of images required to train the algorithm. This reduction in dataset size 
can be a grave problem for situations in which the data are hard-fought and/or where 
developmentally- or experimentally-induced changes in morphology are so significant as to 
require new training sessions.  
 
For studies of structure-function relationships at the cellular level, a second analytical problem 
that often accompanies the problem of neuronal problem is that of identifying, localizing, and 
quantifying synapses. For the first step of identifying synapses from a noisy biological image, 
the segmentation procedure is commonly performed on stacks of 2D optical microscopy images 
with fluorescently labelled synaptic proteins. As with studies of 3D cellular morphology, a fully 
automated approach for 3D synapse segmentation is critically required, and a number of 
classical 3D image segmentation techniques have been implemented to detect synapses. Global 
thresholding that automatically assigns a threshold value to the entire image (Ridler and 
Calvard, 1978) is useful if the synapses show homogeneous intensity values against a high 
contrast uniform background, a situation that occurs often for neurons raised in culture. This 
technique often fails, however, when applied to neural tissue, where synaptic label tends to 
exhibit a larger range of intensities, and where the presence of labeled tissue gives a relatively 
noisy background. Edge-based segmentation has also been implemented for automated 3D 
segmentation (Bomans et al., 1990). This approach is useful for objects with ‘good’ boundaries, 
i.e., those where intensity values change sharply across synapse edges. However, the intensity 
changes at synapse edges are often gradual and inhomogeneous, and do not always provide 
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optimal high-contrast changes. Region-based segmentation is another classical algorithm 
adopted for 3D synapse segmentation. This approach exploits the spatial information by 
comparing the homogeneity within a small region or adjacent pixels (Bomans et al., 1990). 
Region-based segmentation is more computationally expensive, and always results in many 
voxels that remain unassigned to any region. A combination of global thresholding and region-
based or edge-based segmentation can improve synapse segmentation results. However, this 
combined approach is heavily dependent on the initial thresholding value. If the initial 
threshold value is too high, on the one hand, segmentation always results in overly large 
putative synapses, where any number of nearby synapses may merge into an unrealistically 
large (‘monster’) synapse. If the initial threshold value is too low, on the other hand, 
background noise always produces false positive synapses. In neuronal tissue, synapses are 
commonly found in close proximity, a scenario that presents challenges for purely intensity-
based algorithms. The watershed algorithm and cluster-based analysis that have been 
developed for 3D automated segmentation (Roysam et al., 1994; Ancin et al., 1996) are most 
effective for separating objects that just touch. However, these approaches also depend heavily 
on initial thresholding and tend to generate false positive signals from noisy background.  
 
More recently, an iterative thresholding-based algorithm was developed and implemented 
specifically for segmentation of synapses from 3D images (Morgan et al., 2008). In this 
algorithm, the grayscale image is first thresholded multiple times with decreasing threshold 
values. The binary images from these thresholding steps are saved and summed to create a 3D 
map in which each voxel value is assigned the number of times the voxel passed threshold. The 
full width half maxima in this map define the volumes of the putative synapses. If multiple 
putative synapses merge at lower thresholds, they can be separated based on the peak 
locations. This algorithm prevents merging of multiple synapses into monster synapses and, 
with the addition of lower size constraints, minimizes false positive signals. Although this 
algorithm successfully solves the synapse segmentation problem, it is computationally 
expensive, and it has not been widely adopted. Still more recently, with advances in deep 
learning, convolutional neural networks have been implemented for 3D segmentation 
(Soltanian-Zadeh et al., 2019), and are seeing increasing use. This deep-learning approach, 
however, is not always feasible, first, in cases where similar datasets are unavailable for the 
intensive training required, and second, in cases where the lack of a ground truth requires 
interaction that could potentially bias segmentation decisions. Although leave-one-out cross 
validation and k-fold cross-validation have been shown to cope with the limited dataset, the 
low signal-to-noise ratio of the synaptic label gives rise to high variability in the dataset, further 
complicating the learning curve (Stone, 1977; Burman, 1989).  
 
For the results reported in this chapter, I labeled individual neurons in brain tissue using a 
fluorescent dye, prepared the labeled tissue for imaging, acquired images at the confocal 
microscope, and used these digital images to test a variety of commercially available software 
and freeware for 3D neuronal reconstruction. Finding no viable software of any kind for the 
critical problem of synapse segmentation, I developed a new algorithm that uses a combination 
of iterative thresholding and watershed algorithm to segment labeled synapses in digital image 
stacks acquired at the confocal microscope.  
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3.3 Methods 

 

3.3.1 Sample preparation and imaging 

 
Tissue collection:  All procedures were performed in accordance with Canadian Council on 
Animal Care Guidelines and were previously approved by the Animal Review Ethics Board of 
McMaster University. Sprague-Dawley rats born to animals bred on site or shipped pregnant 
(Charles River Laboratories, Wilmington, MA) were used throughout this study. Briefly, a 
neonatal rat pup was euthanized and the brain dissected. Tissue slices (300 µm) were prepared 
and allowed to recover for 30 minutes in a humidified interface chamber, then placed in 
artificial cerebrospinal fluid at an upright microscope equipped with water-immersion optics for 
neuronal labeling, or were placed into fixative for further processing as detailed below.   
 
Neuronal labeling:  Individual neurons were targeted with a custom single-cell electroporation 
device, and filled with Alexa Fluor™ 488 Hydrazide (ThermoFisher, A10436).  
 
Tissue preparation:  Acutely dissected slices were placed in fixative (4% paraformaldehyde) for 
20 hours before being transferred to 30% sucrose in phosphate-buffered saline (PBS) for 
cryoprotection. The slices were re-sectioned at 50 µm and collected in PBS. Sections were 
blocked against non-specific staining by incubating for 24 hours in solution containing 5% 
normal serum, 2.5% bovine serum albumin (BSA), and 0.5% Triton-X in PBS. Sections were then 
incubated for 60 hours in solution containing 5% normal serum, 2.5% BSA, and primary 
antibodies raised against gephyrin, Vesicular Glutamate Transporter 1 (VGLUT1), and/or 
Vesicular Inhibitory Amino Acid Transporter (VIAAT) in PBS. Finally, sections were incubated for 
24 hours in secondary antibodies diluted at 1:500 in 5% normal serum in PBS. Details of primary 
and secondary antibodies are listed in Table 2. Sections were washed in PBS before being 
mounted and coverslipped with high refractive index mounting medium (CFM-1, Citifluor Ltd.; 
RI = 1.515). Negative antibody controls were included in each staining run, and antibodies were 
monitored for changes in specificity across staining runs. 
 
Image acquisition:  Labeled neurons were imaged at the confocal microscope using an objective 
with numerical aperture (NA) 1.4 and Nyquist sampling, resulting in voxel sizes of 120 nm x 120 
nm x 335nm. To minimize the chance for sample drift that might be associated with long 
acquisition sessions, all channels were imaged simultaneously.  
 
 

3.4 Results 
 

3.5 Evaluation of 3D reconstruction software packages 
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In this section, I describe the functionality of each software package I tested and comment on 
the performance and usability of each. A modern tool for assessing neuronal morphology 
makes use of the expression of fluorescent proteins under the control of promoters specific for 
the desired cell type(s). Powerful though this tool is, it cannot be applied to all situations. For 
example, in cases where appropriate promoters are not available to drive expression of the 
fluorescent protein in the desired cell type, or for the study of early developmental events 
where the fluorescent protein may not be expressed at sufficiently high levels in very young 
cells, researchers must use exogenous dyes. A potential disadvantage is that the labeling 
techniques for exogenous dyes can result in lower signal-to-noise ratios and present challenges 
for automated reconstruction. The single-cell electroporation labeling technique I used here 
provides a good test of the ability of these software packages to cope with lower signal-to noise 
ratios. Using the digital images acquired from electroporated cells, I tested the performance of 
automated 3D reconstruction and manual/semi-automated 3D reconstruction software 
packages. I list available software packages as of August 2019 for 3D reconstruction in Table 1. 
By 3D reconstruction I intend to mean not only the ability to create a 3D model of neurites 
(dendrites and axons) but also the ability to create a 3D model for somata and/or synapses. To 
distinguish between the two, I refer to neurite reconstruction as ‘tracing’ in Table 1. 
 
Farsight (Wang et al., 2011), based on C++, was one of the winning solutions to the DIADEM 
challenge. This software incorporates all the functions including pre-processing, auto/semi-auto 
tracing, segmentation, 3D reconstruction and visualization. However, Farsight is no longer 
actively maintained and is currently unavailable for download. 3DMA-Neuron (Weaver et al., 
2004) performs auto/semi-auto tracing, but is unable to segment objects or to perform 3D 
visualization. This software package was recently bought by Nihon Visual Science. I was unable 
to test these two software packages and therefore do not comment on their reconstruction 
performance.  
 
Open source reconstruction software 

1. Vaa3D (Peng et al., 2010) is a powerful open source software packages. It provides all the 
desired functions for 3D image processing, allows developers to contribute new plugins, and 
also allows users to write Matlab scripts for custom analyses. Vaa3D is actively maintained and 
is accompanied by intuitive tutorials. Developers answer technical questions promptly in the 
user forum. Tracing packages generate standard swc format files that can be used in multiple 
other software packages. Downsides were that auto tracing always generated false positive 
signals, and the semi-auto tracing was slow. The program tends to crash, especially when 
dealing with large datasets.  

a. Pros: User-friendly, versatility, universal file type and active technical support.  
b. Cons: Error-prone auto tracing, slow semiauto tracing, and crashing program. 

 
2. NeuTube (Feng et al., 2015) is a C++-based tracing package. It is primarily use for neurite 

tracing and can be integrated with Vaa3D. NeuTube does not provide pre-processing or 
segmentation capability, and tracing relies on a high signal-to-noise ratio and homogeneous 
neuron label. Auto and semi-auto tracing is error-prone in the presence of a noisy background.  

a. Pros: User-friendly, universal file type, integrates with Vaa3D.  
b. Cons: Error-prone auto tracing and limited functionality. 
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3. TrakEM2 (Cardona et al., 2012), a plugin for ImageJ, is primarily used for analyzing electron 

microscopy images. The “Trees” function extracts the skeletons of labeled neurons and exports 
a table containing node coordinates and edges. The traced image can be viewed only in this 
software package. The volume of the skeleton is error-prone in noisy images. Moreover, 
TrakEM2 provides manual tracing only.  

a. Pros: User-friendly, integrated in ImageJ.  
b. Cons: Only manual tracing, restricted file type, limited functionality, and poor 

reconstruction. 
 

4. NeuRA (Broser et al., 2004) automatically traces neurites after soma segmentation. This 
program provides very basic image pre-processing, which sometimes does not enhance the 
image at all. The tracing approach always assumes that the geometric centre of the soma is the 
starting point of tracing. However, this placement of starting point biases the tracing results 
when the soma is not a perfect sphere and/or when soma size is large. The program performs 
poorly when the traced neuron has more than one primary dendrite. Auto tracing is also error-
prone with noisy images.  

a. Pros: User-friendly and universal file type.  
b. Cons: Basic image processing function, biased starting point for tracing, error-prone 

auto tracing, poor tracing for neurons with multiple primary dendrites, and poor 
reconstruction.  

 
5. TREES toolbox (Cuntz et al., 2010) is a Matlab toolbox designed for auto tracing. This toolbox 

exports the reconstructed neurite in swc file format, as well as in a format compatible with the 
NEURON simulation program. Auto tracing is error-prone with noisy images. There are a few 
bugs for manual editing, but this toolbox is actively maintained.  

a. Pros: User-friendly, universal file type, and compatible with NEURON.  
b. Cons: Limited function, error-prone auto tracing, buggy manual editing.  

  
6. ShuTu (Jin et al., 2019), which is the Chinese name for dendrite, is a Python-based automated 

tracing software package. This program starts by auto-tracing the neuron and generating a swc 

file. Users can then interactively edit the auto-generated swc file. However, auto-tracing in a 

noisy image was quite error-prone, requiring more work to manually edit the reconstructed cell 

compared to semi-manual tracing.  

a. Pros: User-friendly and universal file type.  

b. Cons: Limited functionality, and extremely error-prone auto tracing. 

 

7. Neuromantic (Myatt et al., 2012) is a software package for manual and semi-manual tracing. 

The tracing results are saved in swc format and can be viewed in 3D. However, during tracing 

process, the image is shown in 2D stacks with adjustable depth. The lack of a 3D view for the 

entire neurite impedes overall tracing performance.  

a. Pros: User-friendly and universal file type.  

b. Cons: Limited functionality, no auto tracing, and no 3D view during tracing.   

 

8. BisQue (Kvilekval et al., 2009) is a cloud-based open source image analysis tool. This program is 

primarily used for 3D image visualization and analysis in Matlab or Python. The microtubule 
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tracking plugin of BisQue provides the possibility of neurite tracing. As this plugin was designed 

for tracing microtubules in time lapse images, tracing of neurites can be performed on only 

user-selected segment of one branch at a time. Although tracing speed is extremely slow, the 

cloud-based approach could be advantageous in certain circumstances.  

a. Pros: Versatility and cloud base.  

b. Cons: Extremely slow tracing process, not user friendly for tracing purpose, and poor 

reconstruction.  

 

 

9. ImageJ plugins for neurite tracing (including 9. Simple Neurite Tracer (SNT) (Longair et al., 

2011), 10. Tubular Geodesics (Turetken et al., 2012), 11. NeuronJ (Meijering et al., 2004), and 

12. NeuriteTracer (Pool et al., 2008) are all ImageJ plugins for neurite tracing. NeuriteTracer 

segments only the neurites and does not model them with connected vertices. NeuronJ allows 

semi-auto tracing and works only in 2 dimensions. Simple Neurite Tracer allows users to define 

two points on a branch and automatically find the path between these points. The path 

resembles the centreline of the neurite reasonably well, but does not determine the radius. 

Tubular Geodesics enhances the performance of SNT by modeling the computed neurite 

skeleton with tubular disks. For reconstruction that includes radius measurements, the optimal 

approach of all these is to combine SNT with Tubular Geodesics and to select user-defined 

points that are quite proximate to one another.  

a. Pros: User-friendly, universal file type, and integrated in ImageJ.  

b. Cons: Limited functionality, no auto tracing, and poor reconstruction.   

Thus far, I have summarized open source software packages for 3D reconstruction. 
Vaa3D and its plugin together with several plugins for ImageJ provide possible solutions 
for auto and semi-auto neurite tracing. Together, these tools allow users to pre-process 
the images in order to enhance the tracing results, and they have fewer bugs than other 
software packages. Most of the auto-tracing software packages are error-prone, and 
Vaa3d and the ImageJ plugins are no exceptions. Semi-automatic tracing can deal with 
these errors, but because users must define points along branches and because 
pathfinding accuracy decreases inversely with distance between points, this solution is 
time consuming. 
 
Commercial reconstruction software 

13. Imaris (Oxford Instruments) is a commercial software package designed for intensive analysis of 

microscopy images. It provides basic image processing and analysis routines. It also allows users 

to write Matlab or Python functions to perform custom designed processing and analysis, as 

well as to invoke functions or plugins from ImageJ. Most notably, Imaris provides excellent 3D 

rendering. Although the auto-tracing is error prone, the interactive semi-auto tracing 

dynamically predicts the path along the branch following the user’s mouse movement without 

defining multiple points on the traced branch. The tracing results can be exported to Matlab-

compatible files. Segmentation of the soma is based on thresholding, which often includes basal 

dendrites as parts of the soma. Manual editing of the segmented soma does not provide a 

smooth outline. Reconstruction does not provide optimal estimates of dendrite diameter. 
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a. Pros: User-friendly, developer-friendly, versatile, training provided, viable tracing result, 

and fast semi-auto tracing.  

b. Cons: Poor soma segmentation, poor proximal dendrite reconstruction, and error-prone 

auto tracing.  

 

14. NeuroLucida (MBF Bioscience) is a powerful commercial software package focused on neuron 

tracing and reconstruction and 3D brain mapping. It allows users to pre-process images and 

visualize neurons in 3D with excellent rendering technique. Users can trace neurons either live 

at the microscope using special hardware, or offline with image stacks. Auto tracing shows one 

of the most robust performances. Semi-auto tracing also allows dynamic prediction along a 

user-defined branch, following mouse movement without setting points along the branch. The 

program provides hundreds of morphometric analyses. The tracing results are saved in a 

proprietary format that can be viewed and analyzed only with NeuroLucida software. The 

segmentation of soma is smooth.  

a. Pros: User-friendly, versatile, training provided, fast and accurate semi-auto tracing, and 

excellent soma and dendritic reconstruction.  

b. Cons: Proprietary tracing result, poor synapse segmentation, and error-prone auto 

tracing.  

 

15. Aivia (Drvision Technologies) is a recently developed commercial software package for 

microscopy image visualization and analysis. It incorporates machine learning technology to 

segment and classify neuronal objects. Auto-tracing primarily depends on thresholding of 

neurite. Whereas a high threshold level results in missing branches, a low threshold level results 

in tracing noise. The program allows users to calibrate the image with actual voxel size. 

However, semi-auto tracing does not work in a calibrated image at all. Tracing results can be 

saved as a Matlab-compatible format, which allows users to perform additional analyses with 

custom designed routines.  

a. Pros: User-friendly, versatile, training provided, viable tracing result, machine learning 

option for synapse segmentation.  

b. Cons: Semi-auto tracing is limited to uncalibrated image, error-prone auto tracing.  

 

16. Amira (ThermoFisher) is a commercial software for image visualization and analysis with 

numerous purposes. It provides a unique block design for the image processing pipeline with 

decent 3D rendering. It allows users to implement different methods to segment objects. Very 

recently, the program also added a fiber tracing function that extracts the skeleton of the 

neurite. Interpolation of the neurite radius is based on the thresholded edge of the neurite, 

which is often not precise. The tracing results can be converted to swc format.  

a. Pros: Versatile, training provided, and universal file type.  

b. Cons: Limited functionality for neuronal tracing.  

 

3.5.1 An efficient algorithm for 3D synapse segmentation  
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The iterative thresholding approach described by Morgan et al. (Morgan et al., 2008) 
represented an important advance in that it accurately discriminated synapses that were 
closely apposed; however, the algorithm is computationally expensive, as the requirement to 
loop through each iteration to evaluate whether to merge nearby signals quickly exhausts 
computational resources. Specifically, because in our 3D datasets we cannot represent 
neighboring voxels using linear indices, this algorithm requires a nested loop. To solve this 
problem, and to dramatically improve the algorithm’s efficiency, we redesigned the algorithm 
to define putative synapse boundaries outside the nested loop and then to impose these 
boundaries on the segmented images. A flowchart summarizing this new synapse segmentation 
algorithm is shown in Figure 1. 
 
The improved algorithm starts by iteratively thresholding the image at decreasing grey values. It 
then sums the binary images obtained at each threshold such that the value at each voxel 
represents the number of times that voxel surpassed threshold as threshold was iteratively 
reduced. Next, the algorithm detects local maxima from the summed image, a procedure that is 
more robust to noise than is detecting local maxima from a raw or median-filtered image. After 
identifying the local maxima, the algorithm performs two independent tasks: 

A. It applies a watershed algorithm to the distance transform of the image containing the 

local maxima. This approach efficiently detects boundaries where nearby synaptic 

puncta meet. We then store the image with boundaries as an anti-merging mask.  

B. It assesses voxels in the vicinity of all detected local maxima in order to model synapses 

as spheres or ellipsoids. Numerous algorithms using a global threshold as the first step 

to partition images result in either false positives or false negatives. This algorithm 

gradually expands a search region around each local maximum and calculates local 

thresholds for the voxels around each local maximum. First, we manually examined our 

image stacks for each synaptic label and measured the range of apparent synapse size, 

as determined by diameters for voxel clusters. We found that no voxel cluster had a 

diameter greater than 1 µm (radius <= 0.5 µm). To proceed, we assumed that local 

maxima were the centroids of synaptic label, in which case, for each local maximum, the 

potential synaptic voxel cluster would not occupy voxels more than 0.5 µm away from 

the local maximum. Therefore, we defined a maximum searching region of 0.5 µm in 

radius, here, about 4 voxels in radius. Our algorithm starts at each local maximum, 

assigns voxels within 1 voxel range as neighbors, and calculates the median gray value of 

the neighbors as local thresholds. Next, the algorithm automatically assigns each 

neighbor whose gray value passes the corresponding local threshold as a segmented 

synapse. Then, we re-assign the new centroids of each segmented synapse and 

iteratively repeat the above steps with increasing radius up to the maximum searching 

radius.  

Once each of these tasks is complete, the algorithm performs a voxelwise AND operation on the 
results of the two independent tasks. For each resulting putative synapse, we calculate the 
volume and then eliminate putative synapses whose volumes are unrealistically small (less than 
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9 voxels). Finally, using the Object Manager tool of Imaris, we can feed our segmented synapses 
back into Imaris for further measurements and visualization. 
 
Matlab codes are available in Open Science Framework (DOI 10.17605/OSF.IO/FR35X). 
 

3.5.2 Segmentation results 

 
Synapses of various types are typically identified at the light microscope by staining for specific 
proteins that are characteristic of the pre-synaptic terminal or of the post-synaptic 
specialization. In many neurons, excitatory synapses occur on small protrusions known as 
dendritic spines, and in such neurons the physical segregation of synaptic label ensures that 
excitatory synapse segmentation is a relatively straightforward process. Aspiny neurons, 
however, which lack such clearly defined synapses, can present more challenges to synapse 
segmentation, as can inhibitory synapses, which in mature neurons may be densely clustered 
near the cell body. The Lateral Superior Olive (LSO) provides an appropriate challenge for our 
segmentation algorithm, as the cells are aspiny and they exhibit significant inhibitory density at 
the cell body. Example results for synapse segmentation in the LSO are shown in Figure 2, 
where we stained for the synaptic protein gephyrin. Gephyrin is a postsynaptic scaffolding 
protein found at ionotropic inhibitory synapses (Groeneweg et al., 2018), and in mature 
neurons gephyrin is found primarily at or near the cell body, as seen in the (green) gephyrin 
stain of Figure 2A. After finding the summed image (Fig. 2B), we extracted from it the local 
maxima (Fig. 2C) to create an anti-merging mask (Fig. 2D). From the same set of local maxima, 
we iteratively expanded the searching region and applied the calculated local thresholds (Fig. 
2E-H). Unsurprisingly, as the search radius increased, putative segmented synapses began to 
merge. By applying the anti-merging mask, we prevented this merging and maintained 
segregation of putative synapses (Figs. 2I and 3A3).  
 
As shown in Figure 3, the segmentation algorithm described above was able to distinguish 
synapses that touch or very nearly touch (Fig. 3 A3 – D3). However, the algorithm also identified 
numerous small synapses that were likely falsely segmented due to background noise. In 
theory, one could expand the step between each iteration of threshold reduction to smooth 
out the noise and reduce the number of false synapse identifications.  As we increased the size 
of the iterative thresholding steps from 2 to 20 gray-value for the 8-bit image (Fig. 3), the 
number of falsely identified synapses did not change appreciably.  
 
In an ideal scenario for synapse labeling, imaging, and segmentation, the histogram of voxel 
gray values would reveal two easily separable peaks representing background label on the 
lower end and synapse label on the upper end. Due to the large number of voxels with low gray 
values in the background, our histogram was dramatically biased towards the lower end of the 
histogram. Whereas our background histograms might range from gray values of 0 to 20 or 
even 30, the synapse histograms had wide ranges that could dip as low as gray value 10, 
causing the two histograms to overlap. In this real-world example, the wide spread of gray 
values for synaptic label and the overlap of this range with the background label create 
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challenges for distinguishing true signal from noise. To address this problem, we added a 
special user-guided noise removal procedure. Within each image stack, before the algorithm 
starts, we visually selected 3 to 5 potential synapses and plotted their gray value histograms. As 
a conservative measure, we assigned a noise threshold at a gray value that was at least 5 steps 
lower than the smallest value in the synapse histogram. During the iterative thresholding 
procedure, the lowest threshold was set to this noise threshold. In this example, we set the 
noise threshold at a gray value of 9. When we performed the segmentation routine after 
removing noise in this manner, the same data set yielded fewer false positive synapses (Fig. 4). 
The size of the incremental threshold reduction was an important parameter. A step size that 
was too large, e.g., a gray value of 20, missed some synaptic label altogether, and the ideal 
increment appeared to lie between 2 and 10 in gray value (Fig. 4 A -C), as increments in this 
range allowed the algorithm not only to separate synapses in close proximity, but also to 
eliminate noisy background labeling.  

3.5.3 Pre- and post- synaptic partners 

 
A common task after synapse segmentation is to determine whether two synaptic labels 
appose each other across a synaptic cleft. As the distance between two apposing synaptic 
labels across the cleft is below the resolution of conventional light microscopy, correlation-
based colocalization methods have traditionally been adopted to tackle this task. For example, 
the Pearson’s coefficient is used to estimate the degree of correlation between two labels in 
microscopic image analysis (for an excellent textbook, see Wu et al., 2008), whereas the 
Mander’s overlap coefficients use the actual overlap of the signal to estimate the contribution 
of each labels (Mander et al., 1993). However, these correlation-based methods assume that 
pre- and post-synaptic label are smeared by the point-spread function of the imaging system, 
and provide no information about relative position. Here, using the centroids of our segmented 
synapses, we provide a Euclidean-distance-based method to calculate apposition and relative 
proximity of pre- and post- synaptic labels. 
 
The vesicular inhibitory transporter VIAAT transports both GABA and glycine into synaptic 
vesicles in presynaptic inhibitory terminals, and so is generally found in pre-synaptic terminals 
apposed to gephyrin-positive postsynaptic densities (Burger et al., 1991; Dzyubenko et al., 
2016). To segment apposed pre- and post-synaptic signal, we stained tissue for VIAAT and 
gephyrin (Fig. 5A-C). Gephyrin-positive clusters of staining outlined the soma, consistent with 
previous results from this lab and others (Alan Cooper thesis; Fischer et al. 2019; Korada and 
Schwartz 1999), and both gephyrin-positive and VIAAT-positive label could be segmented 
around the soma (Fig. 5D-H). Correlation-based colocalization approaches provide an overall 
estimate of overlapping intensity alone (Pearson’s R value = 0.23; Manders’ coefficients = 0.344 
and 0.478 for VIAAT and gephyrin). To estimate the distance between these two synaptic 
labels, we extracted centroids for gephyrin- and VIAAT-labeled synapses (Fig. 6A). Next, for the 
calculated set of gephyrin centroids, we calculated the distance from the nearest VIAAT 
centroids (Fig. 6B), and for the set of VIAAT centroids we plotted the distribution of distances to 
the nearest gephyrin centroid (Fig. 6C). A clear majority (80%) of VIAAT centroids fell within 1 
µm of identified gephyrin centroids, whereas only half of the gephyrin centroids fell within 1 
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µm of identified VIAAT centroids. This asymmetry may be partly explained by the differences in 
labeling for pre and postsynaptic proteins, as clusters of presynaptic label in our dataset 
outnumbered clusters of postsynaptic label by over 50% (348 vs 202).   
 
In order to validate our distances between pre- and post- synaptic label, we manually examined 
the unprocessed stacks of gephyrin and VIAAT staining and selected 34 synapses in which both 
proteins were robustly labeled. We then estimated the centroid-to-centroid distance in ImageJ. 
The median distance was 0.83 µm 25th percentile: 0.74, 75th percentile: 0.97, n = 41), with 
largest distance of 1.13 µm and smallest distance of 0.58 µm. Using the 75th percentile, we 
defined the threshold limit for putative synaptic label with 1µm between pre- and post- 
synaptic label, and then applied this threshold distance to the segmented labels. We randomly 
selected 5 gephyrin and VIAAT centroids. For each centroid, we built a searching sphere with 
radius of 1 µm (z-stack corrected) and calculated the probability of at least one synaptic partner 
in the sphere (Fig. 7 and Fig. 8). We repeated with random selection 20 times (sampling with 
replacement) for each synaptic labels and calculated the cumulative probability of finding 
synaptic partners in the searching sphere. The probability of finding a synaptic partner in the 
searching sphere for a gephyrin centroid is 30% higher than the probability of finding a synaptic 
partner for a VIAAT centroid (gephyrin: 0.76 ± 0.22; VIAAT:0.51 ± 0.21; p = 0.0014 Mann-
Whitney). These probabilities are consistent with the distribution of nearest-neighbour 
distances (Fig. 6B, C) and provide information about relative position that the correlation-based 
colocalization method cannot provide.  
 

3.6 Discussion  
 
We labeled neurons with exogenous dyes and collected image stacks at the confocal 
microscope to obtain realistically challenging datasets for evaluating currently available 
software packages for 3D reconstruction. Some of these packages are impressive, but each one 
lacks certain desirable features. The major advance described here is the implementation of an 
efficient algorithm for 3D synapse segmentation, which allows us to identify synaptic partners 
from either pre- or post- synaptic label.  

 

3.6.1 Neuronal reconstruction 

 
Since 2010, researchers have made tremendous progress by implementing auto/semi-auto 
reconstruction algorithms. However, none of the existing software packages for 3D 
reconstruction are able to automatically and robustly trace a wide range of neuron 
morphologies. Even semi-auto tracing requires a substantial amount of fine-scale editing. 
Neurolucida and Imaris provide the most efficient semi-automatic tracing interface. However, 
Imaris fails to reconstruct the apical dendrite when the dendrite diameter is too large. Both 
Neurolucida and Imaris struggle with situations in which two branches are close to each other 
and one branch has a gap in staining. In fact, during semi-auto tracing these programs often 
connect broken branches to neighboring neurons. The human operator must then construct 
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short cylinders manually to appropriately bridge gaps at broken branches. Performance 
decreases for neurons that exhibit beads-on-a-string morphology.  
 
The ideal reconstruction software packages should integrate 3D image processing, 3D tracing, 
3D segmentation, and 3D visualization. Although some software packages, including Vaa3D, 
ImageJ (with numerous plugins), Neurolucida, Imaris, Aivia, and Amira claim to do a wide range 
of tasks, specific functions of any one package may be limited. For example, we found 
Neurolucida to be the best program for neuronal tracing, both in terms of performance under 
low signal-to-noise and where precise estimates of dendrite diameter were desired (e.g., for 
compartmental modeling of dendritic integration). However, the synapse segmentation 
performance was poor. Amira, on the other hand, performed well for image processing and 
segmentation generally, but had limited ability to trace neurons. Boosted by the DIADEM 
challenge, a growing number of labs and private companies are investing in the development of 
more robust tracing algorithm and software packages. More recently, the BigNeuron project 
was launched to advance parameters for state-of-the-art neuronal reconstruction, to develop 
standardized reconstruction and morphological analysis protocols, and to establish an open 
data repository/source for neuroscientists (Peng et al., 2015).    

 

3.6.2 Synapse segmentation 

 
Based on iterative thresholding and watershed algorithm, our synapse segmentation efficiently 
and accurately separates synapses in close proximity that are demonstrably challenging for 
other algorithms. In particular, adding an extra background removal step makes our 
segmentation routine robust to the kinds of noise that occur in real-world biological imaging. 
The size of the step at each iteration of the thresholding procedure is important; a step of 5 
gray-value units appears to be optimal for accurate and robust segmentation of 8-bit images. 
To validate the segmentation results, a few examiners with prior knowledge on 
immunofluorescent image manually segmented synapses randomly. In order to do so, for a 
potential synapse, the examiner would go through each optical sections and count the total 
pixels representing the synapse and approximate the centroid of the synapse. Then, I compared 
the manual segmentation and automated segmentation results. By visual inspection, both 
results have the same overall shape. The centroid and the overall pixel (voxel) numbers are also 
in agreement. Ideally, we would compare our segmentation results with the ultra-structures 
from the same tissue. With access to appropriate infrastructure, we might carry out this 
comparison using correlative light and electron microscopy (CLEM), an imaging approach that 
correlates information obtained from fluorescence light microscopy with that obtained from 
electron microscopy, providing information for subcellular location of molecules as well as cell 
ultrastructure (for review, see van den Dries et al., 2022).  
 
Although Pearson’s and Manders’ coefficients have been widely adopted for colocalization 
analyses of dual-labelled synapses, these measures are insufficiently precise for many 
questions. Our Euclidean-distance-based approach identifies the synaptic partner in the 
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searching sphere with radius of threshold distance and calculates the probability of a synaptic 
partner in the searching sphere.  
 
In order to be able to unequivocally assign synapses to a reconstructed neuron, a postsynaptic 
label – such as the gephyrin label used to identify inhibitory synapses – is admittedly preferred. 
Unfortunately, many postsynaptic receptor proteins, as well as their associated proteins, are 
notoriously recalcitrant to immunolabeling in tissue. For example, PSD-95 (postsynaptic density 
protein 95 KDa), an anchoring protein for NMDA and AMPA receptors (Gomperts, 1996), would 
appear to be an ideal postsynaptic marker for glutamatergic synapses. However, neither we nor 
others have identified PSD-95 antibodies that could be successfully used for fluorescent staining 
in thick tissue. Instead, we used staining for the vesicular glutamate transporter VGLUT1, which 
is a reliable presynaptic marker for excitatory synapses in the LSO (Blaesse et al., 2005). 
Because co-staining for PSD-95 and VGLUT1 was not possible, we made the assumption that 
calculated distances between gephyrin and VIAAT immunolabeling at inhibitory synapses could 
be used to estimate distances between VGLUT1 and PSD-95 at glutamatergic synapses in the 
same cells. This assumption is based on ultrastructure studies in cats and guinea pigs, where 
the distances are similar between post-synaptic membranes and various types of pre-synaptic 
terminals (Helfert and Schwartz, 1986; Helfert et al., 1992). If the absence of reliable methods 
for identifying the post-synaptic glutamatergic specialization in thick tissue, we suggest that a 
reasonable approach is to stain for VIAAT and gephyrin in the same tissue, measure the 
inhibitory synapse Euclidean distance, and then use VGLUT1 staining, informed by the VIAAT-
gephyrin distance, to identify those glutamatergic synapses likely to be associated with the 
labeled neuron.  
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Vaa3D 
****

* **** *** ** Y *** Y Matlab  C++ 

Farsight Y Y Y Y Y Y Y Python  C++ 

NeuTube N N N ** Y *** N N/A 
Vaa3

D C++ 

TrakEM2 N ** N N N ** Y N/A 
Image

J Java 

NeuRA  ** ** + N Y ** N N/A  Java 

TREES Toolbox ** ** ** N Y ** N 
Matlab/ 
NEURON   

ShuTu N N N ** Y ** Y Python  N/A 

Neuromantic ** N ** N N ** N N/A  N/A 

BisQue **** ** ** ** N * Y 
Matlab/ 
Python  

C++/ 
JAVA 

Simple Neurite  
Tracer N N ** ** N ** N N/A 

Image
J N/A 

Tubular 
Geodesics ** N ** ** N N N N/A 

Image
J N/A 

NeuronJ ** N N N N ** Y N/A 
Image

J N/A 

NeuriteTracer N ** N N Y N N N/A 
Image

J N/A 

Commercial Software 

Imaris 
****

* **** **** 
****

* Y 
***

* Y 
Matlab/ 
Python  N/A 

NeuroLucida 
****

* ** ***** 
****

* Y 
***
** Y N/A  N/A 

Aivia 
****

* **** *** *** Y *** N N/A  N/A 

3DMA-
NEURON Y N Y N Y Y N N/A  N/A 

Amira 
****

* *** **** *** N N Y N/A  C++ 

 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

67 
 

Available software packages for 3D neuronal reconstruction as of August 2019. Image 
processing rates the package on the performance and versatility of image processing. Image 
segmentation rates the package on segmenting objects including somata and synapses. 3D 
reconstruction rates the package on the performance of creating the 3D model for segmented 
objects or traced neurites. 3D visualization rates the package on the performance of 3D 
visualization. Auto tracing asks whether the package can trace neurites automatically. Manual 
edition rates the package on the performance of semiauto/manual tracing. Stitching asks if the 
package itself is able to register images. Script interaction asks whether and what script 
language the package allows users to write to implement their own functions within the 
package. Integration indicates that the package acts as a plugin to another piece of software. 
Language for developer indicates that the package is open source and allows the developer to 
modify and/or contribute.  
***** best performance of tested packages  
*** average performance  
* poor performance. 
Note: As Farsight and 3DMA-NEURON were unavailable for testing, their claimed performance 
is in gray. 
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Table 2  
Antigen Host (Isoform) Catalogue number Dilution Conjugated 

Fluorophores 

Gephyrin Mouse IgG1 Synaptic System 
147021 

1:250  

VGLUT1 Guinea pig Millipore AB5905 1:2000  

VIAAT Rabbit Synaptic System 131002 1:1000  
Mouse Donkey Jackson Immuno 

Research 715605151 
1:500 Alexa 647 

Guinea pig Donkey Jackson Immuno 
Research 715165151 

1:500 Cy 3 

Rabbit Donkey Jackson Immuno 
Research 711486152 

1:500 Dylight 488 

 
Antibodies used in this study.   
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3.9 Figures 
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Figure 3-1 

Figure 1. Flowchart of algorithm pipeline for 3D synapse segmentation.  
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Figure 3-2 

 
Figure 2. Segmentation results step by step corresponding to steps from figure 1. A. Raw image 
with gephyrin labelled in green. B. Sum of each binary image that passes the threshold. C. Local 
maxima of the image. D. Anti-merging mask. E. Segmentation result after applying local 
thresholds with searching sphere of 1 voxel radius. F. Segmentation result after applying local 
thresholds with searching sphere of 2 voxel radius. G. Segmentation result after applying local 
thresholds with searching sphere of 3 voxel radius. H. Segmentation result after applying local 
thresholds with searching sphere of 4 voxel radius. I. Final segmentation result. All images are 
contrast enhanced for illustration purpose. Scale bar = 5 μm. 
 
 
 
 
 
 
 
 
 
 
 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

72 
 

 
 

 
Figure 3-3 

 
Figure 3. Increasing the size of iterative thresholding step below 20 does little to reduce false 
positive rate. A - D: Segmentation results with iterative thresholding step size of 2 gray value 
(A1), 5 gray value (B1), 10 gray value (C1), and 20 gray value (D1) are merged (A3 - D3) with raw 
images (A2 - D2). Solid yellow circles show potential synapses that are touching or close to each 
other. Dashed cyan circles show that segmentation can distinguish synapses that are touching 
or close to each other (shown in solid circles). All images are contrast-enhanced for illustration 
purposes. Scale bar = 5 μm. 
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Figure 3-4 

Figure 4. Increasing the size of iterative thresholding step changes segmentation results in 
noise-smoothed images. A - D: Segmentation results with iterative thresholding step size of 2 
gray value (A1), 5 gray value (B1), 10 gray value (C1), and 20 gray value(D1) are merged (A3 - 
D3) with raw images (A2 - D2). Solid yellow circles show potential synapses are toughing or 
close to each other. Dashed yellow circles show the segmentation results of synapses shown in 
solid circle. Dashed cyan circles show missed potential synapses. All images are contrast-
enhanced for illustration purposes. Scale bar = 5 μm. 
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Figure 3-5 

Figure 5. Segmentation of somatic gephyrin and VIAAT labels at single optical section. A. Raw 
image of gephyrin label. B. Raw image of VIAAT label. C. Merged image of gephyrin and VIAAT 
labels. D. Gephyrin segmentation. E.  VIAAT segmentation. F. Merged image of gephyrin and 
VIAAT segmentation. G. Merged image of gephyrin label and gephyrin segmentation. H. 
Merged image of VIAAT label and VIAAT segmentation. All images are contrast enhanced for 
illustration purposes. Scale bar = 5 μm. 
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Figure 3-6 

Figure 6. Nearest neighbor analysis of gephyrin and VIAAT centroids. A. Centroids of gephyrin 
and VIAAT. B. For each individual gephyrin centroid, the distance to the nearest VIAAT centroid 
is calculated. The histogram shows the counts of distances to nearest VIAAT centroids. C. For 
each individual VIAAT centroid, the distance to the nearest gephyrin centroid is calculated. The 
histogram shows the counts of distances to nearest gephyrin centroids. 
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Figure 3-7 

Figure 7. Searching spheres for observed postsynaptic labels with potential presynaptic partner. 
A and B searching spheres for 10 randomly selected gephyrin centroids. Magenta dots: 
Gephyrin centroids. Cyan dots: VIAAT centroids. Red sphere: searching sphere for gephyrin 
centroid.  
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Figure 3-8 

 
Figure 8. Searching spheres for observed presynaptic labels with potential postsynaptic 
parterner. A and B searching spheres for 10 randomly selected VIAAT centroids. Magenta dots: 
Gephyrin centroids. Cyan dots: VIAAT centroids. Yellow sphere: searching sphere for VIAAT 
centroid.  
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4 Chapter 4: Redistribution of synaptic inputs in the neonatal rat 
auditory brainstem occurs in the absence of acoustically driven 
activity 

 

4.1 Abstract 
 
Principal cells of the lateral superior olive (LSO) integrate excitatory and inhibitory inputs 
that are precisely matched for stimulus frequency. Despite the importance of frequency-
matched inputs to the LSO’s task, how this precise registration is established and 
refined is not well understood. Both excitatory and inhibitory inputs to LSO undergo 
significant physiologically measurable refinement before hearing onset. Although 
physiological measurable refinement could be attributed in part to the change in the 
subcellular location of the synapses, how excitatory and inhibitory synapses are 
distributed and/or re-distributed during developmental refinement has not been closely 
studied in the LSO. In the medial superior olive (MSO), a neighboring nucleus to the 
LSO, inhibitory synapses onto principal cells have been shown to be re-distributed 
towards the soma under the influence of acoustic experience. Here, we asked how 
synapses in LSO are distributed in early postnatal life, and whether this distribution can 
occur in the absence of acoustic activity. To answer this question, we labeled individual 
principal cells in the LSO of rats at about postnatal days 4 and 11 (P4 and P11), both 
ages before hearing onset, and stained for markers of excitatory and inhibitory 
synapses. We then reconstructed the labeled cells, together with their associated 
synapses, in three dimensions. Surprisingly, at early ages, excitatory synapses 
outnumbered inhibitory synapses at the soma by a factor of 2. As expected, within the 
week before hearing onset, synapse size increased for both excitatory and inhibitory 
inputs. For inhibitory synapses, absolute synapse density decreased at distal dendrites 
and increased at soma and proximal dendrites. Excitatory synapses showed a 
complementary trend, such that absolute synapse density increased at distal dendrites 
and decreased at soma and proximal dendrites. Together, these trends resulted in a 
situation in which by P11, just before hearing onset, inhibitory synapses outnumbered 
excitatory synapses at the soma by a factor of 3. Our results show that in the immature 
LSO, inhibitory synapses are re-distributed toward the soma, and excitatory synapses 
re-distributed away from the soma, in the absence of acoustic activity. 
 

4.2 Introduction 
 
Neural circuit function is heavily influenced by cellular morphology and protein 
expression, and  it has long been known that neural activity, especially during 
development, alters efficacy of excitatory synapses through changes in both dendritic 
morphology (Yuste, 2010) and protein expression. Efficacy of inhibitory synapses can 
also by modified by changes in protein structure and function (Rivera et al., 1999; 
Ganguly et al., 2001; Schubert et al., 2013). Perhaps the best-known way in which 
neural activity alters synaptic efficacy is through protein expression; and such changes 
can be quite dynamic even at adult synapses. Although both the subcellular location 
and the relative distribution of synapses also affect synapse efficacy (Rall and Rinzel, 
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1973; Bernander et al., 1994), less is known about the role of neural activity in 
specifying synapse position. 
 
In retinal ganglion cells, the number of glutamatergic synapses increases concomitant 
with a decrease in dendritic field density (Morgan et al., 2008). In primary visual cortex, 
blockade of GABAergic transmission from basket cells results in more synapses with 
smaller size on the somata of pyramidal cells (Wu et al., 2012). Thus, in both excitatory 
and inhibitory circuits, protein expression at individual synapses and subcellular 
distribution of those synapses can change significantly, whether permitted or guided by 
neural activity. Understanding how individual neurons coordinately refine the location 
and strength of their excitatory and inhibitory synapses however remains unknown. 
What is known is that neural activity can regulate the subcellular distribution of synaptic 
inputs to individual neurons such that neighbouring synapses cluster with each other 
through local calcium signals (Kleindienst et al., 2011; Druckmann et al., 2014; 
Winnubst et al., 2015; Lee et al., 2016). In one of the best-studied preparations, mature 
proportions of excitatory and inhibitory synapses are established onto different types of 
retinal ganglion cells at different times during development (Bleckert et al., 2013). In this 
system, the ratio of excitatory to inhibitory synapse onto given segments of dendrite is 
maintained throughout early postnatal development (Soto et al., 2011a; Bleckert et al., 
2013).  
 
The lateral superior olive (LSO) is a model system for studies of the coordinate 
refinement of excitatory and inhibitory synapses. Principal cells in LSO compute 
interaural level difference (ILD) (Boudreau and Tsuchitani, 1968) by integrating 
excitatory input from the ipsilateral anteroventral cochlear nucleus (AVCN) (Cant and 
Casseday, 1986) and inhibitory input from the ipsilateral medial nucleus of the trapezoid 
body (MNTB), which receive excitatory input from the contralateral AVCN (Moore and 
Caspary, 1983; Bledsoe et al., 1990; Sommer et al., 1993; Smith et al., 1998). The 
period between birth and hearing onset (around P12 in rats (Geal-Dor et al., 1993)) in 
the LSO comprises many developmental events for both pathways. The excitatory and 
inhibitory inputs to LSO are crudely aligned already at birth (Sanes and Siverls, 1991; 
Kandler and Friauf, 1993; Kil et al., 1995), and each input pathway undergoes further 
refinement before hearing onset. For example, the number of excitatory inputs to 
individual LSO neurons decreases, with the remaining inputs growing stronger (Case et 
al., 2011). This physiologically measurable refinement coincides with developmental 
changes in ionotropic glutamate receptor expression, including increased expression of 
the GluR4 AMPA receptor subunit, decreased expression of the GluN2B NMDA 
receptor subunit, and a shift from NMDAR- to AMPAR-mediated transmission (Caicedo 
and Eybalin, 1999; Case et al., 2011). During the same time, inhibitory inputs to LSO 
also undergo functional refinement. In particular, the overall area of MNTB that can elicit 
a response in a single LSO neuron decreases – in other words, the number of distinct 
inputs to each LSO cell decreases – and the strength of the remaining inputs increases 
(Kim and Kandler, 2003). This physiologically measurable refinement coincides with 
developmental changes in inhibitory receptor expression, including a shift from 
GABAergic to glycinergic transmission and increased expression of α1-containing 
glycine receptors (Friauf et al., 1997; Kotak et al., 1998). These results support a model 
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in which changes in protein expression may significantly underlie changes in synaptic 
efficacy in the LSO. Interestingly, the immature inhibitory pathway also releases 
glutamate, which is loaded into synaptic vesicles by vesicular glutamate transporter 3 
(VGLUT3) (Gillespie et al., 2005), and expression of VGLUT3 is understood to play an 
important role in developmental refinement of this inhibitory pathway (Noh et al., 2010).  
 
Although developmental changes in protein expression likely alter synaptic efficacy in 
the immature LSO, subcellular distribution at least of inhibitory inputs occurs during 
circuit optimization in the auditory brainstem. In particular, the LSO’s neighbouring 
nucleus, the medial superior olive (MSO), also receives inhibitory inputs from MNTB. In 
the gerbil MSO, glycine receptors are diffusely distributed along the dendrites of MSO 
principal cells at hearing onset and are subsequently redistributed towards the soma 
under the influence of acoustic experience (Kapfer et al., 2002). As low-frequency 
hearing specialists, gerbils depend heavily on MSO for azimuthal sound localization. It 
is intriguing to ask whether the LSO of a high frequency specialist such as rat also 
requires acoustic experience for synapse redistribution. In pre-hearing LSO, patterned 
spontaneous activity (Tritsch et al., 2007) is required for functional refinement of the 
inhibitory pathway (Clause et al., 2014). Do the immature synapses of this LSO input 
pathway undergo redistribution, and if so, is acoustic activity required for such 
refinement? This question can be tested by examining synaptic redistribution before 
hearing onset. Here, we labelled individual LSO principal cells, immunostained for 
protein markers of excitatory and inhibitory synapses, and reconstructed the labeled 
neurons together with their identified synaptic inputs, in order to examine whether and 
how excitatory and inhibitory synapses are redistributed in an early postnatal stage in 
the absence of acoustic activity.  
 

4.3 Methods 
 

4.3.1 Single-cell electroporation  

 
All procedures were performed in accordance with Canadian Council on Animal Care 
guidelines and were approved by the Animal Research Ethics Board of McMaster 
University. The single-cell electroporation (SCE) equipment and procedure is described 
in Chapter 2. In brief, Spraque-Dawley rats aged at postnatal days 3/4, 10/11, and 
17/18 (P3/4, P10/11, and P17/18) were anesthetized, and the brain was quickly 
removed and placed in ice-cold, oxygenated artificial cerebrospinal fluid (ACSF) 
containing NaCl, 124 mM; MgSO4, 1 mM; KCl, 5 mM; KH2PO4, 1.25 mM; Dextrose, 10 
mM; NaCO3 26 mM; CaCl2·H2O, 2 mM; and Kynurenic acid 1 mM. Postnatal day 3/4 is 
associated with the onset of physiologically measurable refinement in LSO for both 
excitatory and inhibitory pathways (Kim and Kandler, 2003; Case et al., 2011). Postnatal 
day 10/11 is just prior the onset of hearing (Geal-Dor et al., 1993). For each P10/11 
pup, a loud hand clap was used to test for the existence of an acoustic startle reflex. 
(Davis et al., 1982). As none of these pups showed a response to the clap we judged 
them as pre-hearing. Coronal slices (300 µm for P3/4 and P10/11 rats, and 250 µm for 
P17/18 rats) were cut with a vibratome. Slices containing the LSO were placed in a 
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humidified, oxygenated interface chamber filled with ACSF at room temperature for at 
least 30 minutes. The recovered tissue slices were then transferred to an immersion 
chamber continuously perfused with oxygenated ACSF.  
 
Micropipettes were pulled from borosilicate glass to a resistance of 10 - 20 MΩ and 
filled with 0.05% Alexa FluorTM 488 Hydrazide (Thermo Fisher) in 0.9% saline solution. 
The filled electrode was positioned above the LSO and advanced with a square-wave 
searching pulse while monitoring the output at the oscilloscope. The system was 
switched to electroporation mode once the amplitude of the monitored square wave 
dropped by at least 20%. Electroporation pulses consisted of -9V square pulse-pairs 
delivered at 1 Hz (single-pulse duration 5 ms; inter-pulse-interval 10 ms). Filled cells 
were visualized with epifluorescence after delivery of 10 or more pulse-pairs. If principal 
fusiform neurons were strongly labeled, another 5 pulse-pairs were delivered. In more 
highly scattering P17/18 tissue, only the soma could be visualized, and electroporation 
was performed completely blind. The slice was then transferred to the interface 
chamber for at least 10 minutes before being fixed with 4% paraformaldehyde in PBS 
for 20 hours at 4 °C.     

4.3.2 Immunohistology 

 
After fixation, slices were transferred to 30% sucrose in PBS for cryoprotection, and 
were later resectioned at 50 µm at a freezing microtome. Tissue sections were blocked 
for 24 hours in solution containing 5% normal serum, 2.5% bovine serum albumin 
(BSA), and 0.5% triton-X in PBS. Then, sections were incubated for 60 hours in a 
solution containing 5% normal serum, 2.5% BSA, and primary antibodies raised against 
gephyrin and vesicular glutamate transporter 1 (VGLUT1) in PBS. Next, sections were 
incubated for 24 hours in secondary antibodies diluted at 1:500 in 5% normal serum in 
PBS. Details of primary and secondary antibodies are listed in Table 1. Sections were 
washed in PBS before being mounted and coverslipped in a mounting medium (CFM-1, 
Citifluor Ltd.) with a high refractive index (RI) of 1.515 to minimize refractive mismatch 
error. Staining runs were occasionally performed with a condition in which the primary 
antibodies were deleted, in order to test for artifactual staining.   

4.3.3 Image acquisition and analysis 

 
Images were acquired at the confocal microscope (Leica SP5), using 488, 532, and 633 
laser lines to excite Alexa 488, Cy3, and Alexa 647. A single image was acquired at low 
magnification to record cell’s location within the LSO, and then image stacks were 
collected with a 63X lens (NA 1.4) using Nyquist sampling, resulting in a voxel size of 
120 nm x 120nm x 335 nm. To minimize the possibility of FRET-induced photobleaching 
between the densely fluorophore-labeled cell and surrounding synaptic label (pers. 
comm. A Cooper & D Gillespie), the two synaptic labels were first imaged 
simultaneously throughout the stack, and the cell was subsequently imaged.  
 
All images were converted to 8-bit tiff files in ImageJ (Abràmoff, Magalhães, and Ram, 
2004). Multiple files containing image stacks of the same cell were stitched together in 
Image J. Images were first deconvolved in Autoquant (Media Cybernetics, Inc.), and 
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dendrites were then traced manually with the Filament Tracer module of Imaris (Oxford 
Instruments). Dendritic data, including vertex position, vertex radius, and edge that 
connects adjacent vertices, were saved in *.mat files for further analysis in Matlab 
(MathWorks). The soma was segmented with Imaris and exported as a mask in the tiff 
file. Excitatory and inhibitory synapses, as identified from VGLUT1- and gephyrin-
positive puncta, were segmented using the watershed-based, iterative thresholding 
algorithm described in Chapter 3. After segmentation, the centroid position and the 
radius of each identified synapse were imported to Imaris (using Open Object Manager) 
for visualization and further manipulation.  
 
To quantify dendritic complexity we used 3D Sholl analysis. We set the center of the 
mass of the soma as the center of the Sholl sphere. We then increased the radius of 
each Sholl sphere by 5 µm and counted the number of intersections between dendrites 
and spheres.  
 
To assign synapses to the reconstructed cell, for each soma mask, we dilated the mask 
spherically by 1 µm to capture presynaptic (VGLUT1) label and by 100 nm to capture 
postsynaptic (gephyrin) label. The putative synapses located inside the dilated mask 
were identified as somatic synapses. In the dendrites, for each putative synapse, we 
calculated the Euclidean distance between the centroid of the putative synapse and 
every vertex of the traced dendrite. If the calculated distance was below our distance 
threshold, the putative synapse was identified as a dendritic synapse belonging to the 
labeled cell. The distance threshold values for VGLUT1 and gephyrin were 1 µm + 
vertex radius and 100 nm + vertex radius. One potential caveat to the identification of 
dendritic synapses occurred with the putative synapses along the proximal dendrite. 
Proximal dendrites, especially for P10 and above neurons, are much thicker than distal 
dendrites, and our reconstruction software was unable to create a smooth model for the 
thick proximal dendrite. Therefore, the 1 µm and 100 nm threshold distances likely 
underestimated the number of synapses along the proximal dendrite. To address this 
issue, we imported all the putative synapses to Imaris and manually selected dendritic 
synapses along the proximal dendrite. We overlaid the deconvolved neuron and its 
putative synapses, and then retained those synapses that ‘colocalized’ with the neuron 
in this overlay.  
 
After identifying dendritic synapses, we calculated the linear distance of each synapse 
from the soma along the dendrite. Here, we assigned each dendritic synapse to a 
dendritic vertex. First, we set the root vertex of each dendrite as the starting point of the 
soma. Next, we determined the linear distance between each vertex and the starting 
point, using a calculation based on Dijkstra’s algorithm (Dijkstra, 1959). We assigned 
each edge between two vertices a weight of one. Dijkstra’s algorithm labels the distance 
from the starting point to all other vertices as infinity and marks these vertices unvisited. 
Note that the distance from the starting point to the starting point is zero. Dijkstra’s 
algorithm then iteratively visits the nearest unvisited vertex and calculates the current 
distance by summing all the weighted edges that connect the starting point to the 
currently visited vertex. If the current distance is less than the previous distance, all the 
visited vertices are added to a queue that represents the shortest path from the starting 
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point to the current vertex. The algorithm iterates until all vertices have been visited. All 
vertices are visited exactly once, and no vertices are revisited. We used the shortest 
path to assign the linear distance from the starting point to each vertex, and labeled 
each vertex and its corresponding synapse with this linear distance from the starting 
point. We used the linear distance to quantify synapse density along the dendrite, 
synapse clustering along the dendrite, and nearest-neighbor relationships among 
synapses.  
 

4.4 Results 
 
We labeled and reconstructed fusiform cells in LSO and segmented their excitatory and 
inhibitory synapses in 3D for three age groups. As the number of cells in the oldest age 
group was relatively small, analyses of dendritic complexity and synapse position for 
P17/18 are omitted here.  

4.4.1 Dendritic complexity decreases  

We quantified the dendritic complexity of principal fusiform cells in LSO (N = 12, 13, 2 
for P3/4, P10/11, and P17/18), using a 3D Sholl analysis, expanding the spheres in 5 
µm increments in radius. The somata of P10/11 cells were, on average, larger than 
those of P3/4 cells (Fig. 1). Within 80 µm of the soma centroid, the average number of 
Sholl intersections decreased between P3/4 and P10/11 (Fig. 1), a reduction also 
illustrated in the fractional change plot (Fig. 2).  
 
Cellular morphology underwent a dramatic simplification between P3/4 and P10/11:  
within the first 20 µm from the soma centre, the number of Sholl intersections decreased 
by nearly 50%.  Between 20 – 80 µm from the centre of the soma, the number of Sholl 
intersections decreased by 25%. Complexity of more distal dendrites, beyond 80 µm 
from the soma centre, remained largely unchanged (Figs. 1, 2).  

4.4.2 Gephyrin-positive synapses are redistributed toward the soma in the week 

before hearing onset 

 
We immunostained for gephyrin as a marker of inhibitory synapses. In neonates (P3/4) 
gephyrin was distributed apparently randomly, whereas at P11 and P18, gephyrin 
clustered around the soma and the proximal dendrite (Fig. 3). Between P4 and P11, the 
number of gephyrin-positive synapses at the soma increased by 100% (P4: 68.33 ± 
6.44, n = 12 VS P11: 139.3 ± 18.63, n = 13, p = 9.99e-04, Wilcoxon rank-sum test). 
Between P4 and P11, despite an increase in soma surface of over 20%, the surface 
density of gephyrin-positive synapses increased by 166% (Fig. 4; P4: 0.13 ± 0.02 
puncta/µm2, n = 12 VS P11: 0.21 ± 0.03 puncta/µm2, n=13, p = 0.024, Wilcoxon rank-
sum test), indicating an absolute addition of synapses at the soma. Somatic gephyrin-
positive synapses increased not only in number and density, but also in size (Fig. 5; P4 
median = 0.2 µm3; 25th percentile 0.16 µm3; 75th percentile 0.37 µm3; n = 623 and P11 
median = 0.5 µm3, 25th percentile 0.25 µm3; 75th percentile 0.61 µm3; n = 975, p = 
3.673e-37, Wilcoxon rank-sum test).  
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We further examined the distribution and volume of gephyrin-positive synapses along 
dendrites (Fig. 6). In P4 tissue, although almost 50% of the gephyrin puncta fell within 
50 µm of the soma, the distribution of these synapses was apparently random and did 
not appear to cluster in specific locations. About 75% of these synapses were smaller 
than 0.3 µm3. Within the subsequent week, 50% of the gephyrin puncta became more 
constrained, occupying the proximal 20 µm of dendrite, and these synapses grew in 
volume (P4 median = 0.24 µm3; 25th percentile 0.14 µm3; 75th percentile 0.36 µm3; n = 
2112 and P11 median = 0.36 µm3, 25th percentile 0.24 µm3; 75th percentile 0.47 µm3; n 
= 1713, p = 0, Wilcoxon rank-sum test). Taken together, the cumulative distribution of 
gephyrin showed that inhibitory synapses were redistributed towards the soma (Fig. 7; 
whereas the proximal 40 µm of dendrite contained 80% of the gephyrin puncta at P4, by 
P11, the proximal 20 µm of dendrite accounted for 80% of the gephyrin-positive puncta).  

4.4.3 VGLUT1-positive synapses are redistributed away from the soma in the 

week before hearing onset 

 
We immunostained for VGLUT1 as a marker for excitatory synapses. In contrast to 
inhibitory synapses, VGLUT1-positive synapses initially clustered thickly around the 
soma, becoming sparser in the ensuing week (Fig. 8). Between P4 and P11, the 
number of VGLUT1 at soma decreased by 50% (P4: 107.8 ± 14.52, n = 12 VS P11: 
53.38 ± 4.52, n = 13, p = 0.012, Wilcoxon rank-sum test). Between P4 and P11, the 
density of VGLUT1 at the soma decreased by 246% (Fig. 9; P4: 0.19 ± 0.03, n = 12 vs 
P11: 0.08 ± 0.01, n=13, p = 9.99e-04, Wilcoxon rank-sum test). The VGLUT1 puncta 
remaining at the soma increased in volume (Fig. 10, P4: 0.42 ± 0.33 n = 822 VS P11: 
0.48 ± 0.32 n = 412; p = 1.37e-06, Wilcoxon rank-sum test 2).  
 
Excitatory synapses were also redistributed along the dendrites. At P4, 60% of the 
dendritic VGLUT1 puncta were found within the proximal 40 µm. The overall number of 
dendritic VGLUT1-positive synapses decreased, such that by P11, 60% of the dendritic 
VGLUT1 puncta extended to 60 µm from the soma. As did somatic synapses, dendritic 
excitatory synapses grew in size (Fig. 11; P4 median = 0.29 µm3; 25th percentile 0.18 
µm3; 75th percentile 0.39 µm3; n = 2588 and P11 median = 0.34 µm3, 25th percentile 
0.248 µm3; 75th percentile 0.40 µm3; n = 1387, p = 1.40e-40, Wilcoxon rank-sum test). 
Taken together, the cumulative distribution of VGLUT1 showed that excitatory 
synapses, which were common at the soma and proximal dendrite in the neonate, were 
removed in the week before hearing onset (Fig. 12; 80% of the VGLUT1 puncta were 
located within the proximal 30 µm of dendrite for P4 neurons and proximal 50 µm of 
dendrite for P11 neurons). 
 

4.4.4 Complementary changes in excitatory and inhibitory synapses 

 
We observed significant redistribution of excitatory and inhibitory synapses during the 
week before hearing onset. In the neonate, excitatory synapses outnumbered inhibitory 
synapses at the soma by nearly a factor of 2 (VGLUT1: 107.8 ± 14.52, n = 12 VS 
gephyrin: 68.33 ± 6.44, n = 12, p = 0.02, Wilcoxon rank-sum test). By P11 – due to the 
elimination of excitatory synapses at the soma and the redistribution of inhibitory 
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synapses toward the soma – this proportion was reversed, and inhibitory synapses 
outnumbered excitatory synapses at the soma by more than a factor of 2 (VGLUT1: 
53.38 ± 4.52, n = 13 VS gephyrin: 139.3 ± 18.63, n = 13, p = 5.06e-05, Wilcoxon rank-
sum test). Similar complementary changes were seen in the dendrites, where gephyrin 
density in the first 10-µm segment increased dramatically, but decreased beyond 20 
µm; at the same time, VGLUT1 density in the first 30-µm segment decreased by about 
50% and increased slightly beyond 80 µm (Fig. 13).  
 

4.4.5 Nearest-neighbour relationships among excitatory and inhibitory synapses 

A motivating question for this work centers on the co-registration of excitatory and 
inhibitory inputs to the LSO neurons and on whether synapses might engage in direct 
uni- or bi-directional signaling. In light of the possibility of reciprocal signaling through 
glutamate spillover (Alamilla and Gillespie, 2011), we examined nearest-neighbour 
relationships among synapses of same and different phenotype. We first delineated10-
µm segments along the dendrites, assigning somatic synapses to 0 µm from the soma. 
For each dendrite segment (soma at 0 µm), we randomly selected 5 synapses as 
seeds, or ‘source synapses.’ If the number of synapses was less than 5 for a given 
segment, all the synapses on this segment were used as source synapses. For each 
source synapse, we then found the linear distances, along the dendrite, from the source 
synapse to the nearest 50 synapses of the same phenotype and of the opposite 
phenotype. In all cases, these calculations were performed along the same primary 
dendrite, thus excluding any cross-soma distances. Figures 14-21 show these 
relationships, with the distances to the nearest 50 synapses binned into 10-µm 
segments (Figs. 14 -21). Note that the soma is treated as a point so that the distance 
from a somatic synapse to another somatic synapse is 0 and the distance from one 
dendritic synapse to any somatic synapse is the same as the distance from that 
dendritic synapse to any other somatic synapse. Using this approach shows a strong 
bias in distance counts towards the soma. Regardless, these nearest-neighbour counts 
show initial clustering of both excitatory and inhibitory synapses near the soma, with a 
shift toward the soma among inhibitory synapses, and a shift away from the soma 
among excitatory synapses.   
 
To examine more closely the potential for interactions between individual synapses, we 
found the single-nearest-neighbor (1NN) distances along dendrites at P4 and P11 
(excluding somatic synapses from this calculation). Regardless of phenotype, the 1NN 
distance decreased between P4 and P11. The inhibitory-inhibitory 1NN distance 
decreased by 50% (P4: 1.56 µm ± 0.05 µm, n = 2112 VS P11: 0.78 µm ± 0.03 µm, n = 
1713; p = 2.40e-63, Wilcoxon rank-sum test) and the excitatory-excitatory 1NN distance 
decreased by 30% (P4: 1.33 µm ± 0.03 µm, n = 2588 VS P11: 0.99 µm, ± 0.03 µm, n = 
1387; p = 6.02e-15, Wilcoxon rank-sum test). The excitatory-inhibitory 1NN distance 
(starting from excitatory puncta), and the inhibitory-excitatory 1NN distance also both 
decreased, the first by about 30% (P4: 1.40 µm ± 0.05 µm, n = 2588 VS P11: 1.02 µm ± 
0.05 µm, n = 1387; p = 4.32e-04, Wilcoxon rank-sum test), and the second by 15% (P4: 
0.90 µm ± 0.04 µm, n = 2112 VS P11: 0.74 µm ± 0.02 µm, n = 1713; p = 4.20e-05, 
Wilcoxon rank-sum test). Already at P4, dendritic synapses were more likely to be found 
near synapses of the same than different type (Figs. 22, 24), as indicated by the 
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positive y-intercept and slope <1. This tendency was further enhanced at P11, showing 
a developmental increase in preferential clustering with synapses of the same 
phenotype.  
 

4.5 Discussion 
 
Here, we sought to better understand how refinement of synapse position contributes to 
developmental optimization of the LSO circuit. To do so, we characterized changes in 
cell morphology, as well as in location and volume of excitatory and inhibitory synapses 
onto LSO cells, in the week before hearing onset, a period known to be characterized 
by numerous physiologically measurable changes (Kim and Kandler, 2003, 2010; 
Gillespie et al., 2005; Case and Gillespie, 2011).  
 
The LSO cells in our sample exhibited a dramatic decrease in complexity before hearing 
onset, as previously reported (Rietzel and Friauf, 1998). During this period, inhibitory 
synapses also increased – while excitatory synapses decreased – in number and 
density at the soma. In general, the distribution of inhibitory dendritic synapses shifted 
toward the soma, while the distribution of excitatory dendritic synapses shifted away 
from the soma, in the week before hearing onset. It is common throughout the central 
nervous system for inhibitory synapses to be restricted to a specific subcellular 
compartment of the postsynaptic cell (Iwakura et al., 2012; Jiang et al., 2013; Kubota et 
al., 2015; Gamlin et al., 2020), and this cellular compartment-specific targeting of 
inhibitory synapses has been shown to be established and refined during postnatal 
development (Kapfer et al., 2002; Luján et al., 2008; Cioni et al., 2013; Bleckert et al., 
2018).  
 
This is not the first study to examine development of glycinergic synapses in the 
developing LSO, but it is the first to examine development of inhibitory synapses in an 
unbiased manner. Before it was well understood that GABAergic transmission is 
common – and indeed more prevalent than glycinergic transmission – in the immature 
MNTB-LSO pathway (Kotak et al., 1998; Nabekura et al., 2004), glycine receptor 
staining showed that an apparently random distribution of glycinergic at P4 became 
perisomatic after hearing onset (Friauf et al., 1997). Although the biological function of 
early GABAergic transmission at glycinergic synapses is still unknown, one model 
suggests that GABAergic synapses may be more amenable than glycinergic synapses 
to developmental refinement. In this model, GABAergic transmission is used to perform 
refinement at immature synapses, instantiated perhaps in expression of the scaffolding 
protein gephyrin, and then glycine receptors are substituted in for GABAA receptors at 
previously fine-tuned synapses. To find all inhibitory synapses, we took advantage of 
the fact that gephyrin clusters both glycine receptors and GABAA receptors at the 
membrane (Kirsch et al., 1993; Sassoè‐Pognetto et al., 1995; Essrich et al., 1998) and 
is broadly associated with ionotropic inhibitory synapses. Using this more inclusive 
measure of inhibitory synapses, we found that already at P4 inhibitory synapses are 
distributed non-randomly, being skewed toward the soma and proximal dendrite. 
Although elimination of somatic excitatory synapses has been reported after hearing 
onset (Blaesse et al., 2005), we found that a substantial amount of excitatory synapse 
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pruning occurred before hearing onset, due in part to the surprising abundance of 
excitatory synapses at the soma and proximal dendrite neonatally; many of these 
perisomatic excitatory synapses disappeared by P11. 
 
In mature cerebral cortex, excitatory synapses are found throughout the dendritic field, 
though they are outnumbered by inhibitory synapses at the soma and proximal dendrite 
(Megiâs et al., 2001; Santuy et al., 2018; Iascone et al., 2020). In mature LSO as well, 
inhibitory synapses outnumber excitatory synapses at the soma and proximal dendrite 
(Cant, 1984; Helfert and Schwartz, 1986; Helfert et al., 1992; Brunso-Bechtold et al., 
1994; Gjoni et al., 2018). Our approach allows us to reconstruct individual cells together 
with their synapses to ask how synapse position changes before hearing onset. We 
found that in neonates excitatory synapses outnumbered inhibitory synapses 2 to 1 at 
the soma, and 1.3 to 1 along the proximal dendrite. By hearing onset, this excitatory-
inhibitory synapse ratio was inverted, registering 1:3 at the soma and 1:2 along the 
proximal dendrite. Developmental optimization of the ratio of excitatory to inhibitory 
synapses has also been studied is the retina, where, in contrast to the LSO principal 
cells studied here, retinal ganglion cells maintain their excitatory-inhibitory synapse ratio 
within individual dendritic compartments during early postnatal development (Soto et al., 
2011b; Bleckert et al., 2013), and the amplitudes and kinetics of miniature excitatory 
and inhibitory postsynaptic potentials are balanced through postnatal development in 
retinal ganglion cells (Tian and Copenhagen, 2001). By contrast, in the LSO, though 
latencies for both excitatory and inhibitory postsynaptic potentials decrease, those of 
inhibitory postsynaptic potentials show a larger decrement (Kandler and Friauf, 1995), a 
finding consistent with the complementary redistribution of excitatory and inhibitory 
synapses reported here.  
 
Experience-dependent mechanisms have been implicated in specifying synapse 
position onto individual cells elsewhere in the auditory brainstem. In the neighbouring 
MSO, a nucleus with the same origin, inhibitory synapses have been shown to be 
redistributed toward the soma and the proximal dendrite after hearing onset (Kapfer et 
al., 2002). [Note, however, that as those measurements were performed after hearing 
onset, they are not directly comparable to the data reported here.] Associated with this 
synapse redistribution, axonal arbourizations of MNTB cells narrow within the MSO, and 
a larger proportion of axonal arbours come to terminate in the somatic region of MSO 
cells (Werthat et al., 2008). Furthermore, altered acoustic experience disrupts both the 
redistribution of inhibitory synapses and the pruning of MNTB axonal arbours within the 
MSO (Kapfer et al., 2002; Werthat et al., 2008), supporting a role for acoustic 
experience in directing synapse position. Together, these studies suggest that acoustic 
experience drives selective pruning of axonal branches innervating distal dendrites, and 
causes the inhibitory synapse distribution to shift soma-ward, in the MSO.  
 
Studies in the peripheral and central nervous systems show newer, less stable 
synapses being deleted through axon retraction (Rich and Lichtman, 1989; Balice-
Gordon and Lichtman, 1990, 1993; Haas et al., 2006; Ruthazer et al., 2006). In the optic 
tectum, visual experience can enhance the stability of new synapses and induce the 
retraction of retinal ganglion cell axon (Haas et al., 2006; Ruthazer et al., 2006). 
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Translating to the LSO, a mechanism of synapse deletion through axon retraction could 
easily explain the developmental redistribution of excitatory synapses. The increase in 
inhibitory synapse density at the soma and proximal dendrite cannot however be 
attributed to axonal pruning, and these results therefore point to separate mechanisms 
for synapse redistribution of excitatory and inhibitory inputs.  
 
The developmental redistribution of inhibitory synapses must involve a mechanism 
distinct from that used for redistribution of excitatory synapses, and may require multiple 
mechanisms. Whereas elimination of synapses on distal dendrites can be explained 
through axon retraction, redistribution onto the soma and proximal dendrite requires 
either that existing synapses be moved or that that new synapses be established and 
stabilized. Possibly, MNTB axons explore the space, extending and retracting branches 
(Portera-Cailliau et al., 2005; Steinecke et al., 2017), and forming new synapses that 
are strengthened through neural activity (Wu and Cline, 1998; Sin et al., 2002). 
Alternatively, synapses from more distal dendrite could be drawn toward the soma. 
Transmembrane proteins can diffuse randomly within the lipid bilayer (Kusumi et al., 
1993; Sako and Kusumi, 1994), and lateral diffusion of individual receptors has been 
directly observed at both excitatory and inhibitory synapses (Meier et al., 2001; 
Borgdorff and Choquet, 2002; Tovar and Westbrook, 2002; Dahan et al., 2003; 
Meissner and Häberlein, 2003; Tardin et al., 2003; Thomas et al., 2005). In the absence 
of gephyrin, inhibitory receptors perform a random walk in the membrane;  gephyrin 
however acts as a trap for freely diffusing glycine and GABAA receptors, alternately 
trapping them between mobile and confined states and preventing their free diffusion 
within the membrane (Meier et al., 2001; Mukherjee et al., 2011; Masson et al., 2014). 
Results from cultured hippocampal neurons show vesicular inhibitory amino acid 
transporter (VIAAT), a presynaptic protein at inhibitory synapses, and gephyrin diffusing 
roughly simultaneously, with accumulation of VIAAT preceding that of gephyrin (Dobie 
and Craig, 2011). One speculation might therefore be that the leading cause of synapse 
redistribution is not receptor diffusion but rather the addition before hearing onset of 
new axon branches of VIAAT-expressing MNTB terminals near somatic sites of LSO 
principal cells, leading to translocation of inhibitory synapses toward the soma.  
 
Estimates of synaptic strength from protein label are necessarily indirect, and yet it is 
generally accepted that the volume of synaptic protein label correlates with synaptic 
strength. Inhibitory synaptic currents in particular have been shown to correlate with 
gephyrin cluster size in both AVCN bushy cells and Renshaw cells (Lim et al., 1999; 
Oleskevich et al., 1999; Gonzalez-Forero et al., 2005). We found, in the pre-hearing 
LSO, that median synaptic volume increased for both excitatory and inhibitory 
synapses. Assuming the same packing density of glutamate in vesicles, the increased 
VGLUT1 cluster volume indicates increased size of excitatory synapses. Our showing 
increases in synapse cluster volume for both excitatory and inhibitory synapses are 
consistent with physiological results showing increases in mean synaptic strength for 
both phenotypes (Kim and Kandler, 2003; Case et al., 2011). However, the strengthen 
in synaptic inputs may not be due to the shift of synapse location along dendrite (Kim 
and Kandler, 2010). In acute living slice recording from mice, the average rise time of 
single-fiber PSC in P10-P12 animals is half as much as in P1-3 animals, suggesting the 
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inhibitory synapses shift proximally. The independence of rise time and amplitude of 
individual PSC suggests that the increase in synaptic strength is not dependent on the 
position of the synapses.   
 
Our study confirms that LSO neurons undergo significant structural refinement, which 
includes the spatial specification of their synaptic inputs, during a postnatal period in 
which acoustic experience is absent. During this period, the developing cochlea 
contains a cluster of columnar-shaped inner supporting cells that form a transient 
structure known as Kölliker’s organ, located just medial to the IHCs (Hinojosa, 1977). 
Cells of Kölliker’s organ spontaneously release ATP, activating purinergic receptors in 
nearby inner hair cells (IHCs). The depolarized IHCs release glutamate, triggering 
bursts of action potentials in auditory nerve fibres. This spontaneous activity in the 
cochlea begins a few days after birth (~P3) and ceases after hearing onset (Tritsch and 
Bergles, 2010). The patterned spontaneous activity in the immature cochlea is 
understood to guide physiologically measurable refinement in the LSO (Tritsch et al., 
2007; Clause et al., 2014; Müller et al., 2019), and such activity may be permissive or 
instructive for the synapse redistribution shown here. As the number of synaptic 
boutons formed by MNTB axons within the LSO is reduced within the week after 
hearing onset (Sanes and Siverls, 1991), it is possible that further redistribution of 
synaptic inputs occurs in the presence of acoustic experience. Determining whether 
activity plays any role in localizing synapses before or after hearing onset will be of 
interest. 
 
One motivation for examining relationships between nearby synapses was to better 
understand how the local geometry could contribute to interactions between synapses 
of different phenotype, which might in turn mediate tonotopic registration of the 
phenotypically distinct pathways. In mature LSO, the excitatory and inhibitory inputs 
must carry signals about precisely matched stimulus frequencies (Tollin, 2003). How the 
two phenotypically different inputs come to achieve registration onto individual neurons 
reflects a fundamental question in developmental neuroscience. The excitatory and 
inhibitory inputs to LSO are crudely aligned already at birth (Sanes and Siverls, 1991; 
Kandler and Friauf, 1993; Kil et al., 1995), and each input pathway undergoes further 
refinement before hearing onset. Interestingly, bushy cells in AVCN receive 
commissural connections from contralateral cochlear nucleus (Babalian et al., 2002). 
During the period before hearing onset, the commissural connections between the two 
cochlear nuclei could potentially provide synchronization to the patterned spontaneous 
activity arisen from the developing cochlea. This potentially synchronized spontaneous 
activity may lead to the initial crude alignment of the two inputs. Our results cannot 
directly address the issue of alignment, however, provide critical information on the 
synapse location along individual neurons. At least some close apposition of excitatory 
and inhibitory synapses was presupposed, given evidence for bidirectional glutamate 
spillover occurs between synapses of the excitatory and inhibitory input pathways to the 
LSO in the first postnatal week (Alamilla and Gillespie, 2011). In the spillover study, the 
authors proposed that slightly longer and more variable rise times for glutamate-
mediated events in the inhibitory pathway might be explained by a longer diffusion path 
from release site to receptors under the inhibitory pathway. They however made this 
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suggestion under the explicit assumption that the relative distributions of excitatory and 
inhibitory synapses in their young slices conformed to known adult distributions, and 
therefore that they could rule out a contribution of clamping artifact to apparent 
differences in latency. Our current data invalidate this assumption, raising the possibility 
that the observed latency differences were artifactual and the proposed differences in 
diffusion path nonexistent. Our data showing close apposition of excitatory and 
inhibitory synapses at the somata of neonatal LSO, however, especially in conjunction 
with presumed immature expression of glutamate transporters, are consistent with 
substantial glutamate spillover at early ages.  
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4.7 Tables 
Table 1  

Antigen Host (Isoform) Catalogue number Dilution Conjugated 
Fluorophores 

Gephyrin Mouse IgG1 Synaptic System 
147021 

1:250  

VGLUT1 Guinea pig Millipore AB5905 1:2000  

Mouse Donkey Jackson Immuno 
Research 715605151 

1:500 Alexa 647 

Guinea pig Donkey Jackson Immuno 
Research 715165151 

1:500 Cy 3 

 
Antibodies used in this study.   



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

97 
 

4.8 Figures 
 

 
Figure 4-1 

 
Figure 1. Mean number of Sholl intersections as a function of distance from the centroid of the 
soma. Sholl intersections are measured in every 5 µm. The number of intersections in the first 5 
µm indicates the radius of the soma. Error bars show s.e.m. 
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Figure 4-2 

 
Figure 2. Percent change in mean number of Sholl intersections during the week before hearing 
onset (measured in 20-µm bins).  
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Figure 4-3 

Figure 3. Putative inhibitory synapses (gephyrin staining) are shown in maximum projection. By 
P11 and P18, the somata and proximal dendrites can be clearly seen, outlined by the gephyrin 
positive puncta. Scale bar = 5 µm.  
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Figure 4-4 

Figure 4. Mean density of gephyrin at the soma increases in the first three postnatal weeks. 
Average surface density of gephyrin puncta increases from 0.125 puncta/µm2 to 0.207 
puncta/µm2 between P4 and P11, followed by a further increase to 0.2663 from P11 to P18. 
Error bars show s.e.m.  
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Figure 4-5 

Figure 5. Histogram of somatic gephyrin volume. Median gephyrin-positive synapse volume is 
higher in P11 than P4 neurons.  
 
 
  



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

102 
 

 



Ph.D. Thesis – Z. Wang McMaster University School of Biomedical Engineering 
 

103 
 

Figure 4-6 

Figure 6. Heatmap shows the probabilities density function of gephyrin along the dendrite with 
a specific volume. More and larger gephyrin positive synapses are located at the proximal 
dendrite in P11 neurons. Both the number and the size of gephyrin in P4 neurons are more 
randomly distributed.  
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Figure 4-7 

Figure 7. Cumulative distribution of gephyrin puncta as a function of dendritic distance (somatic 
synapses in the negative region). The red dashed line indicates the 80% of the gephyrin puncta 
are located within the proximal 20 µm dendrite for P11 neurons and proximal 40 µm dendrite 
for P4 neurons.  
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Figure 4-8 

Figure 8. Putative excitatory synapses (VGLUT1 staining) are shown in maximum projection. 
Somata are outlined by the VGLUT1 positive puncta in P4 and P11 tissue. Scale bar = 5 µm. 
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Figure 4-9 

Figure 9. Excitatory synapses (VGLUT1 staining) become sparse at the soma between P4 and 
P11. The average surface density of VGLUT1 at the soma decreases from 0.1913 puncta/µm2 to 
0.07761 puncta/µm2 between P4 and P11. Error bars represent s.e.m.  
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Figure 4-10 

Figure 10. Distribution of volumes for somatic VGLUT1 puncta. The average somatic VGLUT1 
volumes for P4 and P11 are 0.4166 ± 0.3332 µm3 and 0.4782 ± 0.3170 µm3. 
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Figure 4-11 

Figure 11. Heatmap showing the probabilities of encountering VGLUT1 puncta of specific 
volumes along the dendrite. Whereas most of the VGLUT1 puncta at P4 are restricted to the 
proximal 40 µm of the dendrite, VGLUT1 puncta at P11 extended to a more distal region. The 
volumes of VGLUT1 puncta were larger at P11.  
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Figure 4-12 

Figure 12. Cumulative distribution of VGLUT1 puncta as a function of dendritic distance 
(somatic synapses in the negative region). The red dashed line indicates where 80% of the 
VGLUT1 puncta can be found for P4 neurons (proximal 30 µm of dendrite) and proximal for P11 
neurons (proximal 50 µm of dendrite).  
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Figure 4-13 

Figure 13. Percent change of in number of gephyrin-positive and VGLUT1-positive synapses 
from P4 to P11. Gephyrin-positive synapse density in the first 10-um segment increased by 80% 
between P4 and P11, whereas VGLUT1-positive synapse density decreased by about 50% 
between P4 and P11 in the first 30-um segment. 
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Figure 4-14 

Figure 14.  Heatmap shows aggregate distance counts from a given source gephyrin punctum to 
its nearest 50 neighboring gephyrin puncta at P4. Source gephyrin puncta are sampled in 10-µm 
segments, with somatic gephyrin puncta at 0 µm. Distances are sampled every 10 µm.  
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Figure 4-15 

Figure 15.  Heatmap shows aggregate distance counts from a given source gephyrin punctum to 
the nearest 50 neighboring gephyrin puncta at P11. Source gephyrin puncta are sampled in 10-
µm segments, with somatic gephyrin puncta at 0 µm. Distances are sampled every 10 µm.  
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Figure 4-16 

Figure 16.  Heatmap shows aggregate distance counts from a given source gephyrin punctum to 
the nearest 50 neighboring VGLUT1 puncta at P4. Source gephyrin puncta (5) are sampled from 
each 10-µm segment, with somatic gephyrin puncta at 0 µm. The counted distances are 
sampled every 10 µm.  
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Figure 4-17 

Figure 17.  Heatmap shows aggregate distance counts from a given source gephyrin punctum to 
the nearest 50 neighboring VGLUT1 puncta at P11. Source gephyrin puncta are sampled at 
every 10 µm segments, with somatic gephyrin puncta at 0 µm. The counted distances are 
sampled every 10 µm.  
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Figure 4-18 

Figure 18.  Heatmap shows aggregate distance counts from a given source VGLUT1 punctum to 
the nearest 50 neighboring VGLUT1 puncta at P4. Source VGLUT1 puncta are sampled at every 
10 µm segments, with somatic VGLUT1 puncta at 0 µm. The counted distances are sampled 
every 10 µm.  
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Figure 4-19 

Figure 19.  Heatmap shows aggregate distance counts from a given source VGLUT1 punctum to 
the nearest 50 neighboring VGLUT1 puncta at P11. Source VGLUT1 puncta are sampled at every 
10 µm segments, with somatic VGLUT1 puncta at 0 µm. The counted distances are sampled 
every 10 µm.  
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Figure 4-20 

Figure 20.  Heatmap shows aggregate distance counts from a given source VGLUT1 punctum to 
the nearest 50 neighboring gephyrin puncta at P4. Source VGLUT1 puncta are sampled at every 
10 µm segments, with somatic VGLUT1 puncta at 0 µm. The counted distances are sampled 
every 10 µm.  
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Figure 4-21 

Figure 21.  Heatmap shows aggregate distance counts from a given source VGLUT1 punctum to 
the nearest 50 neighboring gephyrin puncta at P11. Source VGLUT1 puncta are sampled at 
every 10 µm segments, with somatic VGLUT1 puncta at 0 µm. The counted distances are 
sampled every 10 µm.  
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Figure 4-22 

Figure 22. Scatterplot showing distances from individual inhibitory dendritic synapses to their 
nearest neighbouring (1NN distances) dendritic synapse, with distance to nearest inhibitory 
synapse on the x-axis, and distance to nearest excitatory synapse on the y-axis, at P4. Yellow 
line shows the linear regression corresponding to the indicated linear function.  
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Figure 4-23 

Figure 23. Scatterplot showing distances from individual inhibitory dendritic synapses to their 
nearest neighbouring (1NN distances) dendritic synapse, with distance to nearest inhibitory 
synapse on the x-axis, and distance to nearest excitatory synapse on the y-axis, at P11. Yellow 
line shows the linear regression corresponding to the indicated linear function. 
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Figure 4-24 

Figure 24. Scatterplot showing distances from individual excitatory dendritic synapses to their 
nearest neighbouring (1NN distances) dendritic synapse, with distance to nearest excitatory 
synapse on the x-axis, and distance to nearest inhibitory synapse on the y-axis, at P4. Yellow 
line shows the linear regression corresponding to the indicated linear function. 
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Figure 4-25 

Figure 25. Scatterplot showing distances from individual excitatory dendritic synapses to their 
nearest neighbouring (1NN distances) dendritic synapse, with distance to nearest excitatory 
synapse on the x-axis, and distance to nearest inhibitory synapse on the y-axis, at P11. Yellow 
line shows the linear regression corresponding to the indicated linear function. 
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5 Chapter 5: Discussion  
 
Research in neurobiology always has been, and remains today, heavily dependent on 
technical innovation. This thesis demonstrates the development of hardware and 
software tools for neurobiology research, culminating in an investigation of coordinated 
circuit refinement in auditory brainstem using the tools developed here. In Chapter 2, I 
report on a new, low-cost, Arduino-based single cell electroporator that allows us to 
label single neurons in tissue. In Chapter 3, I report on tests of available software for 3D 
reconstruction of neurons, and on implementation of an iterative thresholding-based 
watershed algorithm that allows us to segment synapses in 3D from confocal image 
stacks. In Chapter 4, I show how the tools I developed and described in the previous 
two chapters could be used to investigate a significant open question in developmental 
neuroscience.  
 

5.1 The neurobiological question:  what drives the redistribution of excitatory and 

inhibitory synapses in LSO? 
 
Redistribution of synapses can be guided by spontaneous activity, and this may occur in 
the LSO of pre-hearing rats, where excitatory synapses are redistributed away from the 
soma during the same period that inhibitory synapses are redistributed towards soma, 
all in the absence of acoustic activity. Before hearing onset, the AVCN and MNTB, 
which form the direct excitatory and inhibitory projections to the LSO, exhibit patterned 
spontaneous activity (Tritsch et al., 2010) that is required for the precise frequency map 
refinement in the MNTB-LSO pathway (Clause et al., 2014). However, whether this 
spontaneous activity is required for the redistribution of synapses remains unknown. In 
the retina, a few days before eye opening, glutamate released from bipolar cells initiates 
the glutamatergic retinal waves in ganglion cells (Wong et al., 2000; Blankenship et al., 
2009). Mice in which glutamate release from bipolar cells is suppressed form fewer 
synapses to ganglion cells compared to wildtype littermates (Kerschensteiner et al., 
2009). Two-photon live has further revealed that the reduced number of synapses onto 
ganglion cells results from a decreased rate of synapse formation, suggesting that 
glutamatergic waves are required for excitatory synapse formation in the retina.  
 
In the LSO, one obvious mechanism for the redistribution of inhibitory synapses toward 
the soma is that MNTB neurons specifically form new synapses onto the somata of LSO 
principal cells. It is also tantalizing to speculate that the formation of new synapses in 
LSO is guided by spontaneous activity. However, synapse redistribution can also occur 
through a separate, predetermined program that is independent of neural activity. In the 
retina, for example, direction-selective ganglion cells (DSGCs) generate robust spikes in 
response to a stimulus moving in a preferred direction, and not to stimuli moving in 
other directions (Oyster and Barlow, 1967). These DSGCs receive excitatory inputs 
from bipolar cells (BCs) and inhibitory inputs from starburst amacrine cells (SACs). 
Paired recordings of SACs and DSGCs correlated with serial block-face EM have 
revealed that SACs preferentially form inhibitory synapses on the ‘null’ side of the 
DSGCs, resulting in stronger inhibition on the null side (Lee et al., 2010; Briggman et 
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al., 2011; Wei et al., 2011). This biased distribution of inhibitory synapses, which 
underlies the direction-selectivity of DSGCs, emerges a few days before eye-opening, 
coinciding with the period during which spontaneous retinal waves are common 
(Yonehara et al., 2011; Morrie and Feller, 2015). Given the critical role of patterned 
activity in refinement of many circuits, one might speculate that the retinal waves are 
required to establish asymmetric inhibition in the SAC-DSGC circuit. However, the lack 
of any effect on direction selectivity after pharmacological and genetic perturbation of 
the retinal waves suggests that SAC-DSGC synapse redistribution is independent of the 
retinal waves (Elstrott et al., 2008; Sun et al., 2011; Hamby et al., 2015). Instead, 
molecular cues such as protocadherins and semaphorins may be the primary drivers of 
refinement in this direction-selective circuit. Protocadherins are responsible for dendritic 
self-avoidance in SAC, and are required for normal direction selectivity (Lefebvre et al., 
2012; Kostadinov and Sanes, 2015), whereas the transmembrane Semaphorin 6A is 
essential for axon guidance, and is required for nasal-preferring direction-selective 
circuits (Sun et al., 2013). Thus, in the auditory brainstem, although the redistribution of 
synapses occurs contemporaneously with the patterned spontaneous activity in the 
cochlear, we cannot ignore the possibility that the refinement we show here is pre-
determined, as in the SAC-DSGC circuit.  

 

5.2 Tonotopic refinement in the LSO 
 
Whether or to what degree synapse redistribution contributes to the coordinated 
refinement of tonotopy in LSO remains an open puzzle. A few days after birth, individual 
LSO neurons receive many low-amplitude inhibitory inputs arising from a broad area in 
MNTB (Kim and Kandler 2003). Within the next week, individual LSO neurons lose 
about 75% of their inhibitory inputs from the MNTB, while the remaining inputs are 
strengthened by an order of magnitude. A previous study in mouse suggests that this 
synaptic strengthening is achieved by the increase in quantal size and quantal content, 
independent of synapse position (Kim and Kandler, 2010), though a reduction in rise 
times for single-fiber recordings suggested the proximal shift in synapse position found 
here in rats. More recent serial block-face EM has revealed that a week after hearing 
onset, the soma and proximal dendrite of individual LSO neurons are innervated by a 
large number of inhibitory axons with large varicosities and a small number of excitatory 
axons (Gjoni et al., 2018a), the strong somatic innervation providing fast inhibition to the 
LSO neurons. Perhaps synapse redistribution is less critical for tonotopic registration 
than for temporal find-tuning. A recent in vivo patch recording study revealed an inverse 
relationship between IPSP latency in the LSO and sound intensity at the contralateral 
ear, highlighting the importance of temporal precision of inhibition in ILD computation 
(Franken et al., 2018). A single study has examined the degree and development of 
tonotopic matching in the young LSO. Thus, we know that at hearing onset, excitatory 
and inhibitory synapses converging onto individual LSO principal neurons are already 
somewhat matched for stimulus frequency, and that further tuning occurs in one or 
perhaps two weeks after hearing onset (Sanes and Rubel, 1988). Why do LSO neurons 
initially receive such large number of excitatory synapses at the soma? One explanation 
for the initial somatic excitatory synapses might be that these excitatory synapses 
originate from what will in adult be an off-frequency band of the AVCN. During 
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development, these excitatory synapses from the off-frequency band would be 
eliminated. Testing this model will require the ability to assign tonotopic representation 
to specific synaptic inputs at the subcellular level in the LSO. We can genetically label 
neurons in AVCN and MNTB with brainbow (Livet et al., 2007; Lichtman et al., 2008). In 
brainbow mice, fluorescent proteins are stochastically combined and expressed in the 
presynaptic neurons, such that scientist can reconstruct the circuit connection by 
matching the color of the axon and the soma. In LSO, we can label AVCN and MNTB 
with brainbow. Once we reconstruct the individual neurons in LSO, we can trace the 
synapses from the axon terminal back to AVCN and MNTB by matching the color of the 
somata in AVCN and MNTB. By doing so, we can map each synaptic inputs along LSO 
to neurons in AVCN and MNTB, and infer the tonotopic position of those neurons.  
 
 

5.3 Structural plasticity in the LSO 
 
During development, neurons and neural circuits may undergo significant structural 
changes. Although morphological and physiological changes are necessarily intertwined 
in the nervous system, here, I refer to the structural change as the anatomically 
measurable modification of neurites and synapses. Neural activity can induce changes 
in neurite growth and regulate synapse density (Cohan and Kater, 1986; Van Huizen 
and Romijn, 1987; Annis et al., 1994). In cortical pyramidal cells, dendritic spine volume 
is a useful proxy for excitatory synapse strength (Yuste, 2010); where LTP induces 
spine enlargement, LTD induces spine shrinkage (Okamoto et al., 2004; Yang et al., 
2008; Oh et al., 2013). Moreover, LTP stabilizes the newly formed spine through an 
NMDAR-dependent mechanism (Hill and Zito, 2013). During development, neurons add 
and remove axonal branches with only a few branches stabilized (Wu and Cline, 1998; 
Portera-Cailliau et al., 2005). The stabilization of axonal and dendritic branches requires 
a local calcium signal (Vaillant et al., 2002; Hutchins and Kalil, 2008), showing how 
neural activity can cause structural changes in neural circuits.  
 
Synapses that experience synchronous activity tend to cluster together along the 
dendrite, presumably through activity-dependent mechanisms. For example, in 
hippocampal pyramidal neurons, nearby synapses (< 16 µm) are more likely to be co-
activated than synapses that are further apart (Kleindienst et al., 2011), and  
spontaneous activity and NMDAR activation are required for synapse clustering. In the 
LSO, inhibitory synapses were already slightly more clustered than excitatory synapses 
along the proximal dendrite, and synapses became more progressively clustered with 
synapses of the same time during the week before hearing onset.  
 
Using MK-801, a use-dependent open-channel blocker of NMDA receptors, a former 
postdoc in the lab showed substantial, bidirectional, glutamate spillover between 
synapses of the excitatory and inhibitory input pathways to the LSO in the first postnatal 
week (Alamilla and Gillespie, 2011). This glutamate spillover was mediated primarily by 
GluN2B-containing NMDA receptors, and the rise time for the NMDAR-mediated 
response was longer under the inhibitory pathway than under the excitatory pathway. 
The authors suggested that this discrepancy could be due to a longer diffusion path 
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from release site to receptors at inhibitory vs excitatory synapses. The data presented 
here allow for an alternative interpretation of the longer average rise times:  faster 
average rise times for excitatory synapses could result instead from their greater density 
at or near the soma at the earliest ages. The authors further proposed that excitatory 
and inhibitory synapses onto LSO neurons might be able to engage in direction 
communication through glutamate spillover and NMDAR activation, and our data 
showing substantial intermingling of excitatory and inhibitory synapses in neonates are 
consistent with such a model.  

 

5.4 Future directions 
 
To tease apart whether and how spontaneous activity is required for the redistribution of 
synapses, we can perturb spontaneous activity using cochlear ablation or genetic 
manipulation. Experiments using cochlear ablation have demonstrated developmental 
impairment in the auditory brainstem. For example, at the calyx of Held of animals 
deprived of normal acoustic experience, synaptic currents and readily releasable pool 
size are smaller than at the normal calyx of Held, and NMDA receptors are expressed at 
higher levels, resulting in low-fidelity transmission (Futai et al., 2001; Grande et al., 
2014). Cochlear ablation leads to decreased overall expression of VGLUT1 in the 
auditory brainstem, together with a decrease of amino acid neurotransmitters in the 
cochlear nucleus (Godfrey et al., 2015; Hasegawa et al., 2017). Cochlear ablation is 
however a crude manipulation, producing dramatic and irreversible effects. To probe for 
more nuanced effects on development, one can disrupt the temporal pattern of the 
spontaneous activity. In the immature cochlea, inner hair cells (IHCs) receive transient 
cholinergic inputs mediated by α9α10-nicotinic acetylcholine receptors (nAChRs) 
(Simmons et al., 1996; Glowatzki and Fuchs, 2000; Katz et al., 2004; Roux et al., 2011). 
Mice lacking the α9 subunit of nAChRs show a disrupted temporal structure of this 
spontaneous activity, and exhibit impairments in synaptic elimination and strengthening 
in the MNTB-LSO pathway as well as in axonal pruning of MNTB neurons (Tritsch and 
Bergles, 2010). Mice that lack the Ca2+ sensor otoferlin or the Ca2+ - activated K+ 
channel (SK2) also exhibit disrupted temporal structure of their spontaneous cochlear 
activity, and show impaired development of IHCs and of the MNTB – LSO connection 
(Johnson et al., 2013; Müller et al., 2019). These mouse models are thus prime 
candidates for investigating whether spontaneous activity is required for synapse 
redistribution, and if so for understanding the information content in the temporally 
patterned spontaneous activity.    
To investigate whether new inhibitory synapses are preferentially formed around the 
soma, one might look for markers associated with synaptogenesis, for example, by 
staining for gephyrin and neuroligin-2. Neuroligin-2 (NL2), a cell adhesion protein 
localized in inhibitory synapses (Varoqueaux et al., 2004), is required for the recruitment 
of gephyrin around the soma, suggesting that NL2 is essential for somatic inhibitory 
synapse formation (Poulopoulos et al., 2009). In the rodent LSO, the redistribution of 
inhibitory synapses toward the soma can be attributed to formation of new perisomatic 
synapses, and it is possible that experiments performed with higher temporal resolution 
might show ‘pre-synapses,’ indicated by Neuroligin-2 clusters, that later result in 
gephyrin-positive synapses around the soma.  
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Here, we have sampled different developmental timepoints from different organisms in 
order to reconstruct morphological changes experienced by immature LSO neurons. In 
order to better understand the mechanisms underlying these changes, a more 
manipulable preparation, and one that allows for chronic sampling from the same 
preparation, i.e., one in which we could visualize the synapse position in real-time 
during development, would be preferable. Ideally, this would be performed using 
organotypic slice culture culture, and such cultures have been performed in this system 
(Tong et al., 2010; Dimitrov et al., 2016; Kronander et al., 2017). By culturing slices from 
transgnenic mice with genetically encoded fluorescent protein for both excitatory and 
inhibitory synapses (Chen et al., 2012; Specht et al., 2013; Bosch et al., 2014; Meyer et 
al., 2014; Villa et al., 2016), we would stimulate both AVCNs using realistic spontaneous 
activity patterns shown in Chapter 5. Two-photon imaging in the cultured slice would 
allow us to visualize the synapse redistribution in real-time over several days to weeks.    
 
In this thesis, we have observed substantial reorganization of synapse location before 
hearing onset in rat’s LSO, we also want to know whether neurons in LSO continue to 
refine their synapse position after hearing onset. Redistribution of inhibitory synapses 
requires acoustic activity in MSO (Kapfer et al., 2002), and it is plausible that a 
proportional redistribution of inhibitory and excitatory synapses also requires acoustic 
activity in LSO. Early EM studies in cats and guinea pigs suggested that adult LSO 
neurons receive almost inclusively inhibitory inputs at the soma (Cant, 1984; Helfert et 
al., 1992). A more recent SBEM studies in mice suggested at P18 LSO neurons receive 
a small number of excitatory inputs (Gjoni et al., 2018a). Our results showed a 
remarkable decrease in the E/I synapse ratio at the soma before hearing onset. Given 
the previous ultrastructure results, it is tantalizing to predict that the E/I synapse ratio at 
soma can further refine after hearing onset. In order to test this hypothesis, we can label 
individual LSO cells in slices from older animals. The current challenge is that the slice 
health of the older brainstem tissue is poor, such that the labelled LSO neurons can 
hardly survive after slice recovery.  
 
The morphological data of the dendritic trees of LSO cells as well as synapse positions 
also allow us to create computational models to predict the physiological properties. 
Previously, scientists have modeled LSO neurons with point process model and 
integrate-and-fire model with low-threshold potassium current and/or 
afterhyperpolarization channels (Johnson et al., 1986; Gai et al., 2009; Zhou and 
Colburn, 2010; Wang and Colburn, 2012). Other modelling studies have also 
investigated the interaction between excitation and inhibition in LSO (Zacksenhouse et 
al., 1992; Gjoni et al., 2018b). Due to the insufficiency of morphological data, only one 
study incorporated a compartment model for LSO (Zacksenhouse et al., 1998). 
However, this model only presented the dendritic field with two cylinders with inhibitory 
synapses around the soma and excitatory synapses on dendrites. Our morphological 
data together with the subcellular location of the synapses allow us to create a 
compartment model to mimic the nature of the LSO neurons. By doing so, we can 
stimulate the prehearing modeled neuron with patterned spontaneous activity and post-
hearing modeled neuron with acoustically driven activity. Moreover, model with the 
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subcellular location of the synapses allows us to investigate how sub-threshold event at 
a specific synapse can influence the activity at neighboring synapses.  
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