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Abstract

Dual-three phase permanent magnet synchronous motors (DTP-PMSM) are becom-

ing more popular in the automotive field. Their potential to increase the reliability

and efficiency of the vehicle makes them an attractive replacement for the three-

phase alternative. However, the increased number of phases makes the control of the

machine more complex. As a result, conventional controllers can see reduced perfor-

mance, especially at high speeds and torques. Currently, with the increased process-

ing power of modern micro-controllers and field-programmable gate arrays (FPGA),

many researchers are investigating whether finite-control set model predictive control

(FCS-MPC) can be a suitable alternative.

FCS-MPC is simple to implement and can achieve a better dynamic performance

when compared to other controllers. Furthermore, the algorithm can be augmented

for specific optimization goals and non-linearities to the system, which gives the

designer creativity in improving the system response. However, Model-Predictive

Control suffers from a variable switching frequency as well as reduced steady-state

performance. It generally has increased current ripple in the phase currents.

This thesis presents a method of reducing the steady-state ripples in FCS-MPC by

introducing the use of virtual-flux in the model equations, the incremental model, and

a dynamic vector search-space. All three of these applications make FCS-MPC have a
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significantly improved steady-state performance when compared to the conventional

algorithm, while still keeping the benefit of the improved dynamic response. The

benefits of the proposed techniques techniques are verified through simulation as well

as on an experimental setup.
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Chapter 1

Introduction

1.1 Motivation

The demand for electric vehicles has never been higher. The affects of climate change

as well as rising gas prices has many people wanting an alternative fuel source [Hidrue

et al.(2011)Hidrue, Parsons, Kempton, and Gardner]. In addition, many countries are

expecting to phase out fully gas powered vehicles within the next 10 to 15 years [Ekta

Bibra et al.(2021)Ekta Bibra, Connelly, Gorner, Lowans, Paoli, Tattini, and Teter].

As a result electric vehicle sales is expected to be 145 million globally, with an average

growth rate of 30% per year. [Ekta Bibra et al.(2021)Ekta Bibra, Connelly, Gorner,

Lowans, Paoli, Tattini, and Teter].

This change is not limited to just cars and trucks. There is a push in the aerospace

industry for replacing the hydraulic and gas powered components with electric pow-

ered ones [Barzkar and Ghassemi(2020)]. Electric motors have a much wider operating

range, have higher efficiencies at low speeds, and have a higher degree of fault toler-

ance, which makes them an attractive replacement, especially in the aerospace field
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where continued functionality is critical.

In industry, the most popular type of motor used are AC three-phase synchronous

motors. They use the interaction of magnetic fields to produce rotation [Li and

Curiac(2011)]. The rotor of the motor has a magnetic field associated with it, and

when another magnetic field is produced in the stator, the interaction produces torque.

If one wants to have sustained rotation, a rotating magnetic field needs to be produced

in the stator. This rotating field is produced by alternating current, through three

phases offset in phase by 120 degrees. Using three phases allows more power to be

delivered while minimizing the number of wires required.

The majority of vehicles on the market today use permanent magnets mounted

on the rotor to generate it’s magnetic field [Bhatt et al.(2019)Bhatt, Mehar, and

Sahajwani]. These types of motors are called permanent magnet synchronous mo-

tors (PMSM). Compared to other motor types like induction or switched reluctance,

PMSMs have higher efficiencies, lower torque ripples, and a higher torque density,

meaning they can produce a larger output power with a smaller size [Hashemnia

and Asaei(2008)]. However, conventional three phase PMSMs still have their dis-

advantages. They can experience reduced performance over time when exposed to

high speeds, stresses, and temperatures due to the changes in flux of the perma-

nent magnets. [Moon et al.(2016)Moon, Lee, Jeong, and Kim]. In lite of this, many

researchers have suggested replacing the three-phase motors with their multi-phase

counterparts [Levi(2008), Salem and Narimani(2019), Bojoi et al.(2018)Bojoi, Bog-

gero, Comino, Fioriti, Tenconi, and Vaschetto, Liu et al.(2021)Liu, Chau, Lee, and

Song]. The additional phases allow for increased reliability, greater efficiency, and en-

hanced robustness. Furthermore, since they require less current per phase to power
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them, they reduce the size and cost of the associated power electronics. However,

there is a cost associated with the increased number of phases. One would need to

purchase an increased number of switches and gate drivers (commonly IGBTs are

used) to power the motor. For example, with a six-phase motor, one would need

double the amount of switches and gate drivers for the machine. This would increase

overall price of the inverter significantly as IGBT’s and the associated gate drivers

can be very expensive.

In literature, the most suggested multi-phase machine for automotive applica-

tions is the asymmetrical dual-three phase machine. Asymmetrical multi-phase ma-

chines use multiple sets of three phase windings spatially shifted by 180/n [Liu

et al.(2021)Liu, Chau, Lee, and Song, Taylor et al.(2021)Taylor, Valencia Garcia,

Taha, Mohamadian, Luedtke, Nahid-Mobarakeh, Bilgin, and Emadi]. In these ma-

chines, the neutral points are isolated, which eliminates the zero-order harmonics.

Furthermore, by using multiple-three phase windings, control techniques developed

for three-phase machines can be easier transferred. Typically, the type of motor that

is investigated in the literature is the dual-three phase motor. This machine can be

seen in 1.1. The motor has two sets of three phase windings, offset by 30 degrees.

3
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a1

c1

b1

b2 a2

c2

b)

b a

c

a)

30˚ 

Figure 1.1: Simple representation of a: a) Three phase motor b) dual-three phase
motor

In controlling DTP-PMSMs, standard field-oriented control algorithms can be

adapted from the control of three phase machines [Hadiouche et al.(2006)Hadiouche,

Baghli, and Rezzoug]. They map the currents to a synchronous reference frame and

then use PI controllers to command a voltage that moves the currents to the desired

reference. However, due to the increased complexity of multi-phase motors, these

controllers can experience reduced performance during transients. As such, many

researchers are looking into alternative control techniques to deal with this issue.

In recent years, model predictive control is being seen as a solution. [Tenconi

et al.(2018)Tenconi, Rubino, and Bojoi]. Model predictive control uses the mathe-

matical model of the system to predict the future system states. It then picks the

most optimum state to minimize the error, based off of that prediction. Compared

to conventional PI controllers MPC algorithms have an improved dynamic response,

can be versatile to non-linearities, and can achieve optimum performance [Schwenzer
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et al.(2021)Schwenzer, Ay, Bergs, and Abel,Rodriguez and Cortes(2012)]. To reduce

the complexity in finding the optimum state it is common in the literature to use finite-

control-set model predictive control (FCS-MPC) [Gonçalves et al.(2019)Gonçalves,

Cruz, and Mendes]. This limits the control actions to a limited set of options. In the

application of motor control, this control set is all of the possible states of the inverter.

However, as this is a relatively new topic of research, there are many problems with

the algorithms. FCS-MPC control algorithms suffer from large steady-state ripples,

are sensitive to modelling errors, and have a variable switching frequency [Tenconi

et al.(2018)Tenconi, Rubino, and Bojoi,Liu et al.(2018-06)Liu, Li, and Zheng].

The goal of this thesis is to introduce three new improvements to the FCS-MPC

algorithm applied to dual-three phase PMSMs. Firstly, the mathematical model of the

machine is augmented to be based off of flux instead of inductance, which allows for

better predictions of the motor states. Then, the incremental model of the machine

is used to reduce the steady-state errors of the model. Finally, a dynamic vector

search space algorithm is introduced to eliminate the steady-state ripple and make

the tracking more precise.

1.2 Contributions

In contribution to this work, articles have been published on this topic. They are

listed below:

• Virtual-Flux Finite Control Set Model Predictive Control of Dual-Three Phase

IPMSM Drives- [Agnihotri et al.(2021)Agnihotri, Valencia, Taha, and Nahid-

Mobarakeh]
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• A Review of Model Predictive Control Techniques for Dual-Three Phase Per-

manent Magnet Synchronous Motors. This paper is currently under review to

be published in IEEE Access.

1.3 Thesis Outline

The rest of this thesis can be organized as follows:

• The second chapter shows the literature review about the topic, from develop-

ing the model of the DTP-PMSM, to developing the model-predictive control

algorithm for DTP-PMSMs.

• The third chapter introduces the development of the virtual flux, incremental

model, and dynamic vector search space.

• The fourth chapter describes the implementation of the algorithm on an exper-

imental setup. The results of the experiments are then presented.

• Finally, the sixth chapter concludes the work and introduces future work to

further improve the algorithm

6



Chapter 2

State of the Art: Dual-Three

Phase Drives and Model Predictive

Control

The main goal of this thesis is to develop a current controller of a dual-three phase

motor using model-predictive control. MPC algorithms are simple, however, to effec-

tively implement them it is important to understand how they function. The same

can be said about dual-three phase machines. The principles of the control of DTP

PMSMs are adapted from their three phase counterparts, however, one needs to have

a understanding of the differences to develop an effective controller.

In this chapter, a literature review of the topics are presented. First, the modelling

and control of three-phase motors is discussed. Then these concepts are extended to

the modelling and control of dual-three phase PMSMs. Next, the concept of model

predictive control is discussed; from the general implementation, to the implementa-

tion on DTP-PMSMs. Finally, the strengths and weaknesses of the current methods

7
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are detailed.

2.1 Electric Motors

2.1.1 Brief History of Electric Vehicles

Electric motors are at the centre of of electric vehicles (EVs). They exploit the

interactions of magnetic fields to produce a torque. This property has been used

for a long time, with examples dating back as early as 1839 [Michalowicz(1948)].

From electric boats to cars, utilizing electricity for movement has been a common

goal of inventors. In the early 1900’s EV’s were as popular as steam and inter-

nal combustion engines (ICE), with the majority of vehicles in urban centres being

fully electric [Ajanovic(2015)]. However, as the demand for a higher range increased,

coupled with the mass production of internal combustion engines, the demand for

electric cars quickly decreased. Between 1930-1970 they virtually disappeared from

the market. In modern times, due to the global climate crisis, as well as the improved

technology, electric vehicles are becoming more popular, with many large automotive

manufacturers selling hybrids and EVs [Ewing(2022)].

2.1.2 Permanent Magnet Synchronous Motors

As mentioned in section 1, Permanent magnet synchronous motors are a popular in

EVs. They have strong permanent magnets mounted on the rotor, with coils on the

stator. A simple representation can be seen in Fig. 2.1. When an electric current

is passed through the stator, it produces a magnetic field, which interacts with the

field from the magnets, thereby producing a torque. Compared to other motor types,

8
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Figure 2.1: Simple ideal Circuit representation of a three phase PMSM

they have a higher efficiency as well as torque density. [Hashemnia and Asaei(2008)].

Therefore, a smaller sized motor can be used to get the same power output, compared

to other motor types. There are two types of PMSMs that are generally used:

• Surface Mounted Permanent Magnet Synchronous Motors (SPMSM) - with the

magnets mounted on the surface of the rotor.

• Interior Permanent Magnet Synchronous Motors (IPMSM) - with the magnets

embedded into the rotor.

The two different motors can be seen in Fig 2.2. The parameter affected by the

mounting methods is the magnetic saliency. On an IPMSM, the magnets are embed-

ded into the rotor, this makes the magnetic flux-linkage asymmetrical. However, on

an SPMSM the magnets are mounted on the surface so follow the curve of the rotor.

As such, the magnetic field is symmetrical withing the air gap. A salient magnetic

9
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Figure 2.2: Simple diagram of the structure of a: a) Interior Permanent Magnet
Synchronous Motor b) Surface Mounted Permanent Magnet Synchronous Motor [Liu
et al.(2020)Liu, Tu, Lin, and Liu]

field means that one can utilize both interaction torque and reluctance torque [Mu-

rakami et al.(1999)Murakami, Honda, Kiriyama, Morimoto, and Takeda], albeit at

the cost of more complex control. This allows for a higher torque to be produced

with a lower current, which is why IPMSM’s are generally preferred in applications

where efficiency is key.

2.2 Field Oriented Control of PMSM Drives

The main output of any motor is the torque. The torque produces angular acceler-

ation, which is used to move the rotor. As stated before, in an electric motor the

torque results from the interactions of the magnetic fields on the stator and rotor. To

produce rotation from the rotor, one must produce a rotating magnetic field around

it. To produce this rotating magnetic field, one controls the applied voltage into the

coils, which in turn induces a current, which in turn, creates a magnetic flux-linkage.

10
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The best method of control for PMSMs is by field oriented control, which will be

described in the following subsections. The majority of this section was taken from

course materials from ”ECE788 Adjustable Speed Drives” [Nahid-Mobarakeh(2020)].

2.2.1 Modelling of Three-phase PMSMs

The simple model of PMSM can be represented by a magnet rotating at the centre

of three coils. For a three phase motor wired in the Y-configuration, the equivalent

circuit equation can be represented by:

vp = Rs · ip +
d

dt
ψp (2.1)

Where vp represents the phase to neutral voltage across the coil, Rs the resistance,

and ψp the flux linkage passing through the coil.

For a three-phase machine, this equation can be made for each of the phases abc.

Therefore, for a three-phase PMSM, the flux-linkage equations become:


va

vb

vc

 = Rs


ia

ib

ic

+
d

dt


ψa

ψb

ψc

 (2.2)

Furthermore, if the neutral point of the motor is isolated, then the following

equation holds:

ia + ib + ic = 0 (2.3)

11
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Which, means that there are only two independent currents that need to be con-

trolled. Therefore, one can use a transformation to turn the subspace from one based

on three variables to two. The two transformations that accomplish this are: the

Clarke transformation and the Concordia transformation. The two transformations

achieve a similar result, however, the Clarke transformation is current and voltage in-

variant while the Concordia transformation is power invariant. This means depending

on the transformation used, either the voltage/current or power will have the same

magnitude. For this paper the Clarke transform was used, and this thesis will only

discuss the equations based on it. The transformation matrix can be seen in the

following equation:


xa

xb

xc

 =


1 0

−1
2

√
3
2

−1
2

−
√
3

2

 ·

xα
xβ

 (2.4a)

xα
xβ

 =
2

3
·

1 −1
2

−1
2

0
√
3
2

−
√
3

2

 ·


xa

xb

xc

 (2.4b)

The result of this transform gives a space vector with two components; one called

the α component and one called the β, which are 90 degrees with respect to each

other. To produce the rotating magnetic field, one would have sine-wave references

for the α and β currents. However, when used in this way the tracking of the optimal

α and β voltages can be difficult since they depend on the rotor position. Therefore,

the park transform is usually applied in conjunction with the Clarke transformation.
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This shifts the reference frame to be in line with the position that generates the most

torque. Usually, the transforms are applied so that the current at phase a is at a

positive maximum. As a result of this, to control the torque of the machine, one only

needs to track a constant reference as opposed to an alternating one. The formula for

the park transformation as well as the inverse can be seen in Eq. 2.5a seen below:

xα
xβ

 =

cosθ −sinθ

sinθ cosθ

 ·

xd
xq

 (2.5a)

xd
xq

 =

 cosθ sinθ

−sinθ cosθ

 ·

xα
xβ

 (2.5b)

This transforms the α and β components into d (direct) and q (quadrature) com-

ponents, with the d components being in line with the permanent magnets. This

requires accurate knowledge of the rotor position, which usually requires the use of

an extra sensor. As a result of the Park transformation, to get the parameters of

the machine in terms of the transformations one can apply the Clarke and Park

transformation to the circuit model presented in Eq. 2.1. The motor model in the

dq-reference frame becomes:

vd
vq

 = Rs ·

id
iq

+
d

dt

ψd
ψq

+ ω ·

0 −1

1 0

 ·

ψd
ψq

 (2.6)

Where ω is the electrical frequency of the machine. In the conventional control of

three-phase PMSMs, the last change to the model comes from the flux-linkages. It is

not easy to directly measure the flux-linkages of the machine directly, therefore, they
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are usually referenced in terms of their inductance’s and currents as seen in formulas

below:

ψd = Ld · id + ψf (2.7a)

ψq = Lq · iq (2.7b)

Where ψf represents the flux-linkage constant from the permanent magnets. This

model is all that is needed to design the controller. However, it is only valid under

certain assumptions:

• Three phases are balanced

• Distribution of magneto-motive forces is sinusoidal

• Magnetic circuit is not saturated

• Damping effect at rotor is neglected

• Air gap irregularities are ignored

• Permanent-magnet flux linkage is constant

2.2.2 Control of Three-Phase Drives

The block diagram for a conventional PI current controller for a PMSM can be seen

in Fig. 2.3. The iabc currents and rotor position of the machine are measured and

fed into the Clark and Park transformation to obtain idq. Then those currents along

with the reference currents go into proportional integral controllers, which output

reference voltage. Finally the reference voltages fed into a modulator, which uses a
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Figure 2.3: Block diagram of a conventional PI FOC current controller. From [Liu
et al.(2020)Liu, Tu, Lin, and Liu], as part of the Creative Commons License

switching patterns to generate the desired reference voltage. If one wishes to control

the speed of the PMSM, a separate outer loop that controls the q current can be

used, however, the design of this loop is beyond the scope of this paper.

2.2.3 Proportional Integral Current Control

Proportional integral control is a simple but effective way to track the reference

currents of the motor. With this technique, the error and the integral of the error are

multiplied by a scaling value. The output of which is the control action that reduces

the error to zero. The proportional term determines how fast the controller responds

while the integral term eliminates the steady state error.

The design process for such a controller will be discussed for the d current, how-

ever, the exact same process can be used for the q current. Furthermore, the same

process can be extended for dual-three phase PMSMs as well. The method that will

be described is the pole-zero compensation method. The following equation is the
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transfer function of a PI controller in the s domain:

Cd(s) = Kpd ·
τid · s+ 1

τid · s
(2.8)

where,τid =
Kpd

Kid
and the following equation is the transfer function of the machine

d current, based off of the circuit model:

Gd(s) =
1

Rs

· 1

τ · s+ 1
(2.9)

where τ = Ld

Rs
. By choosing the numerator of the controller transfer function to be

the same as the d current transfer function, the pole from the id current is eliminated.

This turns the closed loop transfer function to:

T (s) =
1

Ld

Kpd
· s+ 1

(2.10)

The time constant is represented by Ld

Kpd
, so one can determine the response time

by choosing the Kpd. After that, one can calculated the integral gain Kid =
Kpd

τid
.

After the reference voltage has been determined by the PI controllers it is necessary

to account for the for the non-linearity caused by the motor speed. As seen in Eq. 2.6,

there is exists a cross coupling terms between the the two axis. This cross coupling

can cause the two terms to affect each other; when one reference changes, the other

one is affected as well. To compensate for this, one can subtract the cross coupling

terms out of the PI voltages. This can be seen in Fig. 2.4.
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Figure 2.4: Block Diagram of a PI current controller controller for a three phase
machine. Taken from [Nahid-Mobarakeh(2020)]
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2.2.4 Modulation

To generate the voltage references from the controller, one requires a voltage source

inverter, which can generate the AC voltage waveform using modulation. For a three-

phase PMSM, a two-level voltage source inverter is usually used. A simplified circuit

diagram can be seen in Fig. 2.5. A two level VSI for a three phase machine consists

of three legs with six switches. In a leg, when the top switch is turned on while the

bottom switch is off, the output voltage is brought to the DC-link voltage. When

the bottom switch is turned on while the top switch is off, the voltage is brought to

ground. These are the two options that the switches are used in. The two switches

in a leg should not be turned on at the same time as this produces a short to ground.

To generate the voltage reference from the VSI, two modulation methods are

mainly used: sinusoidal modulation and space vector modulation. Sinusoidal modu-

lation compares the reference voltage to a triangular carrier wave; when the carrier

wave is smaller than the reference, the voltage is turned on, and vice versa. A diagram

of this can be seen in Fig. 2.6.

Sinusoidal modulation is easy to implement, however, it generally has a poor DC

bus utilization. The maximum phase-phase voltage that can be produced without

going into over-modulation is 0.612VDC . Over-modulation results in a larger THD so

it is best to avoid operating in that region under normal conditions.

To account for this shortcoming a better method of modulation is space vec-

tor modulation. The maximum phase voltage able to be produced without over-

modulation for this technique is 0.744Vd. To generate the reference voltages, space

vectors based off the Clarke transformation are used. A two-level VSI has 8 different

combinations it can be turned on in. Six of these combinations produce unique space
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Figure 2.5: Simple schematic representation of a three phase two-level inverter. From
[Narimani(2021)]
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Figure 2.6: Example of modulating waveform and reference waveform used for sinu-
soidal modulation. From [Narimani(2021)]
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Figure 2.7: Diagram of the Space Vector Modulation Vectors and Sectors for a three
phase inverter. Taken from [Narimani(2021)]
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vectors, with the other two being zero vectors. The main concept of space vector

modulation is to generate a precise new vector from the combination of two active

vectors. From the five active space vectors one only needs to choose two to generate

the new vector. The two vectors closest to the reference one are chosen, which sepa-

rates the space into five sectors. The sectors referenced can be seen in Fig. 2.7. The

formulas for the duty cycles of the vectors are:

Ta =

√
3TsVref
Vd

· sin(π
3
− θ) (2.11a)

Tb =

√
3TsVref
Vd

· sin(θ) (2.11b)

T0 = Ts − Ta − Tb (2.11c)

where Ta is the duty cycle of the top vector, Tb is the duty cycle of the bottom

vector, and T0 is the duty cycle of the zero vector. However, to ensure a constant

switching frequency as well as as a reduced THD, it is necessary to apply the vectors

in such a way that each leg is only applied once during a switching period. One can

create such a pattern using 7 segments. An example seven-segment switching pattern

can be seen in Fig. 2.8. With each sector the order that the vectors being applied is

changed, but the general concept remains the same.

2.2.5 Dual-Three Phase PMSMs and Current Control

A simplified diagram of an asymmetrical dual-three phase machine can be seen in

Fig. 2.9. When developing a controller for such a machine the same approach can be

taken as the one discussed in section 2.2.2. The same concepts of field-oriented control
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Figure 2.8: Diagram of a Seven Segment Switching Sequence for three phase space
vector modulation. Taken from [Narimani(2021)]

Figure 2.9: Simplified ideal circuit representation of a Dual-three phase PMSM
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apply, however, the extra phases introduce extra variables that need to be accounted

for. Instead of there being two independent currents that need to be controlled there

are four; two for each three-phase winding set. A simple transformation that can be

used is the double dq transformation, which is essentially the Clarke transformation,

applied to each of the winding sets individually. The transformation matrix can be

seen below:



α1

β1

α2

β2

0

0


=



1 −1
2

−1
2

0 0 0

0
√
3
2

−
√
3
2

0 0 0

0 0 0
√
3
2

−
√
3
2

0

0 0 0 1
2

1
2

−1

1
3

1
3

1
3

0 0 0

0 0 0 1
3

1
3

1
3





a1

b1

c1

a2

b2

c2


(2.12)

However, as proposed by Zhao and Lipo [Zhao and Lipo(1995)], this transforma-

tion may not utilize the full potential of DTP-PMSMs. By creating a transformation

that separates the harmonics into orthogonal sub-spaces, one can have better con-

trol over the overall THD. As per the VSD transformation the fundamental and

k = 12m ± (m = 1, 2, 3, ...) torque producing components are mapped to the dq

frame, the fifth and seventh k = 6m ± 1, (m = 1, 3, 5, ...) are mapped to another

subspace called the xy plane, and the zero order harmonics are mapped to the third

subspace. If the neutral points are isolated, then the zero-sequence components can

be disregarded. The transformation matrix technique can be seen in the following

equation:
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α

β

x

y

0

0


=



1 −1
2

−1
2

√
3
2

−
√
3
2

0

0
√
3
2

−
√
3
2

1
2

1
2

−1

1 −1
2

−1
2

−
√
3
2

√
3
2

0

0 −
√
3
2

√
3
2

1
2

1
2

−1

1 1 1 0 0 0

0 0 0 1 1 1





a1

b1

c1

a2

b2

c2


(2.13)

From these transforms the park transformation is also applied. For the park

transformation, one can either keep the xy currents in the stationary reference frame,

the positive synchronous reference frame, or the negative synchronous reference frame.

Using the xy currents in the negative reference frame allows for easier injection of xy

currents to account for the unbalances of the machine [Hu et al.(2014)Hu, Zhu, and

Liu,Duran et al.(2017)Duran, Gonzalez-Prieto, Barrero, Levi, Zarri, and Mengoni].

The transformation can be seen below:

Trot(θe) =


Tpark(θe) 02×2 02×2

02×2 Tpark(−θe) 02×2

02×2 02×2 I2×2

 , (2.14a)

Similar to the model developed for three-phase machines, the dual-three phase

machine model becomes:
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ud

uq

ux

uy

uz1

uz2


= Rs



id

iq

ix

iy

iz1

iz2


+
d

dt



ψd

ψq

ψx

ψy

ψz1

ψz2


+ ωe



0 −1 0 0 0 0

1 0 0 0 0 0

0 0 0 1 0 0

0 0 −1 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0





ψd

ψq

ψx

ψy

ψz1

ψz2


(2.15)

Where the flux-linkages can be replaced by:



ψd

ψq

ψx

ψy

ψz1

ψz2


=



Ld 0 0 0 0 0

0 Lq 0 0 0 0

0 0 Lx 0 0 0

0 0 0 Ly 0 0

0 0 0 0 Lz1 0

0 0 0 0 0 Lz2





id

iq

ix

iy

iz1

iz2


+



ψf

0

0

0

0

0


(2.16)

For creating the current controllers one can use the same process for each of the

variables as the one developed in section 2.2.3. However, one needs to add two PI

controllers for the xy currents. The block diagram for the controller can be seen in

Fig. 2.10. The method of pole-zero compensation is the same for each controller.

For the modulation, the approach that is used is using the double dq transforma-

tion to separate the alpha and beta components of each winding set and then using

space vector modulation on each set.

This includes the section discussing the design of conventional PI controllers for a

26



MASc Thesis - Williem Agnihotri McMaster - Electrical Engineering

Figure 2.10: Block diagram of a PI-FOC Current Controller for DTP-PMSMs

three-phase as well as dual-three phase machine. The following section introduces the

concept of model-predictive control, then details the application to dual-three phase

PMSMs.

2.3 Introduction to Model Predictive Control

2.3.1 General State-Space Model

Model predictive control is a widely used technique for many different systems. The

concept of the technique is to use the mathematical model to predict the future values

of the system, and then to take the control action that minimizes the error–based on

the prediction. A simplified block diagram can be seen in Fig. 2.11.

The first step in creating the technique is to understand how one can predict the

future states of the model. This is done by discretizing the derivative of the system

using a first order Euler-Approximation. This splits the derivative into a future state
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Figure 2.11: General MPC Structure

and a past state. Therefore, to predict the future values of the system one needs to

algebraically solve for the future state. However, this is under the assumption that

the sampling period is small enough such that there is a small difference between each

successive states. To illustrate this technique it can be applied to circuit model of the

motor winding in the flux domain. This can be seen in Eq. 2.1:

vp(k) = Rs · ip(k) +
ψp(k + 1)− ψp(k)

Ts
(2.17)

Where Ts represents the sampling period. It should be noted that k represents 1

sampling period. In other words xk = x(kTs). Then solving for the future state the

equation becomes:

ψp(k + 1) = Ts(vp −Rs · ip(k)) + ψp(k) (2.18)
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Furthermore, this concept can be extended and applied to generate state space

systems in terms of their A,B,C matrices. As described by [Wang(2009)], for a state-

space system, the prediction equation can be represented by:

x(k + 1) = Ax(k) +Bu(k) (2.19a)

y = Cx(k) (2.19b)

This describes the equations in one time step. If one wants to predict the future

states in multiple time steps, the prediction in k+1, is subbed back into the equation.

If one does this, in general for n times steps into the future the equation becomes:

Y = Fx(k) + ϕu(k) (2.20a)

F =



CA

CA2

CA3

CAn


(2.20b)

ϕ =



CB 0 0 ... 0

CAB CB 0 ... 0

CA2B CAB CB ... 0

CAn−1B CAn−2B CAn−3B ... CAn−ncB


(2.20c)

The number of steps that the model predicts is called the prediction horizon. After

the prediction is made, to find the optimal control action that needs to be taken, one
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uses a quadratic cost function of the form:

J = (Yref − Y )T (Yref − Y ) +RU (2.21)

the first term (Yref − Y )T minimizes the error between the desired values and the

predicted values while the second term (RU uses a weighting matrix limit the size of

the input.

It simple to minimize this cost function considering an unconstrained cost function.

One needs to find when the derivative of the cost function is zero. However, this

doesn’t work in practical situations, as the control action is usually limited. In the

case of the DTP-PMSM, there is a limited available voltage from the voltage source

inverter. As such, in the practical scenario one will need to employ constrained

quadratic programming. This can be difficult to implement in real-time operating

systems especially when the sampling time is small.

Am important principle to mention is the concept of receding horizon. After the

cost function has been solved one obtains the optimal control action for the predicted

values at k predictions [Wang(2009)]. However, if the system is highly non-linear or

something changes within that time duration, then the control action predicted may

not be optimal. Therefore, after the cost function is solved, only the first (or up to

k predictions) control action is implemented. Then at each successive iteration, the

model and cost function is solved again. This allows the algorithm to account for

the dynamic changes in the model. Another way to account for the large calculation

times is to only consider a finite set of the control action. This makes finding the

solution easier, especially in multi-variable systems. This is called finite-control set

model predictive control.

30



MASc Thesis - Williem Agnihotri McMaster - Electrical Engineering

2.3.2 Finite-Control Set Model-Predictive Control

Finite-control set model predictive control only considers a finite number of options

in the cost function. This makes determining the optimum value simpler as one only

needs to iterate through each value to find the minimum. This is a common technique

in power electronics and multi-phase machines. The following section will review the

background information of MPC applied to DTP-PMSMs as well as the current trends

in literature.

2.4 Current Trends of Model Predictive Control

of Dual-Three Phase Drives

This section will detail the literature review specifically about model-predictive con-

trol of dual-three phase machines. This section is pulled from the review article

created by the author, which is under review in IEEE Access.

First, one can compare the block diagram of PI controller control to the model

predictive controller. This can be seen in Fig. 2.12

As seen in Fig. 2.12 b) the predictive model is used to predict the future states

of the dqxy currents. Then it picks the optimal state out of all of the options of the

inverter. For a two-level VSI with six phases. There are 64 possible vectors to choose

from with 49 producing unique space vectors. The possible space vectors can be seen

in Fig. 2.13. Therefore, in conventional FCS-MPC the cost function chooses the state

out of the 64 options that produces the minimum errors in the currents. This will be

further described in the rest of the sections of this chapter.
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Figure 2.13: a) voltage vectors in α and β subspace b) voltage vectors in X and Y
subspace generated for a six-phase two-level inverter
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2.4.1 Predictive model

In predictive current control (PCC), the predictive model is intended to estimate or

behaviour of the controlled currents at time k + j. The simplest approach considers

the tracking of the dq reference currents, while minimising the xy components. It

is common to define the prediction horizon as j = 2 [Cortes et al.(2012)Cortes,

Rodriguez, Silva, and Flores]. This two-step horizon compensates for the delay in the

measurements, which is known as indirect delay compensation.

One can use many different variations in the predictive model to make the pre-

diction more accurate. The variations can be seen in Fig. 2.14. The accuracy of the

model is directly related to the electromagnetic model of the drive and discretization

technique. To the best of the author’s knowledge, all previous works have adopted the

same dynamic model for implementing MPC, based on the VSD transformation. For

conventional predictive control, equations 2.15 and 2.16 can be discretized by using

the first order Euler approximation. The equation for the future state then becomes:

ik+1
d = ikd +

Ts
Ld

(
vkd −Rsi

k
d + ωr L

k
q i

k
q

)
(2.22a)

ik+1
q = ikq +

Ts
Lq

[
vkq −Rsi

k
q − ωr

(
Lkd i

k
d + ψPM

)]
(2.22b)

ik+1
x = ikx +

Ts
Lx

(
vkx −Rsi

k
x − ωr L

k
y i

k
y

)
(2.22c)

ik+1
y = iky +

Ts
Ly

(
vky −Rsi

k
y + ωr L

k
x i

k
x

)
, (2.22d)

where Ts represents the sampling period, and the k the sampling instant. Although
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Figure 2.14: Developments that can be made to the predictive model of a PMSM
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Euler discretization is the most popular technique, the use of more complex ap-

proximation methods can potentially improve the prediction accuracy. Vaclavek and

Baha [Vaclavek and Blaha(2013-12)] demonstrated that using Taylor series expansion

can improve the performance of the controller at the cost of increasing its complexity.

The additional computational cost of using complex models can be handled by the

new generation of digital processors [Burkhart et al.(2017)Burkhart, Klein-Hessling,

Ralev, Weiss, and Doncker]. However, few studies have been adequately explored

in regards to model predictive control of DTP-PMSMs. Recently, the second or-

der trapezoidal rule was used to predict the flux linkages of a DTP-PMSM [Hepp

et al.(2020-08)Hepp, Imamovic, Wondrak, and Parspour]. However, although they

did show good dynamic and steady-state results, they did not compare the method

with the first order approximation, so the actual benefits are yet to be seen.

Regarding the general trends of MPC that can be adapted to DTP-PMSMs, one

can look at [Zhang et al.(2018-08)Zhang, Bai, and Yang]. They adapted the model of a

three-phase induction motor using a second order discretization method called Heun’s

method. Furthermore, another paper that showed the advantage of higher order

approximation methods was recently published [Khader and Nahla(2021-04)]. They

compared the use of the Runge-Kutta approximation method with the conventional

Euler approximation for model predictive control of a three-phase inverter. Although

they only included simulation results, the results show that using a more accurate

prediction model can reduce the output error of the controller.

Although increasing the order of the approximation method can increase the ac-

curacy of the predictive model, one must be wary of increased computational time.

Higher order prediction methods require additional calculations to be performed in
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the model.

The prediction horizon of MPC is the number of steps in the future predicted by

the model. All the studies regarding MPC of DTP-PMSM use a prediction horizon of

2. However, an interesting topic that can be explored in the future for DTP-PMSMs

is a longer prediction horizon. This was explained in [Pevec et al.(2019)Pevec, Babic,

and Podobnik]. For high-order systems, long-horizon model predictive control can sig-

nificantly improve the performance of the controller. However, this comes at the ex-

pense of higher computational burden. This topic was addressed by P. Karamanakos

et al [Karamanakos et al.(2014-03)Karamanakos, Geyer, Oikonomou, Kieferndorf,

and Manias], who compared three different strategies to reduce the computational

burden of long-horizon model predictive control. This is a popular topic in the cur-

rent literature. For example, in [Andersson and Thiringer(2020-01)] they proved that

for a three-phase electric drive, a prediction horizon of 4 can be implemented in real-

time, and produced significantly less switching losses when compared to conventional

FOC controllers. Another study used a different approach [Hammoud et al.(2020-

10)Hammoud, Hentzelt, Oehlschlaegel, and Kennel], that is, a neural-network based

approach to offset the computational burden of a long-horizon MPC applied to a

3-phase IPMSM. The algorithms were tested on an experimental setup as well as

in simulation. They found that the neural-network based algorithm was computa-

tionally efficient, and had a similar performance when compared to conventional-long

horizon FCS-MPC. In general, since the computational burden of MPC has always

been an issue, reducing it will always be a major topic in it’s research.

A predictive dynamic model allows for a better dynamic response. However, us-

ing a model based technique also renders the controller more sensitive to parameter
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mismatches [Liu and Liu(2021)]. The flux linkages (and by extension the induc-

tance), vary with parameters such as temperature, rotor position, and current [Taylor

et al.(2021)Taylor, Valencia Garcia, Taha, Mohamadian, Luedtke, Nahid-Mobarakeh,

Bilgin, and Emadi]. Therefore, using static variables in the predictive model causes in-

creased errors in the current and torque tracking. This issue has been addressed more

in the current climate. Liu et al. [Liu and Liu(2021)], used an inductance observer

to calculate the real time inductance of the machine. Another solution by Goncalves

et al. [Gonçalves et al.(2019)Gonçalves, Cruz, and Mendes], used a disturbance ob-

server to account for the lumped parameter errors associated with the inductance. In

other application areas, some researchers have implemented model-free model predic-

tive control, which uses analytical techniques for prediction. This can be exemplified

by [Rodŕıguez et al.(2020)Rodŕıguez, Heydari, Rafiee, Young, Flores-Bahamonde, and

Shahparasti], who implemented a least-squares algorithm to predict the parameters

of a voltage source inverter. Because it does not rely on the model of the system, the

non-linearities do not affect the prediction as much.In general, reducing the errors of

the predictive model will always be of interest because the technique relies heavily on

the model.

Regarding the coordinate transformation, the use of the double dq transformation

has not been adequately investigated.
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2.4.2 Voltage-Vector Search Space

2.4.3 Voltage vector search space
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Figure 2.15: Representation of the different vector sub-spaces used in MPC in liter-
ature

The voltage vector selection subspace is the focus of most articles on FCS-MPC.

There is a large number of choices in what space vectors should be considered in
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the algorithm. With a six-phase VSI, there are 64 possible switching states that

can be considered, 49 of which provide unique space vectors. This is illustrated in

fig 2.13. The number of space vectors in the vector space is directly related to the

computational complexity of the algorithm. Therefore reducing that number has been

the focus of some researchers. When using conventional FCS-MPC, which uses all

64 vectors, the main issue that arises is the large ripples in the currents [Gonçalves

et al.(2019)Gonçalves, Cruz, and Mendes]. Although the optimum state is chosen,

because it comes from a discrete set of values, the error can be relatively large.

The first adaptation usually explored is the addition of a zero vector to the switch-

ing state. This has been referred to as PWM-FCS-MPC in [Yuan et al.(2020-12)Yuan,

Ma, Zhao, and Yang]. This concept is relatively old and is usually used as a com-

parison to newer techniques that have been developed. The main issue with PWM-

FCS-MPC is that it can only change the amplitude of the space vectors and not

their direction. Therefore, applying a zero-vector during the sampling period may

not reduce tracking errors. This was the main problem addressed by multi-vector

MPC [Yuan et al.(2020-12)Yuan, Ma, Zhao, and Yang]. Instead of applying a zero

vector in addition to the chosen optimal vector, it selects another vector which may

have a different direction and magnitude to bring the error closer to zero. However,

since there are four independent variables that need to be controlled–dqxy–it can be

difficult to obtain a way to get the correct direction and magnitude for all four vari-

ables. This problem is primarily addressed by the concept of virtual-vectors. Studies

published on virtual-vectors have been the most popular subject regarding predictive

current control of DTP-PMSMs. The concept of virtual-vectors is to create a new set

of vectors that have a zero magnitude and phase in the xy subspace, but positive in
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Figure 2.16: Virtual-Vectors based on the VSD transformation in the stationary α−β,
X − Y reference frames

the dq. This can be seen in 2.16. Virtual-vectors are usually created by combining one

medium-large vector and a large vector. The resulting combinations have a positive

affect in the dq subspace while a zero affect in the xy. As demonstrated by Goncalves

et al. [Gonçalves et al.(2019-02a)Gonçalves, Cruz, and Mendes], virtual vector based

FCS-MPC controllers generally exhibit the best overall performance. The xy cur-

rents are reduced significantly without the additional burden of including variables

in the cost function. Further iterations of the technique include variable amplitude

virtual-vectors [Gonçalves et al.(2019-02b)Gonçalves, Cruz, and Mendes], which are

a combination of a zero vector and virtual-vectors. Another iteration is bi-subspace

virtual-vectors, which is a combination of PWM, virtual vector, and multi-vector

MPC [Gonçalves et al.(2019)Gonçalves, Cruz, and Mendes]. Regarding the current

trends in this area, a prevailing trend is aimed at reducing the vector set size to re-

duce the number of calculations that need to be performed. This can be seen in the

early application of MPC to multi-phase machines in [Duran et al.(2011-08)Duran,
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Prieto, Barrero, and Toral], and more recently in [Sahin and Keysan(2018-04)], where

they eliminated most of the candidate vectors beforehand. Another trend involves

the creation of virtual-vectors using alternative vectors. Recently, Gonzales-Prieto

et al. [Gonzalez-Prieto et al.(2022)Gonzalez-Prieto, Martin, González-Prieto, Duran,

Carrillo-Ŕıos, and Aciego] created new virtual-vectors which were a combination of

four large vectors to increase voltage utilization. Because this new set had increased

rippled in the alpha and beta currents, they only used them in the over-modulation

region where higher voltages are required. The development of the voltage vector

search space in literature is shown in Fig. 2.15.

2.4.4 Cost-Function

subsectionCost function The cost function selects the optimum state of the VSI. For

all algorithms in the literature, the cost function is the error between the reference

currents and predicted currents. The cost function in conventional FCS-MPC is,

gi = gdq + λxy · gxy (2.23a)

gdq = (i∗d − ik+2
d )2 + (i∗q − ik+2

q )2 (2.23b)

gxy = (i∗x − ik+2
x )2 + (i∗y − ik+2

y )2, (2.23c)

However, there are some variations between the techniques. When using virtual-

vectors, the x and y errors are not considered because the virtual-vectors are zero in

the xy subspace, as shown in [Liu and Liu(2021)]. Another variation is when multi-

vector MPC is used. The cost function is applied twice. The first optimal voltage

vector is calculated, and another cost function is used to calculate the second. [Yuan
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et al.(2020-12)Yuan, Ma, Zhao, and Yang].

The cost function does not change significantly with different techniques. The

main difference is the weighting factor for the currents. Some of the papers decided

to keep a weighting factor of one for the d and currents and only include a weighting

factor for the x and y currents. In general, it is difficult to determine the values of the

weighting factors. Many of the articles referenced a paper from 2009 called ”Guide-

lines for weighting factors design in model predictive control of power converters and

drives” by Cortes et al [Cortes et al.(2009-02)Cortes, Kouro, La Rocca, Vargas, Ro-

driguez, Leon, Vazquez, and Franquelo]. The method presented here is to use a branch

and bound algorithm to hone in on the optimal weighting factor. Since simulations

need to be run to measure the performance metrics, this algorithm aims to reduce

the amount of simulations required. Based on other applications of MPC there are

some ways in which the cost function for FCS-MPC of a DTP-PMSM can be changed.

Villarol et al [Villarroel et al.(2013-02)Villarroel, Espinoza, Rojas, Rodriguez, Rivera,

and Sbarbaro] eliminated weighting factors using a multi-objective formulation using

multiple cost functions. In a different approach, [Fretes et al.(2022)Fretes, Rodas,

Doval-Gandoy, Gomez, Gomez, Novak, Rodriguez, and Dragičević] used a particle

swarm optimization algorithm to find the optimal weighting coefficients to reduce xy

currents. One of the simplest ways to augment the cost function to add frequency

control is to add a variable that tracks the switching states. This is commonly per-

formed in three-phase machines and can be seen in [Sheng et al.(2018-05-31)Sheng,

Li, and Ji]. The variable is the sum of the current states, and penalizes a change in
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state. This can be seen in,

gi = gdq + λxy · gxy + λn · n (2.24a)

gdq = (i∗d − ik+2
d )2 + (i∗q − ik+2

q )2 (2.24b)

gxy = (i∗x − ik+2
x )2 + (i∗y − ik+2

y )2 (2.24c)

n =
N∑
x=1

|Sx(k)− Sx(k − 1)| (2.24d)

where S is either 1 or 0; therefore, a change in state is added to the summation. This

the inverter frequency. However, when this method is used, the switching frequency

remains variable, which is undesirable. Another way the cost function can be used

is by adding integrative action. This has been demonstrated in a previous study

[Norambuena et al.(2019-12)Norambuena, Lezana, and Rodriguez]. They added a

separate weighting factor to the cost function that considers the accumulative error

of the states. This adds an integrative action to eliminate the steady-state error.

Another simple solution is to add variable references to the cost function. This can

be seen in [Yang et al.(2016-03)Yang, Tan, and Hui]; they compensate for the errors in

the parameters of a RLC circuit by updating the references at each sampling period.

This is a relatively simple way to change the cost function, but it can be effective in

reducing the steady-state errors.

2.4.5 Modulation

Modulation is rarely addressed in the literature. For conventional model predictive

control a modulator is not used. However, techniques similar to modulation are used

in some of new techniques. For example, in variable amplitude virtual-vectors,–which
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is a combination of virtual-vectors and a zero vector–after they calculate the optimal

times for the vectors, they create a switching pattern with the goal being to keep

the switching frequency constant [Gonçalves et al.(2019-02a)Gonçalves, Cruz, and

Mendes]. However as discussed by [Wendel et al.(2021-12)Wendel, Karamanakos,

Gebhardt, Dietz, and Kennel], by applying multiple vectors in one switching period,

the overall current ripples can be reduced. As such, the addition of a modulator can

have a large improvement in the steady-state results.

In direct torque and flux control, a common modulation strategy that is im-

plemented is discrete space vector modulation. This can be observed in [Wang

et al.(2021-06)Wang, Liu, Liu, and Zhao]. Discrete space vector modulation further

splits the output vector into more sections, which allows more vectors to potentially

be produced. This increase in precision of the subspace, further reduces the current

overshoots in the machine. This technique has also been implemented on three-phase

and multilevel inverters as well [Alsofyani et al.(2019-03)Alsofyani, Kim, and Lee] [Lee

et al.(2018)Lee, Lee, Moon, and Lee].

2.4.6 MPC Limitations

In the current literature, FCS-MPC MPC suffers from two main problems: steady-

state ripple, and steady-state error. The base form of the algorithm only has a

proportional effect on the output. It completely relies on the accuracy of the model.

If there are errors in the mode, or if it changes in operation the errors will persists.

Furthermore, although there have been attempts to choose vectors that minimize

the current ripple, the commanded output voltages still produce a lot of current

ripple. The novel implementation of FCS-MPC discussed in the next chapter seeks
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to eliminate these problems.
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Chapter 3

Novel Strategy of Finite Control

Set Model Predictive Control for

Dual-Three Phase PMSMs

This section will present the novel model predictive control algorithm that was devel-

oped for the control of a dual-three phase machine. There are two main contributions

that have been made regarding FCS-MPC. The first contribution is using the flux-

based model for the calculations instead of the inductance based model. The second

is the use of a dynamic control set that varies according to the operating point. The

reasoning behind the changes are discussed in the following subsections. Simulation

results are also presented that show the advantage of the changes.

The simulations were performed in MATLAB Simulink on a model developed by

the Motor Control RTA as part of a joint project between McMaster University and

Stellantis. As such, much of the information regarding the model and results will

need to be kept confidential. The simulation results are presented in their per unit
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values. The per-unit values are based on their max values. For example, if the max

current of the machine was 50 A, a per-unit value of 0.5 would be 25 A. In regards to

the motor model used for the simulation, the overall inductance’s of the motor were

less than 1mH, and its rated speed was 3000 rpm.

3.1 Virtual-Flux Based Model-Predictive Control

The first improvement to the FCS-MPC algorithm is the use of the flux-based model

as opposed to the inductance based version. Using the flux-model of the machine

simplifies the model and prediction equations used, and allows for a simpler estima-

tion process with a reduced computational load [Preindl(2016),Wendel et al.(2021-

12)Wendel, Karamanakos, Gebhardt, Dietz, and Kennel].

To use the flux-based model in the controller, because it is difficult to directly

measure the flux, it is required to use a mapping scheme. For simple implementa-

tions one can use linear mapping by using a constant inductance. However, for more

accurate estimations one can implement lookup tables as well based on finite-element

analysis (FEA) or experimental measurement. For this thesis, only constant induc-

tance’s were used. However, as demonstrated in the later simulation results, this still

results in an improved selection of the optimal vector. A simple diagram comparing

the inductance vs flux implementation can be seen in Fig. 3.1.

3.1.1 Flux-based Model

For the predictive model, one can use equation 2.15 that was discussed before. This

equation is discretized using the forward-Euler approximation, and the predicted flux
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Figure 3.1: Structure of a) Inductance based FCS-MPC Controller and b) Flux-based
FCS-MPC controller
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can be found. The ψdqxy equations then become:

ψk+1
d = ψkd + Ts

[
vkd −Rsi

k
d + ωrψ

k
q

]
(3.1a)

ψk+1
q = ψkq + Ts

[
vkq −Rsi

k
q − ωrψ

k
d

]
(3.1b)

ψk+1
x = ψkx + Ts

[
vkx −Rsi

k
x − ωrψ

k
y

]
(3.1c)

ψk+1
y = ψky + Ts

[
vky −Rsi

k
y + ωrψ

k
x

]
, (3.1d)

Furthermore, the cost function also becomes based off the flux-linkage, with the

reference flux also being found through the mapping.

gψ = gψdq
+ λxy · gψxy (3.2a)

gψdq
= (ψ∗

d − ψk+2
d )2 + (ψ∗

q − ψk+2
q )2 (3.2b)

gψxy = (ψ∗
x − ψk+2

x )2 + (ψ∗
y − ψk+2

y )2, (3.2c)

Where λxy, is a weighting coefficient of the xy currents. If the weighting coefficient

is larger, the tracking of the xy currents increases, however, larger errors persist on

the other variables.

In this case, for g in (3.2) to achieve the optimum performance, an optimum

weighting factor, λ∗xy was found. λxy is optimized based on the integral-time-square-

error (ITSE) performance index of the current loop [Taha et al.(2018)Taha, Beig, and
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Boiko]. The optimization problem can be defined as,

min
λxy

f =

∫
t
∣∣∣∣ec(t)∣∣∣∣22 dt (3.3)

subject to λxy > 0,

where f is the ITSE cost function, ec = [ed eq ex ey]
T is the error vector of the

dq- and xy-current components, and || · ||22 is the euclidean norm. The optimization

is carried out in Matlab/Simulink using the Nelder-Mead simplex algorithm as a

minimax solver [Rao(2009)]. Fig. 3.2 depicts the optimization result using an initial

weighting factor λxy = 1 and a termination threshold ϵ = 0.001. The optimum

weighting factor is then determined as λ∗xy = 1.256.

Figure 3.2: Weighting factor optimization showing decision variable λxy and ITSE
cost function f versus iteration count. [Agnihotri et al.(2021)Agnihotri, Valencia,
Taha, and Nahid-Mobarakeh]
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Table 3.1: Results from Steady-State Simulation at 3000 rpm, Tsim = 0.1s.

Control
strategy ITSEdq ITSExy ITSETm

THDia1
Mean switching

frequency ia1 (kHz)

Virtual-flux
MPCC

0.203 0.341 0.1858 4.603 2.15

Conventional
MPCC

0.231 0.187 0.304 4.29 2.8

3.1.2 Simulation Results - Steady State

To test the performance of the proposed algorithm, several simulations of the algo-

rithm were run. The goal being to investigate if using the flux-based model could

improve the control performance compared to the inductance based model. As such,

the most basic forms of the algorithms were compared: which considers all 64 vectors

in the cost function. For the simulations, the DC link voltage was set at 350 V, and

the sampling frequency was set to 20 kHz. The torque reference and speed references

were set to their maximum values. The following results were taken from the confer-

ence paper published by the author [Agnihotri et al.(2021)Agnihotri, Valencia, Taha,

and Nahid-Mobarakeh]. The resulting steady state results can be seen below:

As seen in the table 3.1 and Fig. 3.3, using the flux-based model results in better

tracking of the q currents overall, resulting in lower ITSE for the currents and torque.

One important thing to note is that MPCC refers to model-predictive current control

(MPCC).
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Figure 3.3: Steady-state operation at 3000 rpm (a) Results using virtual-flux PCC
(b) Results using conventional PCC [Agnihotri et al.(2021)Agnihotri, Valencia, Taha,
and Nahid-Mobarakeh]
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3.1.3 Simulation Results - Change in Speed/Torque

Another important test is to see how the algorithms react to changes in the speed

and torque. For the speed change test, the speed reference was changed at a rate of

900 rpm/s. For the torque change, the torque reference was changed at a rate of 5000

Nm/s. This coincided with the specifications from the Stellantis team. The resulting

plots can be seen in Fig. 3.4 and Fig. 3.5.
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Figure 3.4: Dynamic response for speed change from 500 rpm to -500 rpm (a)
Results using virtual-flux PCC (b) Results using conventional PCC [Agnihotri
et al.(2021)Agnihotri, Valencia, Taha, and Nahid-Mobarakeh]

55



MASc Thesis - Williem Agnihotri McMaster - Electrical Engineering

Figure 3.5: Dynamic torque response for a fixed speed of 2000 rpm (a) Re-
sults using virtual-flux PCC (b) Results using conventional PCC [Agnihotri
et al.(2021)Agnihotri, Valencia, Taha, and Nahid-Mobarakeh]

The results presented in Figures 3.4 and 3.5 show the same results as the steady-

state results, in general both models can retain control of the machine even with

changes in the speed and torque of the motor. However, the MPC algorithm using
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the flux-based model has a better tracking of the q currents, which results in lower

torque ripples overall.

One important thing to note however, is that these results were obtained with the

machine using the linear equations. This means the non-linearities of the machine

such as magnetic saturation and the effects of temperature were ignored. One can

still see the advantage of using the flux-based model, however, when using a more

accurate model of the motor in the simulations the control performance starts to

degrade. Fig. 3.6 shows the results of both algorithms when using the non-linear

model of the motor.
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Figure 3.6: Results using the linear FCS-MPC controller with a non-linear Motor
Model. Results using a) virtual-flux PCC (b) Results using conventional PCC

As seen in 3.6, when using the basic form of FCS-MPC, if there is mismatch

between the model of system and the model used in the algorithm, then there will be
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increased errors in the results. This can be corrected by having a more accurate model

of the system. Once can accomplish this through creating lookup tables from finite-

element analysis or experiments. However, this could require significant memory space

depending on how detailed the lookup tables are. Another solution that was discussed

in chapter 2 is to create an observer to estimate the parameters of the machine.

However, this can be complicated to build, and could require more calculations to be

performed.

3.2 Dynamic Finite-Control Set Incremental Model

Predictive Control

The modification to the MPC algorithm presented in this section seeks to solve the

inherent problems associated with conventional FCS-MPC: the steady state error, and

ripple. This is accomplished by introducing the incremental model to the algorithm

as well as a dynamic finite control set. A block diagram of the entire algorithm can

be seen in Fig. 3.7.
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Figure 3.7: Block diagram of Dynamic Control Set FCS-MPC
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3.2.1 Incremental Model Predictive Control

The majority of the literature of MPC applied to PMSMs uses the static model of

the machine, which considers the measured variables in the present time. However,

as described by [Wang(2009)] it is better to use the incremental model of the sys-

tem includes an integral action into the model, which can eliminate the steady-state

errors. In the case of PMSMs it can also eliminate the effects of the permanent mag-

net flux-linkage. However this is under the assumption that the speed of motor is

slowly changing and the sampling frequency is high enough. Consider the state space

equations of a three phase PMSM:

x(k + 1) = Ax(k) +Bu(k) + h (3.4a)

A =

1−Rs
Ts
Ld

ωeLq
Ts
Ld

−ωeLd TsLq
1−RsTs/Lq

 (3.4b)

B =

 Ts
Ld

0

0 Ts
Lq

 (3.4c)

h =

 0

ψpmωeTs
Lq

 (3.4d)

x =

id(k)
iq(k)

 (3.4e)

u =

vd(k)
vq(k)

 (3.4f)
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There exists an extra h term in the model, which just includes the permanent

magnet flux-linkage added to the q current.

To use the incremental model instead of the static model, the states x, h, and

inputs u are replaced with the differences signified by ∆. As a result of this, if it is

assumed that the sampling frequency is high enough such that the states don’t change

significantly with each successive sampling period, the ∆h vector would always be 0.

In the end the equation simplifies to:

∆x(k + 1) = A∆x(k) +B∆u(k) (3.5a)

∆x =

id(k)− id(k − 1)

iq(k)− iq(k − 1)

 (3.5b)

∆u =

vd(k)− vd(k − 1)

vq(k)− vq(k − 1)

 (3.5c)

This eliminates one term to the equations, which eliminates one source of error.

Furthermore, one can see the block diagram of the new MPC controller in Fig. 3.8.

As seen in the diagram the term 1
1−q−1 is an integrator, which is embedded into the

algorithm. This is as opposed to conventional MPC, only has a proportional action

to the control.
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Figure 3.8: State-space model of Incremental Predictive Controller

One important assumption for this algorithm to work is for it to be both control-

lable and observable. This is assumed to be the case for the rest of the paper.

3.2.2 Dynamic Control Set Strategy

The other improvement that was made was using a dynamic control set. In the

literature, when FCS-MPC is implemented they use static vectors: either a subset

of the 64 possible vectors, or virtual vectors. However, as discussed before this can

still result in significant steady-state ripples in the currents. Especially with a higher

DC-link voltage. Furthermore, for a dual-three phase machine it considers the dqxy

currents under one cost function, therefore, one must balance the control performances

of all four currents. This does not take full advantage of the VSD transformation.
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The dq and xy sub-spaces are orthogonal to each other, therefore, one should be able

to consider them separately in the cost function.

The dynamic control set seeks to alleviate these issues. The strategy is to contin-

ually update the candidate vectors. Although this requires the use of a modulator,

it allows for a more accurate vector to be chosen with significantly better current

ripples. The principle of the technique is illustrated by Fig. 3.9. If the current ref-

erences do not change much, then the vdq references should not change much at all.

Therefore, the search space can be narrowed to a small area. The principle is to start

with a very broad vector search space, and then narrow it down with time. As time

passes, the search space will reach a very precise value, which has significantly less

overshoot.

K K+n K+2n

α 

β 

α 

β 

α 

β 

Figure 3.9: Example of Dynamic Subspace. It is updated every n time steps

The implementation of this concept is straightforward. The following explanation

will be about the dq currents, however, the same process can be applied to the xy

currents as well.

The first step of the process is to create the search space. At the start of the
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controller being turned on, one should use a broad search space that covers the range

of the modulator. This search space is created based off a pivot vector, which is

essentially the center of the search space. Eventually the pivot vector becomes very

close to the ”true” optimal value. At first, this pivot vector is set to 0. The range

of the search space was set to 0.3V dc. In general, if the voltage search space is too

small the value will not be able to converge to the proper value, if the value is too

large then there will be large overshoots. The value of 0.3V dc, is arbitrary but it was

found to give a quick response with low overshoot.

After the range was chosen, the search space was created. This was done by evenly

spacing the α and β voltages. The amount that one wants to space them is up to

preference. Having more vectors to choose from will give a value closer to the optimal

one, however, more computations will need to be performed. For this application a

search space of 25 vectors was created for each iteration. This is much less than the

64 vectors used for basic FCS-MPC, so should require less computational time.

After the search space is created, it is fed into the incremental predictive model

and cost function, which finds the dq voltage to implement by iterating through each

vector. This is then fed into the modulator, which implements the voltage vector.

At the same time the output vector is filtered and fed back into the dynamic-

subspace equation. The output of the filter becomes the new pivot vector. This

allows the pivot vector to become closer and closer to the true optimum value. A

filter was needed because of the discretization of the search space. Since there is

very small group of vectors the resulting overshoot is fairly large. Adding the filter

removes the overshoots from this. The transfer function of the filter used was:
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H(s) =
1

1/1000s+ 1
(3.6)

The cutoff frequency used for this machine was 1000 rad/s. It was found through

trial and error. It is much higher than the rated frequency of the machine, so allows

for a quick convergence to the optimal vector.

The range of the vector search space was updated every 10 samples. It was found

that if was updated too fast, the response time of the controller was affected, while

if it was too long, there would be larger overshoots and longer settling time. After

10 samples, if the difference between the reference and optimal vector is greater than

2.5 the range is cut in half, with the floor value being 2.5 V. This is a simple but

effective way for reducing the range.

3.2.3 Simulation Results

Similar to the flux-based MPC before, this algorithm was first tested in simulation.

Both the flux-based and inductance-based dynamic subspace MPC algorithms were

created.

However, for these simulations to prove the steady-state error compensation ca-

pability of the new algorithms, the non-linear model of the machine was used in the

simulations. The non-linear model of the machine uses non-linear flux linkages from

lookup tables based on finite element analysis.

The results are shown compared to the basic flux-based MPC algorithm. The first

test that was done was a steady state test. The motor was run at its rated speed

and torque. This result can be seen in Fig. 3.10, as well as table 3.2. Using the

incremental model with the dynamic vector space allows the steady-state results to
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Table 3.2: Results from Steady-State Simulation at 2000 rpm, Tsim = 0.1s.

Control
strategy ITSEdq ITSExy ITSETm

THDia1

Virtual-flux
MPCC

21.0 15.3 64.4 4.603

Dynamic Incremental
Inductance MPCC

1.58 0.000791 1.72 1.54

Dynamic Incremental
Flux MPCC

1.62 0.000790 1.58 1.53

be significantly improved compared to conventional MPC. The steady state errors

are eliminated in all of the currents, which improves the ITSE of all the currents and

torque. When comparing the inductance based version and the flux based version,

the results were extremely similar. Although the flux-based version had a slighlty

better ITSE with the torque. This is because it had slightly better tracking of the d

currents, which resulted in lower torque ripples.
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Figure 3.10: Results using the linear model for FCS-MPC with a non-linear Motor
Model. Results using a) virtual-flux PCC (b) Results using Dynamic Subspace FCS-
MPC c) Using dynamic subspace virtual-flux PCC

The other advantage of the proposed algorithm is improved performance even
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with low currents. When using model predictive control, the xy currents tend to stay

the same RMS value no matter the dq reference. Therefore, at very low currents, the

THD of the phase currents is significantly worsened. However, since the proposed

method uses a modulator, it can get more accurate references, even at low current

reference. This can be seen in Fig. 3.11 and table 3.3. Even at a low reference

currents the ITSE is low, resulting in reduced torque ripples and steady-state error.

Table 3.3: Results from Steady-State Simulation at 2000 rpm, Tsim = 0.1s.

Control

strategy
ITSEdq ITSExy ITSETm

THDia1

Virtual-flux

MPCC
8.09 19.06 10.1 44.2

Dynamic Incremental

Inductance MPCC
0.306 0.000610 0.2172 3.74

Dynamic Incremental

Flux MPCC
0.288 0.000611 0.199 3.67
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Figure 3.11: Results using the linear model for FCS-MPC with a non-linear Motor
Model. Results using a) virtual-flux PCC (b) Results using Dynamic Subspace FCS-
MPC c) Using dynamic subspace virtual-flux PCC

The other important aspect of the algorithm is the tolerance to modelling errors.

The incremental model eliminates the need for the permanent magnet flux-linkage
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and it also has tolerance to some modelling errors. To test this, 20% errors were

added to the inductance’s, resistances, and permanent magnet flux-linkage. As seen

in Fig. 3.12 and table 3.4, the performance of the proposed algorithms stay rela-

tively the same, while the performance of the conventional MPC-algorithm degrades

considerably.

An important thing to note in the results of all of these simulations is that the

dynamic subspace flux-based model has a slightly better performance than the induc-

tance based version, but the differences are very small. However, no matter which

model is used, the benefits of adding the incremental model as well as the dynamic

subspace can be seen. The proposed method has been validated through simulation,

the next chapter shows the validation on an experimental setup.

Table 3.4: Results from Steady-State Simulation at 2000 rpm, Tsim = 0.1s.

Control

strategy
ITSEdq ITSExy ITSETm

THDia1

Virtual-flux

PCC
897 30.8 3600 8.91

Dynamic Incremental

Inductance PCC
1.71 0.000791 1.72 1.56

Dynamic Incremental

Flux PCC
1.60 0.000781 1.77 1.54
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Figure 3.12: Results using the linear model for FCS-MPC with 20% error on the
inductances. Results using a) virtual-flux PCC (b) Results using Dynamic Subspace
Inductance FCS-MPC and c) Using dynamic subspace virtual-flux PCC
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Chapter 4

Experimental Implementation

This section details the results from implementing the algorithm on an experimental

setup. First the setup will be introduced, as well as the embedded system that was

used to create it. Then tests to measure the performance of the algorithms will be

presented.

4.1 Experimental Setup

A picture of the experimental setup can be seen in Fig. 4.1. The setup consists of a

dual-three phase PMSM with the shaft connected to a torque sensor and three-phase

motor. The three-phase motor controls the speed of shaft while the DTP-PMSM

applies the load.

The three phase motor was controlled by a PM150 inverter, which is a commeri-

cal inverter purchased from Cascadia motion. The MicroLabBox acts as the central

controller of the setup. It commands the speed of the PM150 over CAN and also

fully controls the 6-ph setup. It reads the values from all the sensors, performs all

73



MASc Thesis - Williem Agnihotri McMaster - Electrical Engineering

Torque Sensor

3-PH Dyno

PM150 

Inverter

MicroLabBox

DTP-PMSM 6-PH Inverter

Figure 4.1: Picture of Experimental Setup

of the necessary calcualtions, and sends the pulses to the gate drivers of the 6 phase

inverter. The six-phase inverter includes 6 dual IGBT modules connected to com-

mercial gate drivers. The gate drivers accept TTL PWM signals from MicroLabBox,

which determines when the legs of the inverters are switches on.

4.2 dSPACE MicroLabBox Platform

The program was implemented in on the MicroLabBox platform from dSPACE. The

dSPACE platform is a system that allows easier implementation for hardware in the

loop (HIL) setups. The dSPACE platform includes multiple processors and FPGA

modules with a 2 GHz clock signal to allow for implementation of fast control algo-

rithms. It also includes custom Simulink blocks as well as C-compilers that convert
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Simulink programs to C code. As such, one can easily implement the programs de-

veloped in Simulink to the HIL setup.

To communicate between the host PC and the MicroLabBox a graphical user in-

terface was developed. This was created in Control Desk, which is part of the dSPACE

package. The various types of the MPC algorithms as well as the PI controller was

developed for the dSPACE platform and then implemented.

Similar to the simulations performed, multiple steady-state and dynamic tests

were performed to test and compare the algorithms.

4.3 Experimental Results

4.3.1 Modified Dynamic Subspace MPC

In testing the steady state results for the dynamic subspace MPC it was found that

the controller was able to control all of the currents effectively except the x currents.

The x current control also became worse with higher speeds. To illustrate this, Fig.

4.2 shows the steady state results with the speed of the motor set to 3000 rpm. This

implies that the motor model for the x current is not complete. In light of this, it

was decided that for the dynamic subspace MPC, it would only be used for the dq

currents, while a PI controller would be used for the xy because the PI controller

produced lower currents in the xy subspace, which is better for the harmonic content

of the currents. In general, MPC has a better dynamic response when compared to

conventional PI controller. Because the xy references will always remain at zero, this

was seen as a reasonable compromise.
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Figure 4.2: Steady-state Results of Inductance Based Dynamic MPC at 2000 rpm
illustrating the difference in the xy currents
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4.3.2 Steady-state Results

The first tests that were done was the steady state results. The same current refer-

ences were used for each algorithm. Four speeds were used in this test: 500 rpm, 1000

rpm, 1500 rpm, and 2000 rpm. This should give a good idea of how each algorithm

performs at a wide range of operating points. The parameters of the algorithms were

the same as the simulations. For the PI controller, the gains can be summarized

in table 4.1. The gains were calculated using the pole-zero compensation method

described in chapter 2.2.3. It also included decoupling as described in Fig. 2.4.

Table 4.1: Parameters used in PI controller based on pole-zero compensation

PI Parameter Value

Kpd 0.4841

Kid 112.5

Kpq 1.692

Kiq 112.5

Kpx 2.25

Kix 202.5

Kpy 2.25

Kiy 202.5

An example of the steady state results at 1000 rpm can be seen in Fig, and the

results at different speeds is summarized in table 4.2. The first thing to note is that

using PI controllers produces the best steady state results at all speeds. This is
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expected as in general PI controllers have very good tracking in the steady-state.

Table 4.2: Comparison of Steady State Results

Control

Strategy
Speed ISEd ISEq ISEx ISEy THDa1

PI

500 0.1840 0.1372 0.2856 0.2778 2.08

1000 0.1224 0.1464 1.5490 1.5075 3.74

1500 0.1524 0.1373 4.1643 4.0965 5.87

2000 0.2122 0.1439 9.9277 9.8464 8.95

Dynamic

Subspace

Inductance

MPC

500 0.2594 0.2031 0.2907 0.2859 2.29

1000 0.2782 0.2201 1.3278 1.2982 3.58

1500 0.2761 0.254 3.4394 3.4066 5.46

2000 0.2545 0.2213 8.7968 8.7999 8.39

Dynamic

Subspace

Flux

MPC

500 0.2483 0.1982 0.2962 0.2875 2.41

1000 0.2674 0.2341 1.5477 1.5029 3.86

1500 0.246 0.2442 4.0933 4.0459 5.86

2000 0.1967 0.2196 9.7449 9.662 8.98

Conventional

Flux MPC

500 57.3568 16.8951 484.5049 561.4412 66.40

1000 56.1812 13.1778 408.5284 449.2175 61.10

1500 84.2133 13.0737 411.36 453.1741 69.24

2000 117.8563 14.1829 399.5834 439.6129 58.89

Conventional

Inductance

MPC

500 55.7722 66.8943 709.4914 597.4914 53.43

1000 74.8414 131.3655 1994 2038 71.19

1500 – – – – –

2000 – – – – –
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Figure 4.3: Steady State Results comparing: a) Conventional Inductance Based MPC
and b) Flux-Based MPC at 1000 rpm

The current tracking of the conventional methods can be seen in Fig. 4.3. In

regards to the MPC algorithms, the conventional flux-based MPC algorithm has
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a much lower steady-state ripple compared to the conventional inductance based

version. The current ripple for the inductance based version was so large that it caused

the current limit to be reached on the DC power supply that was being used to run

the experiments. As such, the results are missing at higher speeds. However, this still

shows that using the flux-based model can produce significantly better performance

for the MPC controller when using the conventional subspace.

The results comparing the PI controller steady results and the proposed MPC

algorithms can be seen in Fig. 4.4.
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Figure 4.4: Steady State Results comparing: a) PI b) Dynamic Inductance MPC c)
Dynamic Flux MPC at 1000 rpm

One important note is that compared to the conventional MPC algorithms, using

the dynamic subspace MPC produces significantly better steady state results in terms

of integral squared error (IAE). Both the inductance based version as well as the flux-

based algorithms have a steady state result comparable to PI controllers. This results

in an overall low THD.
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Table 4.3: Execution Times of Each Control Strategy

Control

Strategy

Execution

Time (µs)

PI 15.57

Dynamic Subspace

Inductance
19.31

Dynamic Subspace

Flux MPC
19.30

Conventional

Inductance MPC
22.69

Conventional

Flux MPC
22.30

Another important comparison is the execution times of the algorithms. This is

especially important for model-predictive control of multi-phase machines because the

increased number of phases causes exponentially more calculations to be performed.

As seen in table 4.3, the proposed methods have less computational time than the

conventional methods largely attributed to the reduced number of vectors in the

dynamic subspace. PI controllers had the fastest execution time, which is to be

expected since the equations to implement it are relatively simple.

Furthermore, it can be seen that the dynamic inductance MPC seemed to have

better control over the xy currents at higher speeds. It is unknown why this is the

case because xy currents were controlled by a PI controller, so they should have the
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same results. This result should be investigated further, but at this point it is beyond

the scope of this paper.

Although the IAE of the dynamic MPC results are higher than the PI controllers

this is still seen as a good improvement towards the conventional algorithm. Further-

more, generally has a better dynamic response when compared to PI controllers and

this will be further discussed in the next section.

4.3.3 Step Response

The purpose of this algorithm is to develop a good controller under all operating

conditions. In a vehicle, depending on the situation the torque–and as such the

current reference–will be changing a lot. Therefore, the response time to changes in

references is very important. To test how the algorithm responds to such changes, the

step response of the PI and dynamic MPC algorithms was compared. A step change

in both the Id and Iq currents was applied and the currents were measured. The

step change results can be seen in Fig. 4.5 and table 4.4. As seen in the figures, if

the references for id and iq are changed at the same time, the id current experiences

some lag in the response. This allows the flux based dynamic MPC to have a better

integral time squared error (ITSE) compared to the PI controller. Furthermore, as

seen in the rise and fall times of the algorithms, the dynamic MPC algorithms have a

faster response time to the reference change. This implies that at higher changes in

reference, the dynamic MPC will be able to track the changes better when compared

to the PI controller. However, still there needs to be more work in improving the error

as the PI controller was able to have less overshoot when compared to the dynamic

MPC controllers.
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Table 4.4: Comparison of Step Response Results

Control

Strategy
Speed (rpm) ITSEd ITSEq ITSEx ITSEy

Fall Time

id (ms)

Rise Time

iq (ms)

PI
1000 1.372 0.282 4.649 4.613 1.23 1.03

1500 3.301 0.501 12.509 12.690 1.8251 1.3466

Dynamic Ind

MPC

1000 1.223 0.401 4.884 4.921 0.2489 0.6419

1500 1.762 0.462 10.214 10.045 0.2270 0.6510

Dynamic Flux

MPC

1000 1.210 0.401 4.420 4.139 0.2423 0.5218

1500 1.765 0.435 10.309 10.132 0.1374 0.6431
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Figure 4.5: Step Response of: a) PI, b) Inductance Dynamic MPC c) Flux Dynamic
MPC at 1000 rpm
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4.3.4 Step-Change with Parameter Error

The other important test that was performed was the affect of modelling errors on

the system. As discussed before, the dynamic MPC algorithms have an integral

action embedded into the form. Therefore, it should have some degree of tolerance to

modelling errors. From the simulations presented in chapter 3, it was decided to not

test the parameter errors on the conventional model as it was thought that the erratic

behaviour could damage the setup. It was decided to test this during a step change

as with the error in the parameters the decoupling control of the PI controller would

be most affected. A 1.2 percent error was applied to the inductance’s as well as the

permanent magnet flux linkage, and the step-change was applied again. The results

of the experiment can be seen in Fig. 4.6 and table 4.5. As seen in the results, even

with errors in the parameters, all of the algorithms are able to track the reference

changes with little error. This is especially important with model predictive control

as it is dependent on the model of the machine. However, overall, the results seem to

show the same trends as the original step change experiment; the PI controller has

some delay in the d current response and the MPC algorithms have a lower rise and

fall time. Another important thing of note is that even with the parameter error, the

flux-based MPC had a better performance compared to the inductance based version.

It had lower ITSE values as well as quicker rise and fall times.
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Table 4.5: Comparison of Step Response Results with 1.2 percent error

Control

Strategy
Speed ISEd ISEq ISEx ISEy

Fall Time

id (ms)

Rise Time

iq (ms)

PI
1000 1.404 0.285 4.776 4.712 1.012 1.079

1500 3.509 0.517 12.791 12.690 3.3616 1.0785

Inductance

Dynamic MPC

1000 1.251 0.394 4.881 4.742 0.1212 0.8330

1500 1.941 0.437 10.540 10.616 0.1391 0.6510

Flux

Dynamic MPC

1000 1.226 0.392 4.982 4.938 0.1294 0.4613

1500 1.875 0.424 10.421 10.544 0.2163 0.5302
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Figure 4.6: Step Response of: a) PI, b) Inductance Dynamic MPC c) Flux Dynamic
MPC with 1.2 percent parameter error at 1500 rpm
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Chapter 5

Conclusions and Future Work

The goal of this thesis was to present an improved model predictive control algorithm

for the control of dual-three phase machines. As seen in the previous results, using the

flux model for the machine in the conventional algorithm can improve the precision

of the basic algorithm. Furthermore, by enhancing the algorithm with a dynamic

subspace, the steady-state and step response results can be significantly improved.

There are a couple aspects of the algorithm that can be improved in the future.

One aspect is the control of the xy currents. As discussed before, when the MPC

algorithm was applied to the dqxy currents. It could control every current very

well except for the xy current. This means that the basic model is not suited for

modelling the x current. Further efforts should be made at creating a better model

for the machine to compensate for this. One could investigate the use of dynamic

inductance’s for all subspaces or the use of the double dq transformation instead of the

VSD. Furthermore, one could extend the dynamic subspace to other applications such

as multilevel inverters or other multi-phase machines where FCS-MPC is commonly

employed.
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All in all, this thesis demonstrates that the improvements made to the finite-

control set model predictive control algorithm. In general, researchers should con-

tinue to investigate new technologies and try to push the limits of what is currently

available. This will make electric motors and electric vehicles better in the future,

which will help alleviate the affects of climate change as a whole.
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[Rodŕıguez et al.(2020)Rodŕıguez, Heydari, Rafiee, Young, Flores-Bahamonde, and Shahparasti]
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[Gonçalves et al.(2019-02a)Gonçalves, Cruz, and Mendes] P. F. C. Gonçalves,
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