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Lay Abstract

Machine Learning has been highly successful in data-intensive applications but is often

hampered when datasets contain noisy labels. Recently, Learning with Noisy Labels

(LNL) is proposed to tackle this problem. By using techniques from LNL, the models

can still generalize well even when trained on the data containing noisy supervised

information. In this thesis, we study this crucial problem and provide a comprehensive

analysis to reveal the core issue of LNL. We then propose five different methods to

effectively reduce the learning errors in LNL. We show that our approaches achieve

comparable or better performance compared to the state-of-the-art approaches on

benchmark datasets with simulated label noise and real-world noisy datasets.
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Abstract

Deep neural networks (DNNs) have achieved remarkable success in data-intense ap-

plications, while such success relies heavily on massive and carefully labeled data. In

practice, obtaining large-scale datasets with correct labels is often expensive, time-

consuming, and sometimes even impossible. Common approaches of constructing

datasets involve some degree of error-prone processes, such as automatic labeling or

crowdsourcing, which inherently introduce noisy labels. It has been observed that

noisy labels severely degrade the generalization performance of classifiers, especially

the overparameterized (deep) neural networks. Therefore, studying noisy labels and

developing techniques for training accurate classifiers in the presence of noisy labels

is of great practical significance. In this thesis, we conduct a thorough study to fully

understand LNL and provide a comprehensive error decomposition to reveal the core

issue of LNL. We then point out that the core issue in LNL is that the empirical

risk minimizer is unreliable, i.e., the DNNs are prone to overfitting noisy labels dur-

ing training. To reduce the learning errors, we propose five different methods, 1)

Co-matching: a framework consists of two networks to prevent the model from mem-

orizing noisy labels; 2) SELC: a simple method to progressively correct noisy labels

and refine the model; 3) NAL: a regularization method that automatically distin-

guishes the mislabeled samples and prevents the model from memorizing them; 4)
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EM-enhanced loss: a family of robust loss functions that not only mitigates the in-

fluence of noisy labels, but also avoids underfitting problem; 5) MixNN: a framework

that trains the model with new synthetic samples to mitigate the impact of noisy

labels. Our experimental results demonstrate that the proposed approaches achieve

comparable or better performance than the state-of-the-art approaches on bench-

mark datasets with simulated label noise and large-scale datasets with real-world

label noise.
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Chapter 1

Introduction

“Can machines think?” This innovative question was raised in Alan Turing’s paper

entitled “Computing Machinery and Intelligence” (Turing, 2009). Suppose putting

a machine player in an “imitation game”, he stated that the best strategy for the

machine is to try to provide answers that would naturally be given by a man. In

other words, the ultimate goal of machines is to be as intelligent as humans. Over the

past few decades, with the emergence of advanced models and algorithms (e.g. con-

volutional neural networks (CNNs) (Krizhevsky et al., 2012), transformers (Vaswani

et al., 2017)), large-scale data sets (e.g. ImageNet (Deng et al., 2009) with 1000 im-

age classes), powerful computing frameworks and devices (e.g. GPU and distributed

platforms), AI speeds up its pace to be like humans and supports many fields of daily

life, such as search engines, autonomous driving cars, and industrial robots.

Albeit its prosperity, the superior performance of current deep neural networks

(DNNs) owns much to the availability of large-scale correctly annotated datasets. For

most of the supervised learning tasks, we always expect and assume a perfectly labeled

large-scale training set. However, it is extremely time-consuming and expensive,
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sometime even impossible to label a new dataset containing fully correct annotations.

Typically, creating a regular dataset requires two steps: data collection and labeling

process, involving two kinds of noise in the literature — feature noise and label

noise (Zhu and Wu, 2004). Feature noise corresponds to the corruption of data

features, while label noise refers to the change of label from its actual class (e.g. by

incorrectly annotating a dog label to a cat image). Both noise types can cause a

significant decrease in the performance, while label noise is considered to be more

harmful (Frénay and Verleysen, 2013) as the label is unique for each sample while

features are multiple. For example, video data contain audio, script and vision feature.

The importance of each feature varies while the label always has a significant impact.

In typical labeling process, it is extremely expensive and time-consuming to label

extensive data with high-quality annotations. To alleviate this problem, one may

obtain the data with lower quality annotations efficiently through online keywords

queries (Li et al., 2017). Similarly, the expensive labeling process can be crowdsourced

with the help of platforms such as Amazon Mechanical Turk 1 and Crowdflower 2,

which effectively decrease labeling cost. Another widely used approach is to label

data with automated systems. However, all these approaches inevitably introduce

the label noise. Moreover, label noise can occur even in the case of expert annotators,

such as brain images 3. Even domain experts make mistakes because data can be

extremely complex to be classified correctly (Lloyd et al., 2004). Also, label noise

can be injected intentionally to protect patients’ privacy (van den Hout and van der

Heijden, 2002).

A example of label noise is provided in Figure 1.1. When training the DNNs with

1http://www.mturk.com
2http://crowdflower.com
3https://adni.loni.usc.edu/
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Unlabeled data
crowdsourcing

labeling systems

search engines

Cat ✓ Cat ✓ Dog ✓

Dog ✕ Dog ✓ Cat ✕

Data with noisy labels

Figure 1.1: The generation of noisy labels.

noisy labels, a recent study (Zhang et al., 2018a) shows that DNNs can easily overfit

to noisy labels and results in poor generalization performance. To effectively learn

from the data with noisy supervised information, a new machine learning paradigm

called Learning with Noisy Labels (LNL) is proposed. LNL not only helps relieve the

burden of labeling large-scale supervised data, but also enhances the robustness of

models. Driven by the academic goal for AI to approach humans and the industrial

demand for inexpensive learning, LNL has drawn much recent attention and is now

a hot topic. Here we first define the problem of LNL and investigate the core issue of

LNL through error decomposition.

1.1 Preliminaries

LNL is a sub-area in machine learning, before giving the formal definition of LNL,

let us recall how machine learning is defined in the existing literature.

Definition 1.1.1 (Machine Learning (Mitchell et al., 1997)). A computer program is
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said to learn from experience E with respect to some classes of task T and perfor-

mance measure P , if its performance at tasks in T , as measured by P , can improve

with E.

The above definition can be generalized to a very wide range of practical appli-

cations. For example, consider an image classification task (T ), a machine learning

program improves its classification accuracy (P ) through E obtained by training on

a large number of labeled images (e.g. the ImageNet). Typically, existing machine

learning applications, especially using deep neural networks as in the example men-

tioned above, require a lot of data samples with correct supervision information.

However, this may be difficult or sometimes even impossible in real-world applica-

tions. LNL is a special and more general case of machine learning, which targets

at obtaining good learning performance given noisy supervised information in the

training set, which consists of examples of inputs xi’s along with their corresponding

output ȳi’s. Formally, we define LNL in Definition 1.1.2.

Definition 1.1.2. Learning with Noisy Labels (LNL) is a type of machine learn-

ing problems (specified by Ē, T and P ), where Ē is corrupted version of invisible clean

E, consists of clean and mislabeled examples for the target task T .

1.1.1 Core Issue of LNL

In any machine learning problem, usually there are prediction errors and one cannot

obtain perfect predictions. In this section, we illustrate the core issue of LNL based

on error decomposition in supervised machine learning (Bottou and Bousquet, 2007).

This analysis applies to LNL including classification and regression tasks.

4
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Notations

Consider a learning task T , LNL deals with a dataset D̄ = {D̄train, Dtest} consisting

of a noisy training set D̄train = {(xi, ȳi)}Ni , and a clean testing set Dtest. Let p(x, y)

be the ground truth joint probability distribution of input x and output y, p̄(x, ȳ)

be the corrupted joint probability distribution of input x and output ȳ. Let ĥ be the

optimal hypothesis from x to y. LNL learns to discover ĥ by fitting D̄train and testing

on Dtest. For clarity, we assume D̄c train be a set of clean training samples (i.e. inputs

with correct labels) and D̄m train be the mislabeled training samples (i.e. inputs with

wrong labels). We have D̄train = D̄c train ∪ D̄m train. Note that D̄c train and D̄m train are

imagination sets which are unobservable. We define them only for clear explanations.

To approximate ĥ, the LNL model determines a hypothesis space H of hypotheses

h(·; θ)’s, where θ denotes all the parameters used by h. A LNL algorithm is an

optimization strategy that searches H to find the θ that parameterizes the best h∗ ∈

H. The LNL performance is measured by a loss function `(·, ·) defined over the

prediction h(x; θ) and the observed output y over the test set.

Empirical Risk Minimization.

Given a hypothesis h, we want to minimize its expected risk R, which is the loss

measured with respect to p(x, y). Specifically,

R(h) =

∫
`(h(x), y)dp(x, y) = E[`(h(x), y)]. (1.1)

5



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

As p(x, y) is unknown, similar to regular machine learning tasks, the empirical risk,

i.e., the average of sample losses over the noisy training set D̄train of N samples,

RN(h) =
1

|D̄train|
∑

(x,ȳ)∈D̄train

`(h(x), ȳ)

=
1

|D̄c train|
∑

(x,ȳ)∈D̄c train

`(h(x), ȳ)

︸ ︷︷ ︸
RNc (h)

+
1

|D̄m train|
∑

(x,ȳ)∈D̄m train

`(h(x), ȳ)

︸ ︷︷ ︸
RNm (h)

(1.2)

is usually used as a proxy for R(h), leading to empirical risk minimization (Mohri

et al., 2018). However, in this case, minimizing RN(h) usually leads to an estimation

of p̄(x, ȳ), which is completely different from p(x, y). Therefore, directly training

models without any adjustment has been observed to lead to poor generalization

performance (Zhang et al., 2018a). Here we can decouple the RN(h) into RNc(h)

and RNm(h). Since D̄c train is a set of clean samples, finding a hypothesis that only

minimizes RNc(h) rather than RNm(h) leads to a better estimation of p(x, y). For

better illustration, let

� ĥ = arg minhR(h) be the function that minimizes the expected risk;

� h∗ = arg minh∈HR(h) be the function in H that minimizes the expected risk;

� hN = arg minh∈HRN(h) be the function in H that minimizes the empirical risk;

� hNc = arg minh∈HRNc(h) be the function inH that only minimizes the empirical

risk of D̄c train rather than D̄m train.

As ĥ is unknown, one has to approximate it by searching some h ∈ H. h∗ is the best

approximation for ĥ in H. hN is the best hypothesis in H obtained by minimizing

6
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the whole empirical risk RN(h), while hNc is the optimal hypothesis in H that only

minimizes RNc(h). For simplicity, we assume that ĥ, h∗, hN , and hNc are unique. The

total error can be decomposed as

E[R(hN)−R(ĥ)] = E[R(h∗)−R(ĥ)]︸ ︷︷ ︸
Eapp(H)

+E[R(hNc)−R(h∗)]︸ ︷︷ ︸
Eest(H,Nc)

+E[R(hN)−R(hNc)]︸ ︷︷ ︸
Efit(H,N,Nc)

,

where the expectation is with respect to the random choice of D̄train. The approx-

imation error Eapp(H) measures how close the functions in H can approximate the

optimal hypothesis ĥ. The estimation error Eest(H, Nc) measures the effect of min-

imizing the clean empirical risk RNc(h) instead of the expected risk R(h) within H.

The fitting error Efit(H, N,Nc) measures the effect of minimizing the full empirical

risk RN(h) instead of only the clean empirical risk RNc(h).

As can be observed, the total error is influenced by H (hypothesis space), N

(number of samples in D̄train) and Nc (number of samples in D̄c train). A special case

is when N = Nc, the LNL reduces to regular learning problem.

Therefore, reducing the total error can be attempted from the perspectives of

(1) data, which provides D̄train and D̄c train; (2) model, which determines H; and (3)

algorithms, which searches for the optimal hypothesis hNc that only fits D̄c train.

Unreliable Empirical Risk Minimizer.

In LNL, the model would easily fit all noisy samples. The empirical risk RN(h) may

then be far from being a good approximation of the expected risk R(h), and the

resultant empirical risk minimizer hN overfits. Indeed, this is the core issue of LNL,

i.e., the empirical risk minimizer hN is no longer reliable. Therefore, LNL is much

7
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<latexit sha1_base64="4eyA5PqCfSO3H687TiGpxAAC9A0=">AAAEGHicbVNbaxQxFJ7Oeqmtl1YffTlYCq3IsiNFpVCoilAQpEpv0NkumWx2J2wmGZOM3SHmf4hv+kt8E19984f47pnZS3db8zJnzvnO+b58SZJccGNbrT8LYePa9Rs3F28tLd++c/feyur9I6MKTdkhVULpk4QYJrhkh5ZbwU5yzUiWCHacDF5X9eNPTBuu5IEtc9bOSF/yHqfEYqqzGi6vx5YNrTtIGfS1KmQXrC5sCl0k1zwpKhwonAGCJEwY6CkNhmS5YOAhTjI3xE89A7jB1MeNwedRevPJpEBwLKJMkXXcYCfyZ+6tn8HtRE1YGguBlwZhrFLBRpTYWU4n2ZTJmqS8aJ5nmZ3bwj6IUTERAgaxZFBOeFRueUbEtndxbaNLtDqXPk6Jdan3E5ixRNvpH8tyrtE8AQkzFs45GuXhQ8e98xvp5gRV1zjKjDNiU0S7Pb8N8zzpmXtcsUyytCRyFj+lJHmu1RCl1gfBtEb7L4BvfMdNcdg0iqlgBLFzYrdR6CUJKHvSTT2uzspaq9mqF1wNonGwFozXfmflb9xVFE9LWiqIMadRK7dth45xlIBqCsNyQgekz04xlCRjpu1qDR7WMdOtb1NPSQt1drbDkcyYMksQWe3WXK5Vyf/VTgvbe9F2XOaFZZKOiHqFAKugegJ4szWjVpQYEKo5agWaEk2oxYcyx5Jkc3tww5F09Cm67MrV4OhpM3rW3Hq/tbb7auzYYvAweBRsBFHwPNgN9oL94DCgoQ6/hN/C742vjR+Nn41fI2i4MO55EMytxu9/+8ZiCg==</latexit>

clean empirical best: hNc

<latexit sha1_base64="6DTEXriLMH8h2GdlOjY4eWYU0Fk=">AAAES3icjVNNb9QwEE2zLZTy1cKRi0VVqUVotUEVoEpFBYRUCQkV1C+p2a4c72xjrWMH26EbGf8cfg3iBgd+B+KCODDJfnS3cGAumcy8mffyHCe54Ma2Wt/nwsb8wpWri9eWrt+4eev28sqdQ6MKzeCAKaH0cUINCC7hwHIr4DjXQLNEwFHSf1n1jz6ANlzJfVvm0M7omeQ9zqjFUmclfLYWWxhYt58COdOqkF1idWFT0kVyzZOiwhGFO4igCQhDekoTQ7NcAPEkTjI3wEe9g3CDpffr/Y/D8sbDcYPiWkSZIuu4/nbkT91rP4XbjppkaSSEPDcIg0oFDClxspxssinImqS8GJ5lmd7bwjkSo2IqBOnHEkg55lG55RkVW97FtY0u0epc+jil1qXej2HGUm0nb5DlXKN5giRgLDnnaJQn7zrujV9PN8aousdRZpxRmyLa7fotMsuTnroHFcu4ykoqp/ETSprnWg1Qan0QoDXafwF85TtugrsYYgIogmfUbqHSSxpQ93iceYylYd4r0K3/Gfa+s7zaarbqIH8n0ShZDUax11n+GXcVwwOWlglqzEnUym3bockcRaOCwkBOWZ+ewQmmkmZg2q4m9mQNK936B+wpaUldnZ5wNDOmzBJEVgaZy72q+K/eSWF7T9uOy7ywINmQCF0gVpHq1uBl0MCsKDGhTHPUSlhKNWUW79YMS5LNfIMbDKWjT9FlV/5ODh81o8fNzbebqzsvRo4tBveC+8F6EAVPgp1gN9gLDgIWfgo/h1/Db40vjR+NX43fQ2g4N5q5G8zE/MIfmCB2wg==</latexit>

full empirical best: hN
<latexit sha1_base64="/5LrJUzcrfGO/ovSPUjFk19SX1w=">AAAExHicjVNrb9MwFM3WAmO8OviIhCymSRtCVYImQJMmjacmIaaB9pKWrnJct7HqOMG+YY2M+Vv8Fn4I37lNmq7dJoG/5Ob6nHtOjuMok8KA7/9eWGw0b9y8tXR7+c7de/cftFYeHpk014wfslSm+iSihkuh+CEIkPwk05wmkeTH0fDdeP/4O9dGpOoAiox3EjpQoi8YBWx1VxZ/rYXAR2APYk4GOs1Vj4DOISY9FNciysc4kuIMImnEpSH9VBNDk0xy4kgYJXaEj3IGEQZb39aHP6r2xvN6g+JYRJk86drhduDO7Cc3g9sO2mR5YoS8MQjjYxe8kkRmMZ0EMVelSHFBnleZnesjj4TomEpJhqHipKh10gxEQuWWs2EZo410eq5cGFOwsXM1zADVMH3jSSY0hidJxA2Qc4FBOfK1a/fcerxRo8o9gTbDhEKMaLvrtsi8Tnxmn41V6i4rqJrFTyVplul0hFbLg+BaY/wXwA+ua6e4CxIa+DcDQcio6r4AEGpQo2tXwKm8jopw51xYeSP+9PCY5BQl51LawoQufTvmVU9iOGdqu5/jMf0P27lua9Vv++UiV4tgUqx6k7Xfbf0JeynDP0sBk9SY08DPoGPxdAW6xhxywzPKhnTAT7FUNOGmY0thR9aw0yv//H6qgJTdWYaliTFFEiFyHJa5vDduXrd3mkP/dccKleXAFauEMAUCKRlfV7yFmjOQBRaUaYFeCYuppgzwUs+pRMncN9hRZR1zCi6ncrU4etEOXrY3v2yu7rydJLbkPfaeeute4L3ydrxdb9879FjjSeN943Njr/mxKZummVfQxYUJ55E3t5o//wLFeqPm</latexit>

fitting error Efit ⇡ 0

<latexit sha1_base64="hHdwJD/YDMW+lV3as2lzdhapqkE=">AAAE4HiclVNNbxMxEN02AUr5auHIxSKq1CIU7aIKUKRKBYRUCQkV1C+pmwav42RNvN7FnqVZGd+5Ia78LU78EO7Mbj6apByKL5nMvDfv5TmOMikM+P7vpeVa/dr1Gys3V2/dvnP33tr6/SOT5prxQ5bKVJ9E1HApFD8EAZKfZJrTJJL8OBq8LufHX7g2IlUHUGS8ndC+Ej3BKGCrs778ayMEPgR7EHPS12muugR0DjHporgWUV7iSIo7iKQRl4b0Uk0MTTLJiSNhlNghflQ7iDDY+rw5+Dpqbz2ZDCiuRZTJk44d7ATuzL51M7idoElWx0bIS4MwXrrgI0lkFtNNEHNViRQX5HmV2b0+8kiIjqmUZBAqToqJTpqBSKhsORtWMdpIp+fKhTEFGzs3gRmgGqbfeJIJjeFJEnED5FxgUI586Nh3bjPemqCqmUCbYUIhRrTdcy0yrxOf2celyqTLCqpm8VNJmmU6HaLV6iK41hj/1DNwKi9Yb1zHTkkOV4xNG/hPOjLchYOeABCqf1UywpEcjnwTf3qxTHKKDuYSbGF6C7lglpNNzM26yPEKr8J2rrPW8Jt+dcjlIhgXDW989jtrf8JuyvBfp4BJasxp4GfQtnjzAl1jjrnhGWUD2uenWCqacNO2lbAjG9jpVq+ilyogVXeWYWliTJFEiCzDMouzsvmv2WkOvRdtK1SWA1dsJIQpEEhJ+ZTxhWrOQBZYUKYFeiUsppoywAc/pxIlc7/BDkfWMadgMZXLxdHTZvCsuf1+u7H7apzYivfQe+RteoH33Nv19rx979BjtVbtY03UPtWj+rf69/qPEXR5acx54M2d+s+/6cGxIA==</latexit>

estimation error Eest

<latexit sha1_base64="UJ3qTV3m255EUCfGZ+1V4bmOG7s=">AAAE4HiclVNNb9NAEHWbAKV8tXDksqKq1CIU2agCFKlSASFVQkIF9Uuq07DebOIl67XZHdNYy965Ia78LU78EO6M7SRNWg5lLx7PvDfz/MYbZVIY8P3fC4uN5rXrN5ZuLt+6fefuvZXV+4cmzTXjByyVqT6OqOFSKH4AAiQ/zjSnSST5UTR8XdaPvnBtRKr2och4J6EDJfqCUcBUd3Xx13oIfAR2P+ZkoNNc9QjoHGLSw+FaRHmJIyn2IJJGXBrSTzUxNMkkJ46EUWJH+Kh6EGEw9Xlj+LVObz6ZFCi2RZTJk64dbgfu1L51M7jtoEWWx0LIS4MwXqrg9UhkFtNOEHNVDSnOyfNTZvv6yCMhKqZSkmGoOCkmc9IMREJl29mwstFGOj1TLowp2Ni5CcwA1TB940kmNJonScQNkDOBRjnyoWvfuY14c4KqagJlhgmFGNF217XJ/Jz41D4up0yyrKBqFu+W6140y3Q6QqXVHrjW6P5UMnAqz0lvXNdOSe78E1DNf/KRMcPvCwChBlclIxzJYS2c+NPFMskpKphzsI3uXfAFvZx0Ym5WRY4rvArbue7Kmt/yq0MuB8E4WPPGZ6+78ifspQz/OgVMUmNOAj+DjsXNC1SNq8gNzygb0gE/wVDRhJuOrQY7so6ZXnUr+qkCUmVnGZYmxhRJhMjSLHOxVib/VTvJof+iY4XKcuCK1YPQBQIpKa8y3lDNGcgCA8q0QK2ExVRTBnjh56ZEydw32FEtHX0KLrpyOTh82gqetbbeb63tvBo7tuQ99B55G17gPfd2vF1vzzvwWKPd+NgQjU/NqPmt+b35o4YuLow5D7y50/z5F/uEsSA=</latexit>

approximation error Eapp

(a) Learning with clean data

<latexit sha1_base64="P26YphrbpoVFpp/7zWA2kkZmgls=">AAADJHicbVJNbxMxEPUuXyV8pXDgwGVEVKlIKNpFFSCkSgUuSFyK1LSVuiHyOpOsFa+92F7Iyiy/BnGDX8INceDCv+COsxsgaZmLR2/ezHseOy0ENzaKfgThufMXLl7auNy5cvXa9RvdzZuHRpWa4YApofRxSg0KLnFguRV4XGikeSrwKJ09X9SP3qI2XMkDWxU4zOlU8gln1HpotBnc3koszq07yBCmWpVyDFaXNoOxF9c8LRc8UH4GCJqiMDBRGgzNC4FQQ5Lmbu6PZgZw46E327P3LXzv/p8C9WM9y5T5yM124/q1e1mv8HbjPnSWRuCp8TRcuMBW0ndWfyfZDGUjUv1rXldZnRv5Pki8YyoEzBKJUHVasiosz6l4ArVLmjW6VKt3sk4yal1W16NuL+pHTcDZJF4mPbKM/VH3VzJWzDuXlglqzEkcFXboqLacCaw7SWmwoGxGp3jiU0lzNEPXSNew5ZFxs9mJkhYadLXD0dyYKk89M6c2M6drC/B/tZPSTh4PHZdFaVGyVmhSCrAKFt/Bv7JGZkXlE8o0916BZVRTZv2nWVNJ87U7uHlr3e8pPr2Vs8nhg378sL/zaqe392y5sQ1yh9wl2yQmj8geeUH2yYCw4EPwMfgcfAk/hV/Db+H3lhoGy55bZC3Cn78BSscDOg==</latexit>

optimal: ĥ

<latexit sha1_base64="zvGsWRmkOAo9QjzxbsBkYdIGyEc=">AAADMXicbVLLbtNAFB2bVwmvFJZsRoRKRUKRXVWAkCoV2CCxKVLTVopDNJ5M4lHmYWauIdbgL+BrEDv4ku4QW9bsGdspJC2z8dW5555z5nrSXHALUXQahJcuX7l6beN658bNW7fvdDfvHlldGMoGVAttTlJimeCKDYCDYCe5YUSmgh2n81d1//gDM5ZrdQhlzkaSzBSfckrAQ+PN4OFWAmwB7jBjeGZ0oSYYTAEZnnhzw9Oi5mHtNbAgKRMWT7XBlshcMFzhJJVu4T+NBubWQ++3559a+NHjswbxsp5lCzl28724eufeVCu8vbiPO8sg+IX1NFanYK2lnyz/KkHGVGNS/hted1nVjfwcTnxiIgSeJ4rh8sxH58AlEc8rlzRrdKnRH1WVZARcVlWdlmWBGKjG3V7Uj5qDLxbxsuih5TkYd38nE039NRRQQawdxlEOI+e1OBXMixeW5YTOyYwNfamIZHbkmhwV3vLIpFnzVCvADbo64Yi0tpSpZ0oCmT3fq8H/9YYFTJ+NHFd5AUzR1mhaCAwa12/D/3LDKIjSF4Qa7rNimhFDKPgXtOaSyrU7uEUb3e8pPr+Vi8XRTj9+0t99u9vbf7nc2Aa6jx6gbRSjp2gfvUYHaIBo8Dn4EnwLvodfw9PwR/izpYbBcuYeWjvhrz9cZQkS</latexit>

start

<latexit sha1_base64="ldJsKCovVlKGBga8R+CC8xMk3x0=">AAADiXicbVJNT9tAEHXifkDoR4BjL6NGSKGqohihFkVCouWCVKmiFQGkOETrzSZeZf3R3XWJtewP7bm/ofeO7YQm0Ll4PPNm3vPzBKngSne7v2p198nTZ883NhtbL16+et3c3rlUSSYp69NEJPI6IIoJHrO+5lqw61QyEgWCXQWz06J/9ZNJxZP4QucpG0ZkGvMJp0RjabRdu9vzNZtrcxEymMoki8egZaZDGCO55EFW4CDBHSBIwISCSSJBkSgVDCz4QWTm+Ch3AFdY+tGe3VXl/ffLBsG1iFJZNDKzY8/emC92BXfsdaCxEAKfFMJYoYJVlDiZ32/SIYtLkvzf8DrL6t4uzoGPiokQMPNjBvmSJ0k1j4joWeOXNppAJrex9UOiTWjtEqY0kfr+jUUpl2iegIApDbccjbLwfWS+2na436hAZYujSj8iOkSwObM9WKcJb8w7a0fNVrfTLQMeJ94iaTmLOB81//jjhKI9saaCKDXwuqkeGpTIqWC24WeKpYTOyJQNMI1JxNTQlMQW9rAyLn/fJIk1lNXVCUMipfIoQGQhXD3sFcX/9QaZnhwNDY/TTLOYVkSTTIBOoLg5PCXJqBY5JoRKjlqBhkQSqvEy11iCaO0bzLySjj55D115nFwedLwPncNvh62TzwvHNpw3zlun7XjOR+fEOXPOnb5Da7/rm/Wd+q675XrukduroPXaYmbXWQv39C97pCV6</latexit>

best in H : h⇤

<latexit sha1_base64="Zf/WtRr3zzy7+dLKwQcYp1Cw0l4=">AAADpHicbVJdb9MwFE0bPkb56uCRlyvKUIegStAEaNKkAS+TQGjAuk1q2spx3caq4wTbYYuMfwe/jR/CK+I2bUe74ZfcnHvuPScnjnPBtQmCX7W6f+36jZsbtxq379y9d7+5+eBYZ4WirEszkanTmGgmuGRdw41gp7liJI0FO4mn72f9k+9MaZ7JI1PmrJ+SieRjTolBaLhZ+7kVGXZu7FHCYKKyQo7AqMIkMEJxxeNixoMMd4AgMRMaxpkCTdJcMHAQxak9x0e1A7hG6Ft7+mMObz9fNgiuRZYu0qGd7oVuYD+4Fd5e2IHGwgi81UhjMxdsLomT5cUmkzBZiZT/htdVVvcGOAcROiZCwDSSDMqlTpYbnhKx62xUxWhjlZ1JFyXE2MS5JU0boszFG0tzrjA8ATHTBs44BuXgy9B+cu1ke8mqehxtRikxCbLtgduFdZ1kYJ+hyhKkJZGrdDdstoJOUB24WoSLouUtzuGw+TsaZRSTk4YKonUvDHLTt+ieU8FcIyo0ywmdkgnrYSlJynTfVuoOthAZVX92nEkDFbo6YUmqdZnGyJx51Jd7M/B/vV5hxm/6lsu8MEzSudC4EGAymF1HvGWKUSNKLAhVHL0CTYgi1OClXVOJ07VvsOdz65hTeDmVq8Xxy074qrPzeae1/26R2Ib3yHvstb3Qe+3tewfeodf1aO1P/Un9Rb3jP/U/+l/97pxary1mHnprxx/8BaicMUM=</latexit>H

<latexit sha1_base64="4eyA5PqCfSO3H687TiGpxAAC9A0=">AAAEGHicbVNbaxQxFJ7Oeqmtl1YffTlYCq3IsiNFpVCoilAQpEpv0NkumWx2J2wmGZOM3SHmf4hv+kt8E19984f47pnZS3db8zJnzvnO+b58SZJccGNbrT8LYePa9Rs3F28tLd++c/feyur9I6MKTdkhVULpk4QYJrhkh5ZbwU5yzUiWCHacDF5X9eNPTBuu5IEtc9bOSF/yHqfEYqqzGi6vx5YNrTtIGfS1KmQXrC5sCl0k1zwpKhwonAGCJEwY6CkNhmS5YOAhTjI3xE89A7jB1MeNwedRevPJpEBwLKJMkXXcYCfyZ+6tn8HtRE1YGguBlwZhrFLBRpTYWU4n2ZTJmqS8aJ5nmZ3bwj6IUTERAgaxZFBOeFRueUbEtndxbaNLtDqXPk6Jdan3E5ixRNvpH8tyrtE8AQkzFs45GuXhQ8e98xvp5gRV1zjKjDNiU0S7Pb8N8zzpmXtcsUyytCRyFj+lJHmu1RCl1gfBtEb7L4BvfMdNcdg0iqlgBLFzYrdR6CUJKHvSTT2uzspaq9mqF1wNonGwFozXfmflb9xVFE9LWiqIMadRK7dth45xlIBqCsNyQgekz04xlCRjpu1qDR7WMdOtb1NPSQt1drbDkcyYMksQWe3WXK5Vyf/VTgvbe9F2XOaFZZKOiHqFAKugegJ4szWjVpQYEKo5agWaEk2oxYcyx5Jkc3tww5F09Cm67MrV4OhpM3rW3Hq/tbb7auzYYvAweBRsBFHwPNgN9oL94DCgoQ6/hN/C742vjR+Nn41fI2i4MO55EMytxu9/+8ZiCg==</latexit>

clean empirical best: hNc

<latexit sha1_base64="6DTEXriLMH8h2GdlOjY4eWYU0Fk=">AAAES3icjVNNb9QwEE2zLZTy1cKRi0VVqUVotUEVoEpFBYRUCQkV1C+p2a4c72xjrWMH26EbGf8cfg3iBgd+B+KCODDJfnS3cGAumcy8mffyHCe54Ma2Wt/nwsb8wpWri9eWrt+4eev28sqdQ6MKzeCAKaH0cUINCC7hwHIr4DjXQLNEwFHSf1n1jz6ANlzJfVvm0M7omeQ9zqjFUmclfLYWWxhYt58COdOqkF1idWFT0kVyzZOiwhGFO4igCQhDekoTQ7NcAPEkTjI3wEe9g3CDpffr/Y/D8sbDcYPiWkSZIuu4/nbkT91rP4XbjppkaSSEPDcIg0oFDClxspxssinImqS8GJ5lmd7bwjkSo2IqBOnHEkg55lG55RkVW97FtY0u0epc+jil1qXej2HGUm0nb5DlXKN5giRgLDnnaJQn7zrujV9PN8aousdRZpxRmyLa7fotMsuTnroHFcu4ykoqp/ETSprnWg1Qan0QoDXafwF85TtugrsYYgIogmfUbqHSSxpQ93iceYylYd4r0K3/Gfa+s7zaarbqIH8n0ShZDUax11n+GXcVwwOWlglqzEnUym3bockcRaOCwkBOWZ+ewQmmkmZg2q4m9mQNK936B+wpaUldnZ5wNDOmzBJEVgaZy72q+K/eSWF7T9uOy7ywINmQCF0gVpHq1uBl0MCsKDGhTHPUSlhKNWUW79YMS5LNfIMbDKWjT9FlV/5ODh81o8fNzbebqzsvRo4tBveC+8F6EAVPgp1gN9gLDgIWfgo/h1/Db40vjR+NX43fQ2g4N5q5G8zE/MIfmCB2wg==</latexit>

full empirical best: hN

<latexit sha1_base64="hHdwJD/YDMW+lV3as2lzdhapqkE=">AAAE4HiclVNNbxMxEN02AUr5auHIxSKq1CIU7aIKUKRKBYRUCQkV1C+pmwav42RNvN7FnqVZGd+5Ia78LU78EO7Mbj6apByKL5nMvDfv5TmOMikM+P7vpeVa/dr1Gys3V2/dvnP33tr6/SOT5prxQ5bKVJ9E1HApFD8EAZKfZJrTJJL8OBq8LufHX7g2IlUHUGS8ndC+Ej3BKGCrs778ayMEPgR7EHPS12muugR0DjHporgWUV7iSIo7iKQRl4b0Uk0MTTLJiSNhlNghflQ7iDDY+rw5+Dpqbz2ZDCiuRZTJk44d7ATuzL51M7idoElWx0bIS4MwXrrgI0lkFtNNEHNViRQX5HmV2b0+8kiIjqmUZBAqToqJTpqBSKhsORtWMdpIp+fKhTEFGzs3gRmgGqbfeJIJjeFJEnED5FxgUI586Nh3bjPemqCqmUCbYUIhRrTdcy0yrxOf2celyqTLCqpm8VNJmmU6HaLV6iK41hj/1DNwKi9Yb1zHTkkOV4xNG/hPOjLchYOeABCqf1UywpEcjnwTf3qxTHKKDuYSbGF6C7lglpNNzM26yPEKr8J2rrPW8Jt+dcjlIhgXDW989jtrf8JuyvBfp4BJasxp4GfQtnjzAl1jjrnhGWUD2uenWCqacNO2lbAjG9jpVq+ilyogVXeWYWliTJFEiCzDMouzsvmv2WkOvRdtK1SWA1dsJIQpEEhJ+ZTxhWrOQBZYUKYFeiUsppoywAc/pxIlc7/BDkfWMadgMZXLxdHTZvCsuf1+u7H7apzYivfQe+RteoH33Nv19rx979BjtVbtY03UPtWj+rf69/qPEXR5acx54M2d+s+/6cGxIA==</latexit>

estimation error Eest

<latexit sha1_base64="UJ3qTV3m255EUCfGZ+1V4bmOG7s=">AAAE4HiclVNNb9NAEHWbAKV8tXDksqKq1CIU2agCFKlSASFVQkIF9Uuq07DebOIl67XZHdNYy965Ia78LU78EO6M7SRNWg5lLx7PvDfz/MYbZVIY8P3fC4uN5rXrN5ZuLt+6fefuvZXV+4cmzTXjByyVqT6OqOFSKH4AAiQ/zjSnSST5UTR8XdaPvnBtRKr2och4J6EDJfqCUcBUd3Xx13oIfAR2P+ZkoNNc9QjoHGLSw+FaRHmJIyn2IJJGXBrSTzUxNMkkJ46EUWJH+Kh6EGEw9Xlj+LVObz6ZFCi2RZTJk64dbgfu1L51M7jtoEWWx0LIS4MwXqrg9UhkFtNOEHNVDSnOyfNTZvv6yCMhKqZSkmGoOCkmc9IMREJl29mwstFGOj1TLowp2Ni5CcwA1TB940kmNJonScQNkDOBRjnyoWvfuY14c4KqagJlhgmFGNF217XJ/Jz41D4up0yyrKBqFu+W6140y3Q6QqXVHrjW6P5UMnAqz0lvXNdOSe78E1DNf/KRMcPvCwChBlclIxzJYS2c+NPFMskpKphzsI3uXfAFvZx0Ym5WRY4rvArbue7Kmt/yq0MuB8E4WPPGZ6+78ifspQz/OgVMUmNOAj+DjsXNC1SNq8gNzygb0gE/wVDRhJuOrQY7so6ZXnUr+qkCUmVnGZYmxhRJhMjSLHOxVib/VTvJof+iY4XKcuCK1YPQBQIpKa8y3lDNGcgCA8q0QK2ExVRTBnjh56ZEydw32FEtHX0KLrpyOTh82gqetbbeb63tvBo7tuQ99B55G17gPfd2vF1vzzvwWKPd+NgQjU/NqPmt+b35o4YuLow5D7y50/z5F/uEsSA=</latexit>

approximation error Eapp

<latexit sha1_base64="iFojcFL+KnsbrfxXlvFFzoQp4zI=">AAAE4XiclVNdb9MwFM3WAmN8dfDIi8U0aUOoStAEaGjSACFNQkID7Utauspx3cbUcYJ9wxoZ/wDeEK/8LV74Ibxzk7Rdu/Ew/BLn3nPuOTmOo0wKA77/e2Gx0bx2/cbSzeVbt+/cvddauX9o0lwzfsBSmerjiBouheIHIEDy40xzmkSSH0XDN2X/6AvXRqRqH4qMdxI6UKIvGAUsdVcWf62FwEdg92NOBjrNVY+AziEmPRTXIspLHElxBpE04tKQfqqJoUkmOXEkjBI7wkc1gwiDpc/rw691eePJpEFxLKJMnnTtcDtwp/adm8FtB22yPDZCXhmE8dIFryWRWUwnQcxVJVKck+dVZuf6yCMhOqZSkmGoOCkmOmkGIqFyy9mwitFGOj1TLowp2Ni5CcwA1TB940kmNIYnScQNkDOBQTnysWvfu/V4Y4KqegJthgmFGNF2122ReZ341D4uVSZVVlA1i59K0izT6QitVgfBtcb4p56BU3nOeuu6dkpy5yPQzn/ykVHy65e+ABBqcFUuwpG7FtbGiT89WSY5RQdzEW5hfBeCwTAno5ib+Yp+jmd4FbZz3daq3/arRS5vgvFm1RuvvW7rT9hLGf52CpikxpwEfgYdi0cv0DUGkRueUTakA36CW0UTbjq2EnZkDSu96lr0UwWkqs4yLE2MKZIIkWVa5mKvLP6rd5JD/0XHCpXlwBWrhTAFAikp7zJeUc0ZyAI3lGmBXgmLqaYM8MbPqUTJ3DfYUW0dcwoupnJ5c/i0HTxrb37YXN15PU5syXvoPfLWvcB77u14u96ed+CxxssGbXxqDJus+a35vfmjhi4ujDkPvLnV/PkXNq2xTw==</latexit>

fitting error Efit

(b) Learning with noisy data

Figure 1.2: Comparison of learning with clean and noisy data.

harder. A comparison of learning with clean data and noisy data is shown in Figure

1.2. Compared to learning with clean data, both the estimation error and fitting error

of LNL increase.

1.1.2 Related Work

Almost all the existing works aim to reduce the learning errors to achieve noise ro-

bustness, we summarize them into three different categories (see Figure 1.3).

Reduce estimation error Eest

Similar to learning with clean data, the estimation error can be reduced by increasing

the number of samples. Therefore, some methods use prior knowledge to augment

D̄train. For example, Mixup (Zhang et al., 2018b) constructs virtual training samples

by linearly combining two random samples’ features and labels. Nishi et al. (2021)

evaluated multiple augmentation strategies and found that using one set of augmen-

tations for loss modeling tasks and another set for learning is the most effective in
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<latexit sha1_base64="P26YphrbpoVFpp/7zWA2kkZmgls=">AAADJHicbVJNbxMxEPUuXyV8pXDgwGVEVKlIKNpFFSCkSgUuSFyK1LSVuiHyOpOsFa+92F7Iyiy/BnGDX8INceDCv+COsxsgaZmLR2/ezHseOy0ENzaKfgThufMXLl7auNy5cvXa9RvdzZuHRpWa4YApofRxSg0KLnFguRV4XGikeSrwKJ09X9SP3qI2XMkDWxU4zOlU8gln1HpotBnc3koszq07yBCmWpVyDFaXNoOxF9c8LRc8UH4GCJqiMDBRGgzNC4FQQ5Lmbu6PZgZw46E327P3LXzv/p8C9WM9y5T5yM124/q1e1mv8HbjPnSWRuCp8TRcuMBW0ndWfyfZDGUjUv1rXldZnRv5Pki8YyoEzBKJUHVasiosz6l4ArVLmjW6VKt3sk4yal1W16NuL+pHTcDZJF4mPbKM/VH3VzJWzDuXlglqzEkcFXboqLacCaw7SWmwoGxGp3jiU0lzNEPXSNew5ZFxs9mJkhYadLXD0dyYKk89M6c2M6drC/B/tZPSTh4PHZdFaVGyVmhSCrAKFt/Bv7JGZkXlE8o0916BZVRTZv2nWVNJ87U7uHlr3e8pPr2Vs8nhg378sL/zaqe392y5sQ1yh9wl2yQmj8geeUH2yYCw4EPwMfgcfAk/hV/Db+H3lhoGy55bZC3Cn78BSscDOg==</latexit>

optimal: ĥ

<latexit sha1_base64="zvGsWRmkOAo9QjzxbsBkYdIGyEc=">AAADMXicbVLLbtNAFB2bVwmvFJZsRoRKRUKRXVWAkCoV2CCxKVLTVopDNJ5M4lHmYWauIdbgL+BrEDv4ku4QW9bsGdspJC2z8dW5555z5nrSXHALUXQahJcuX7l6beN658bNW7fvdDfvHlldGMoGVAttTlJimeCKDYCDYCe5YUSmgh2n81d1//gDM5ZrdQhlzkaSzBSfckrAQ+PN4OFWAmwB7jBjeGZ0oSYYTAEZnnhzw9Oi5mHtNbAgKRMWT7XBlshcMFzhJJVu4T+NBubWQ++3559a+NHjswbxsp5lCzl28724eufeVCu8vbiPO8sg+IX1NFanYK2lnyz/KkHGVGNS/hted1nVjfwcTnxiIgSeJ4rh8sxH58AlEc8rlzRrdKnRH1WVZARcVlWdlmWBGKjG3V7Uj5qDLxbxsuih5TkYd38nE039NRRQQawdxlEOI+e1OBXMixeW5YTOyYwNfamIZHbkmhwV3vLIpFnzVCvADbo64Yi0tpSpZ0oCmT3fq8H/9YYFTJ+NHFd5AUzR1mhaCAwa12/D/3LDKIjSF4Qa7rNimhFDKPgXtOaSyrU7uEUb3e8pPr+Vi8XRTj9+0t99u9vbf7nc2Aa6jx6gbRSjp2gfvUYHaIBo8Dn4EnwLvodfw9PwR/izpYbBcuYeWjvhrz9cZQkS</latexit>

start

<latexit sha1_base64="ldJsKCovVlKGBga8R+CC8xMk3x0=">AAADiXicbVJNT9tAEHXifkDoR4BjL6NGSKGqohihFkVCouWCVKmiFQGkOETrzSZeZf3R3XWJtewP7bm/ofeO7YQm0Ll4PPNm3vPzBKngSne7v2p198nTZ883NhtbL16+et3c3rlUSSYp69NEJPI6IIoJHrO+5lqw61QyEgWCXQWz06J/9ZNJxZP4QucpG0ZkGvMJp0RjabRdu9vzNZtrcxEymMoki8egZaZDGCO55EFW4CDBHSBIwISCSSJBkSgVDCz4QWTm+Ch3AFdY+tGe3VXl/ffLBsG1iFJZNDKzY8/emC92BXfsdaCxEAKfFMJYoYJVlDiZ32/SIYtLkvzf8DrL6t4uzoGPiokQMPNjBvmSJ0k1j4joWeOXNppAJrex9UOiTWjtEqY0kfr+jUUpl2iegIApDbccjbLwfWS+2na436hAZYujSj8iOkSwObM9WKcJb8w7a0fNVrfTLQMeJ94iaTmLOB81//jjhKI9saaCKDXwuqkeGpTIqWC24WeKpYTOyJQNMI1JxNTQlMQW9rAyLn/fJIk1lNXVCUMipfIoQGQhXD3sFcX/9QaZnhwNDY/TTLOYVkSTTIBOoLg5PCXJqBY5JoRKjlqBhkQSqvEy11iCaO0bzLySjj55D115nFwedLwPncNvh62TzwvHNpw3zlun7XjOR+fEOXPOnb5Da7/rm/Wd+q675XrukduroPXaYmbXWQv39C97pCV6</latexit>

best in H : h⇤

<latexit sha1_base64="Zf/WtRr3zzy7+dLKwQcYp1Cw0l4=">AAADpHicbVJdb9MwFE0bPkb56uCRlyvKUIegStAEaNKkAS+TQGjAuk1q2spx3caq4wTbYYuMfwe/jR/CK+I2bUe74ZfcnHvuPScnjnPBtQmCX7W6f+36jZsbtxq379y9d7+5+eBYZ4WirEszkanTmGgmuGRdw41gp7liJI0FO4mn72f9k+9MaZ7JI1PmrJ+SieRjTolBaLhZ+7kVGXZu7FHCYKKyQo7AqMIkMEJxxeNixoMMd4AgMRMaxpkCTdJcMHAQxak9x0e1A7hG6Ft7+mMObz9fNgiuRZYu0qGd7oVuYD+4Fd5e2IHGwgi81UhjMxdsLomT5cUmkzBZiZT/htdVVvcGOAcROiZCwDSSDMqlTpYbnhKx62xUxWhjlZ1JFyXE2MS5JU0boszFG0tzrjA8ATHTBs44BuXgy9B+cu1ke8mqehxtRikxCbLtgduFdZ1kYJ+hyhKkJZGrdDdstoJOUB24WoSLouUtzuGw+TsaZRSTk4YKonUvDHLTt+ieU8FcIyo0ywmdkgnrYSlJynTfVuoOthAZVX92nEkDFbo6YUmqdZnGyJx51Jd7M/B/vV5hxm/6lsu8MEzSudC4EGAymF1HvGWKUSNKLAhVHL0CTYgi1OClXVOJ07VvsOdz65hTeDmVq8Xxy074qrPzeae1/26R2Ib3yHvstb3Qe+3tewfeodf1aO1P/Un9Rb3jP/U/+l/97pxary1mHnprxx/8BaicMUM=</latexit>H

<latexit sha1_base64="NeVr+5K+BHrRnX0yqKDCeiVnX4g=">AAAExXicjVNdb9MwFM3WAqN8bINHHrCYJm0IVQmaAE2aNEATk5DGQPuSlq5yXLex6jjBvtkaGYu/xV/hh/DOTdps7YbE/FL33nPuOT6Oo0wKA77/e26+0bxz997C/daDh48eLy4tPzkyaa4ZP2SpTPVJRA2XQvFDECD5SaY5TSLJj6Phx7J/fM61Eak6gCLjnYQOlOgLRgFL3eX5X6sh8BHYg5iTgU5z1SOgc4hJD8W1iPISR1KcQSSNuDSkn2piaJJJThwJo8SO8KeaQYTB0ve14Y9xef1V3aA4FlEmT7p2uBW4M/vZTeG2gjZpTYyQ9wZhvHTBx5LILC4nQcxVJVJckWdVpuf6yCMhOqZSkmGoOClqnTQDkVC56WxYxWgjnV4oF8YUbOxcDTNANVz+40kmNIYnScQNkAuBQTnyrWv33Fq8XqOqnkCbYUIhRrTddZtkVic+sy9LlbrKCqqm8a5Vd4BTedXZcV07VqFZ5q58oiQep7osrjVekfsfHxlT/L4AEGpwWzLCkRyiB52OiH95e0xyig5mYtrEiK4dHgOrJzE37SLHe7oN27nu0orf9qtFbm6CyWbFm6z97tKfsJcy/LQUMEmNOQ38DDoWr1ega9cKc8MzyoZ0wE9xq2jCTcdWwo6sYqVXffr9VAGpqtMMSxNjiiRCZBmWud4ri//qnebQf9exQmU5cMXGQpgCgZSU7xWfoeYMZIEbyrRAr4TFVFMG+KpnVKJk5gx2NLaOOQXXU7m5OXrdDt60N75urGx/mCS24D3zXnhrXuC99ba9XW/fO/RY43ljp7HX+NL81Eya0DwfQ+fnJpyn3sxq/vwLdKOlBA==</latexit>Eapp

<latexit sha1_base64="q2q7LaQgZkwOf9mfXGDuYvVe8J4=">AAAEyHicjVNdaxQxFJ12V631q9VHX0JLoRVZZqSoFApVEYqCtKVf0FmXTDa7EzaTjMkdu0PMi3/LX+IP8d07sx/dbQWbl7lz77n3nJwkSS6FhTD8vbDYaN65e2/p/vKDh48eP1lZfXpqdWEYP2FaanOeUMulUPwEBEh+nhtOs0Tys2TwoaqffefGCq2Oocx5O6N9JXqCUcBUZ3Xx10YMfAjuOOWkb3ShugRMASnpIrkRSVHhiMYZRNKES0t62hBLs1xy4kmcZG6In3oGERZT3zYHP0bprZeTAsWxiLJF1nGD3ch/dZ/9DG43apHlsRDyziKMVyr4iBI7y+kkSLmqScqr5nmW2bkh9pEYFVMpySBWnJQTHp2DyKjc8S6ubXSJ0ZfKxykFl3o/gVmgBqZ/PMuFQfMkSbgFcinQKE+OOu6L30y3Jqi6JlBmnFFIEe32/Q6Z50m/uhcVyyTLSqpm8VNKmudGD1FqfRDcGLR/qhk4lVddH33HTZs8jvgfDHX6K6aeABCqf1sOhGNzPNJHwukBMskpCp1zagddurZ/9GwyiflZFQUe1W26ve+srIetsF7kZhCNg/VgvA46K3/irmZ4uxQwSa29iMIc2g5PWKBqvxwXlueUDWifX2CoaMZt29XEnmxgplvf/p5WQOrsbIejmbVlliCyMster1XJf9UuCui9bTuh8gK4YiMidIGAJtWTxZdoOANZYkCZEaiVsJQaygAf9hxLks3twQ1H0tGn6LorN4PTV63odWv7cHt97/3YsaXgebAWbAZR8CbYC/aDg+AkYI21xn7jsHHU/NTMm5fNcgRdXBj3PAvmVvPnXz/NpnA=</latexit>Eest

<latexit sha1_base64="sWAcuKVK8sIZabxqTpWTCo+i/mg=">AAAEzHiclVNdTxNBFF1oVcQv0EdfJhIMGNPsGqKGhAQ1JiQagoYCCVua2ektO+nszDozK92M8+rf8nf4Q3z37vaDFkzUeentvefcc3qmk+SCGxuGPxcWG80bN28t3V6+c/fe/Qcrqw+PjCo0gzZTQumThBoQXELbcivgJNdAs0TAcTJ4V82Pv4I2XMlDW+bQyei55H3OqMVWd3Xxx3psYWjdYQrkXKtC9ojVhU1JD8U1T4oKRxTuIIImIAzpK00MzXIBxJM4ydwQP+odhBtsfdkYfBu1N59PBhTXIsoUWdcNdiJ/5j74GdxO1CLLYyPkjUEYVC5gJInMcrrJpiBrkfKSPK8yuzdEHonRMRWCDGIJpJzoqNzyjIpt7+I6RpdodSF9nFLrUu8nMGOpttNvkOVcY3iCJGAsueAYlCefu27fb6SbE1Q942gzzqhNEe32/DaZ10nP3LNKZdJlJZWz+KkkzXOthmi1vgjQGuOferZAxSXrve+6KclfrkA7/8lHRsX/G6zPK9h6PPJIwuklMgEUxebS2sakrmSAuU1WMT9juF/gdf0L2/vuylrYCutDrhfRuFgLxuegu/Ir7imG/zBpmaDGnEZhbjsOb5mja78cFwZyygb0HE6xlDQD03G1sCfr2OnVL6CvpCV1d5bhaGZMmSWIrNIyV2dV80+z08L2X3ccl3lhQbKREKZArCLVs8XXqIFZUWJBmebolbCUasosPu45lSSb+w1uOLKOOUVXU7leHL1oRS9bW5+21nbfjhNbCh4HT4KNIApeBbvBXnAQtAPWeNr42Gg3jpr7Tdt0TT+CLi6MOY+CudP8/htN9agF</latexit>Efit

<latexit sha1_base64="9dODdm0JqLQYjZ7+lQ4zh1RF8Vc=">AAAELnicbVNLaxRBEJ7M+ojrK9Gjl9IQSESWHQkqgUBUhIAgUfKCzLr09PZmmu3pHrt7zA5t3/014k1/ieBBvPoHvFsz+8huYl2mpuqr+r75ejrJBTe23f65EDYuXb5ydfFa8/qNm7duLy3fOTCq0JTtUyWUPkqIYYJLtm+5Fewo14xkiWCHyeBl1T/8yLThSu7ZMmedjJxI3ueUWCx1l8P7q7FlQ+v2UgYnWhWyB1YXNoUekmueFBUOFO4AQRImDPSVBkOyXDDwECeZG+Kj3gHcYOnD2uDTqLz+aNIguBZRpsi6brAV+ffutZ/BbUUtaI6FwHODMFapYCNKnCynm2zKZE1Sng3Ps8zubeMcxKiYCAGDWDIoJzwqtzwjYtO7uLbRJVqdSh+nxLrU+wnMWKLt9I1lOddonoCEGQunHI3y8K7r3vi1dH2CqnscZcYZsSmi3Y7fhHme9L17WLFMqrQkchY/pSR5rtUQpdYHwbRG+8+Ar3zXTXFnQ1QwguA5tZuo9JwG1D0Zpx6jebHvfXdppd1q1wEXk2icrATj2O0u/Y17iuIZSksFMeY4aue249BHjrp8My4MywkdkBN2jKkkGTMdVxN7WMVKr/7H+kpaqKuzE45kxpRZgsjKA3O+VxX/1zsubP9Zx3GZF5ZJOiLqFwKsgupi4P+uGbWixIRQzVEr0JRoQi1enzmWJJv7BjccSUefovOuXEwOHreiJ62Ntxsr2y/Gji0G94IHwVoQBU+D7WAn2A32Axp+Dr+E38Lvja+NH41fjd8jaLgwnrkbzEXjzz8t7Wu1</latexit>

hN

<latexit sha1_base64="p20jRh+umkhDUfB7ieWZ37TSdE0=">AAAD+nicbVNLb9NAEHYSHqW8WjhyGRFVahGKYlQBqlSpgJAqIaGC+pLqNFpvNvEq612zu6Yx2z3BL+GGuPJn+BEcuTN2Hk1a5uLxzDfzfft5HWeCG9tu/67VG9eu37i5dGv59p279+6vrD44NCrXlB1QJZQ+jolhgkt2YLkV7DjTjKSxYEfx8E3ZP/rMtOFK7tsiY52UDCTvc0oslrqrtT9rkWUj6/YTBgOtctkDq3ObQA/JNY/zEgcKd4AgMRMG+kqDIWkmGHiI4tSN8FHtAG6w9Gl9eD4ubzydNgiuRZTJ064bbof+1L3zc7jtsAXLEyHwyiCMlSrYmBIni9kmmzBZkRQXw4ss83vbOAcRKiZCwDCSDIopj8osT4nY8i6qbHSxVmfSRwmxLvF+CjOWaDt7Y2nGNZonIGbGwhlHozx87Lr3fj3ZmKKqHkeZUUpsgmi367dgkSc5dU9KlmmVFkTO42eUJMu0GqHU6kMwrdH+C+Bb33UzHA5dIkFh0z71GN2VZrvVrgKuJuEkaQaT2Ouu/I16iuL3kJYKYsxJ2M5sx6EnnArml6PcsIzQIRmwE0wlSZnpuEqDhzWs9Kr70lfSQlWdn3AkNaZIY0SW5zGXe2Xxf72T3PZfdhyXWW6ZpGOifi7AKigvOd5dzagVBSaEao5agSZEE2rxV1hgidOFM7jRWDr6FF525Wpy+KwVPm9tfths7ryeOLYUPAoeB+tBGLwIdoLdYC84CGh9v/6l/rX+rXHe+N740fg5htZrk5mHwUI0fv0DGeVWow==</latexit>

hNc

(a) Reduce Eest

<latexit sha1_base64="P26YphrbpoVFpp/7zWA2kkZmgls=">AAADJHicbVJNbxMxEPUuXyV8pXDgwGVEVKlIKNpFFSCkSgUuSFyK1LSVuiHyOpOsFa+92F7Iyiy/BnGDX8INceDCv+COsxsgaZmLR2/ezHseOy0ENzaKfgThufMXLl7auNy5cvXa9RvdzZuHRpWa4YApofRxSg0KLnFguRV4XGikeSrwKJ09X9SP3qI2XMkDWxU4zOlU8gln1HpotBnc3koszq07yBCmWpVyDFaXNoOxF9c8LRc8UH4GCJqiMDBRGgzNC4FQQ5Lmbu6PZgZw46E327P3LXzv/p8C9WM9y5T5yM124/q1e1mv8HbjPnSWRuCp8TRcuMBW0ndWfyfZDGUjUv1rXldZnRv5Pki8YyoEzBKJUHVasiosz6l4ArVLmjW6VKt3sk4yal1W16NuL+pHTcDZJF4mPbKM/VH3VzJWzDuXlglqzEkcFXboqLacCaw7SWmwoGxGp3jiU0lzNEPXSNew5ZFxs9mJkhYadLXD0dyYKk89M6c2M6drC/B/tZPSTh4PHZdFaVGyVmhSCrAKFt/Bv7JGZkXlE8o0916BZVRTZv2nWVNJ87U7uHlr3e8pPr2Vs8nhg378sL/zaqe392y5sQ1yh9wl2yQmj8geeUH2yYCw4EPwMfgcfAk/hV/Db+H3lhoGy55bZC3Cn78BSscDOg==</latexit>

optimal: ĥ

<latexit sha1_base64="zvGsWRmkOAo9QjzxbsBkYdIGyEc=">AAADMXicbVLLbtNAFB2bVwmvFJZsRoRKRUKRXVWAkCoV2CCxKVLTVopDNJ5M4lHmYWauIdbgL+BrEDv4ku4QW9bsGdspJC2z8dW5555z5nrSXHALUXQahJcuX7l6beN658bNW7fvdDfvHlldGMoGVAttTlJimeCKDYCDYCe5YUSmgh2n81d1//gDM5ZrdQhlzkaSzBSfckrAQ+PN4OFWAmwB7jBjeGZ0oSYYTAEZnnhzw9Oi5mHtNbAgKRMWT7XBlshcMFzhJJVu4T+NBubWQ++3559a+NHjswbxsp5lCzl28724eufeVCu8vbiPO8sg+IX1NFanYK2lnyz/KkHGVGNS/hted1nVjfwcTnxiIgSeJ4rh8sxH58AlEc8rlzRrdKnRH1WVZARcVlWdlmWBGKjG3V7Uj5qDLxbxsuih5TkYd38nE039NRRQQawdxlEOI+e1OBXMixeW5YTOyYwNfamIZHbkmhwV3vLIpFnzVCvADbo64Yi0tpSpZ0oCmT3fq8H/9YYFTJ+NHFd5AUzR1mhaCAwa12/D/3LDKIjSF4Qa7rNimhFDKPgXtOaSyrU7uEUb3e8pPr+Vi8XRTj9+0t99u9vbf7nc2Aa6jx6gbRSjp2gfvUYHaIBo8Dn4EnwLvodfw9PwR/izpYbBcuYeWjvhrz9cZQkS</latexit>

start

<latexit sha1_base64="ldJsKCovVlKGBga8R+CC8xMk3x0=">AAADiXicbVJNT9tAEHXifkDoR4BjL6NGSKGqohihFkVCouWCVKmiFQGkOETrzSZeZf3R3XWJtewP7bm/ofeO7YQm0Ll4PPNm3vPzBKngSne7v2p198nTZ883NhtbL16+et3c3rlUSSYp69NEJPI6IIoJHrO+5lqw61QyEgWCXQWz06J/9ZNJxZP4QucpG0ZkGvMJp0RjabRdu9vzNZtrcxEymMoki8egZaZDGCO55EFW4CDBHSBIwISCSSJBkSgVDCz4QWTm+Ch3AFdY+tGe3VXl/ffLBsG1iFJZNDKzY8/emC92BXfsdaCxEAKfFMJYoYJVlDiZ32/SIYtLkvzf8DrL6t4uzoGPiokQMPNjBvmSJ0k1j4joWeOXNppAJrex9UOiTWjtEqY0kfr+jUUpl2iegIApDbccjbLwfWS+2na436hAZYujSj8iOkSwObM9WKcJb8w7a0fNVrfTLQMeJ94iaTmLOB81//jjhKI9saaCKDXwuqkeGpTIqWC24WeKpYTOyJQNMI1JxNTQlMQW9rAyLn/fJIk1lNXVCUMipfIoQGQhXD3sFcX/9QaZnhwNDY/TTLOYVkSTTIBOoLg5PCXJqBY5JoRKjlqBhkQSqvEy11iCaO0bzLySjj55D115nFwedLwPncNvh62TzwvHNpw3zlun7XjOR+fEOXPOnb5Da7/rm/Wd+q675XrukduroPXaYmbXWQv39C97pCV6</latexit>

best in H : h⇤

<latexit sha1_base64="Zf/WtRr3zzy7+dLKwQcYp1Cw0l4=">AAADpHicbVJdb9MwFE0bPkb56uCRlyvKUIegStAEaNKkAS+TQGjAuk1q2spx3caq4wTbYYuMfwe/jR/CK+I2bUe74ZfcnHvuPScnjnPBtQmCX7W6f+36jZsbtxq379y9d7+5+eBYZ4WirEszkanTmGgmuGRdw41gp7liJI0FO4mn72f9k+9MaZ7JI1PmrJ+SieRjTolBaLhZ+7kVGXZu7FHCYKKyQo7AqMIkMEJxxeNixoMMd4AgMRMaxpkCTdJcMHAQxak9x0e1A7hG6Ft7+mMObz9fNgiuRZYu0qGd7oVuYD+4Fd5e2IHGwgi81UhjMxdsLomT5cUmkzBZiZT/htdVVvcGOAcROiZCwDSSDMqlTpYbnhKx62xUxWhjlZ1JFyXE2MS5JU0boszFG0tzrjA8ATHTBs44BuXgy9B+cu1ke8mqehxtRikxCbLtgduFdZ1kYJ+hyhKkJZGrdDdstoJOUB24WoSLouUtzuGw+TsaZRSTk4YKonUvDHLTt+ieU8FcIyo0ywmdkgnrYSlJynTfVuoOthAZVX92nEkDFbo6YUmqdZnGyJx51Jd7M/B/vV5hxm/6lsu8MEzSudC4EGAymF1HvGWKUSNKLAhVHL0CTYgi1OClXVOJ07VvsOdz65hTeDmVq8Xxy074qrPzeae1/26R2Ib3yHvstb3Qe+3tewfeodf1aO1P/Un9Rb3jP/U/+l/97pxary1mHnprxx/8BaicMUM=</latexit>H

<latexit sha1_base64="NeVr+5K+BHrRnX0yqKDCeiVnX4g=">AAAExXicjVNdb9MwFM3WAqN8bINHHrCYJm0IVQmaAE2aNEATk5DGQPuSlq5yXLex6jjBvtkaGYu/xV/hh/DOTdps7YbE/FL33nPuOT6Oo0wKA77/e26+0bxz997C/daDh48eLy4tPzkyaa4ZP2SpTPVJRA2XQvFDECD5SaY5TSLJj6Phx7J/fM61Eak6gCLjnYQOlOgLRgFL3eX5X6sh8BHYg5iTgU5z1SOgc4hJD8W1iPISR1KcQSSNuDSkn2piaJJJThwJo8SO8KeaQYTB0ve14Y9xef1V3aA4FlEmT7p2uBW4M/vZTeG2gjZpTYyQ9wZhvHTBx5LILC4nQcxVJVJckWdVpuf6yCMhOqZSkmGoOClqnTQDkVC56WxYxWgjnV4oF8YUbOxcDTNANVz+40kmNIYnScQNkAuBQTnyrWv33Fq8XqOqnkCbYUIhRrTddZtkVic+sy9LlbrKCqqm8a5Vd4BTedXZcV07VqFZ5q58oiQep7osrjVekfsfHxlT/L4AEGpwWzLCkRyiB52OiH95e0xyig5mYtrEiK4dHgOrJzE37SLHe7oN27nu0orf9qtFbm6CyWbFm6z97tKfsJcy/LQUMEmNOQ38DDoWr1ega9cKc8MzyoZ0wE9xq2jCTcdWwo6sYqVXffr9VAGpqtMMSxNjiiRCZBmWud4ri//qnebQf9exQmU5cMXGQpgCgZSU7xWfoeYMZIEbyrRAr4TFVFMG+KpnVKJk5gx2NLaOOQXXU7m5OXrdDt60N75urGx/mCS24D3zXnhrXuC99ba9XW/fO/RY43ljp7HX+NL81Eya0DwfQ+fnJpyn3sxq/vwLdKOlBA==</latexit>Eapp

<latexit sha1_base64="q2q7LaQgZkwOf9mfXGDuYvVe8J4=">AAAEyHicjVNdaxQxFJ12V631q9VHX0JLoRVZZqSoFApVEYqCtKVf0FmXTDa7EzaTjMkdu0PMi3/LX+IP8d07sx/dbQWbl7lz77n3nJwkSS6FhTD8vbDYaN65e2/p/vKDh48eP1lZfXpqdWEYP2FaanOeUMulUPwEBEh+nhtOs0Tys2TwoaqffefGCq2Oocx5O6N9JXqCUcBUZ3Xx10YMfAjuOOWkb3ShugRMASnpIrkRSVHhiMYZRNKES0t62hBLs1xy4kmcZG6In3oGERZT3zYHP0bprZeTAsWxiLJF1nGD3ch/dZ/9DG43apHlsRDyziKMVyr4iBI7y+kkSLmqScqr5nmW2bkh9pEYFVMpySBWnJQTHp2DyKjc8S6ubXSJ0ZfKxykFl3o/gVmgBqZ/PMuFQfMkSbgFcinQKE+OOu6L30y3Jqi6JlBmnFFIEe32/Q6Z50m/uhcVyyTLSqpm8VNKmudGD1FqfRDcGLR/qhk4lVddH33HTZs8jvgfDHX6K6aeABCqf1sOhGNzPNJHwukBMskpCp1zagddurZ/9GwyiflZFQUe1W26ve+srIetsF7kZhCNg/VgvA46K3/irmZ4uxQwSa29iMIc2g5PWKBqvxwXlueUDWifX2CoaMZt29XEnmxgplvf/p5WQOrsbIejmbVlliCyMster1XJf9UuCui9bTuh8gK4YiMidIGAJtWTxZdoOANZYkCZEaiVsJQaygAf9hxLks3twQ1H0tGn6LorN4PTV63odWv7cHt97/3YsaXgebAWbAZR8CbYC/aDg+AkYI21xn7jsHHU/NTMm5fNcgRdXBj3PAvmVvPnXz/NpnA=</latexit>Eest

<latexit sha1_base64="sWAcuKVK8sIZabxqTpWTCo+i/mg=">AAAEzHiclVNdTxNBFF1oVcQv0EdfJhIMGNPsGqKGhAQ1JiQagoYCCVua2ektO+nszDozK92M8+rf8nf4Q3z37vaDFkzUeentvefcc3qmk+SCGxuGPxcWG80bN28t3V6+c/fe/Qcrqw+PjCo0gzZTQumThBoQXELbcivgJNdAs0TAcTJ4V82Pv4I2XMlDW+bQyei55H3OqMVWd3Xxx3psYWjdYQrkXKtC9ojVhU1JD8U1T4oKRxTuIIImIAzpK00MzXIBxJM4ydwQP+odhBtsfdkYfBu1N59PBhTXIsoUWdcNdiJ/5j74GdxO1CLLYyPkjUEYVC5gJInMcrrJpiBrkfKSPK8yuzdEHonRMRWCDGIJpJzoqNzyjIpt7+I6RpdodSF9nFLrUu8nMGOpttNvkOVcY3iCJGAsueAYlCefu27fb6SbE1Q942gzzqhNEe32/DaZ10nP3LNKZdJlJZWz+KkkzXOthmi1vgjQGuOferZAxSXrve+6KclfrkA7/8lHRsX/G6zPK9h6PPJIwuklMgEUxebS2sakrmSAuU1WMT9juF/gdf0L2/vuylrYCutDrhfRuFgLxuegu/Ir7imG/zBpmaDGnEZhbjsOb5mja78cFwZyygb0HE6xlDQD03G1sCfr2OnVL6CvpCV1d5bhaGZMmSWIrNIyV2dV80+z08L2X3ccl3lhQbKREKZArCLVs8XXqIFZUWJBmebolbCUasosPu45lSSb+w1uOLKOOUVXU7leHL1oRS9bW5+21nbfjhNbCh4HT4KNIApeBbvBXnAQtAPWeNr42Gg3jpr7Tdt0TT+CLi6MOY+CudP8/htN9agF</latexit>Efit

<latexit sha1_base64="9dODdm0JqLQYjZ7+lQ4zh1RF8Vc=">AAAELnicbVNLaxRBEJ7M+ojrK9Gjl9IQSESWHQkqgUBUhIAgUfKCzLr09PZmmu3pHrt7zA5t3/014k1/ieBBvPoHvFsz+8huYl2mpuqr+r75ejrJBTe23f65EDYuXb5ydfFa8/qNm7duLy3fOTCq0JTtUyWUPkqIYYJLtm+5Fewo14xkiWCHyeBl1T/8yLThSu7ZMmedjJxI3ueUWCx1l8P7q7FlQ+v2UgYnWhWyB1YXNoUekmueFBUOFO4AQRImDPSVBkOyXDDwECeZG+Kj3gHcYOnD2uDTqLz+aNIguBZRpsi6brAV+ffutZ/BbUUtaI6FwHODMFapYCNKnCynm2zKZE1Sng3Ps8zubeMcxKiYCAGDWDIoJzwqtzwjYtO7uLbRJVqdSh+nxLrU+wnMWKLt9I1lOddonoCEGQunHI3y8K7r3vi1dH2CqnscZcYZsSmi3Y7fhHme9L17WLFMqrQkchY/pSR5rtUQpdYHwbRG+8+Ar3zXTXFnQ1QwguA5tZuo9JwG1D0Zpx6jebHvfXdppd1q1wEXk2icrATj2O0u/Y17iuIZSksFMeY4aue249BHjrp8My4MywkdkBN2jKkkGTMdVxN7WMVKr/7H+kpaqKuzE45kxpRZgsjKA3O+VxX/1zsubP9Zx3GZF5ZJOiLqFwKsgupi4P+uGbWixIRQzVEr0JRoQi1enzmWJJv7BjccSUefovOuXEwOHreiJ62Ntxsr2y/Gji0G94IHwVoQBU+D7WAn2A32Axp+Dr+E38Lvja+NH41fjd8jaLgwnrkbzEXjzz8t7Wu1</latexit>

hN

<latexit sha1_base64="p20jRh+umkhDUfB7ieWZ37TSdE0=">AAAD+nicbVNLb9NAEHYSHqW8WjhyGRFVahGKYlQBqlSpgJAqIaGC+pLqNFpvNvEq612zu6Yx2z3BL+GGuPJn+BEcuTN2Hk1a5uLxzDfzfft5HWeCG9tu/67VG9eu37i5dGv59p279+6vrD44NCrXlB1QJZQ+jolhgkt2YLkV7DjTjKSxYEfx8E3ZP/rMtOFK7tsiY52UDCTvc0oslrqrtT9rkWUj6/YTBgOtctkDq3ObQA/JNY/zEgcKd4AgMRMG+kqDIWkmGHiI4tSN8FHtAG6w9Gl9eD4ubzydNgiuRZTJ064bbof+1L3zc7jtsAXLEyHwyiCMlSrYmBIni9kmmzBZkRQXw4ss83vbOAcRKiZCwDCSDIopj8osT4nY8i6qbHSxVmfSRwmxLvF+CjOWaDt7Y2nGNZonIGbGwhlHozx87Lr3fj3ZmKKqHkeZUUpsgmi367dgkSc5dU9KlmmVFkTO42eUJMu0GqHU6kMwrdH+C+Bb33UzHA5dIkFh0z71GN2VZrvVrgKuJuEkaQaT2Ouu/I16iuL3kJYKYsxJ2M5sx6EnnArml6PcsIzQIRmwE0wlSZnpuEqDhzWs9Kr70lfSQlWdn3AkNaZIY0SW5zGXe2Xxf72T3PZfdhyXWW6ZpGOifi7AKigvOd5dzagVBSaEao5agSZEE2rxV1hgidOFM7jRWDr6FF525Wpy+KwVPm9tfths7ryeOLYUPAoeB+tBGLwIdoLdYC84CGh9v/6l/rX+rXHe+N740fg5htZrk5mHwUI0fv0DGeVWow==</latexit>

hNc

(b) Reduce Efit

<latexit sha1_base64="P26YphrbpoVFpp/7zWA2kkZmgls=">AAADJHicbVJNbxMxEPUuXyV8pXDgwGVEVKlIKNpFFSCkSgUuSFyK1LSVuiHyOpOsFa+92F7Iyiy/BnGDX8INceDCv+COsxsgaZmLR2/ezHseOy0ENzaKfgThufMXLl7auNy5cvXa9RvdzZuHRpWa4YApofRxSg0KLnFguRV4XGikeSrwKJ09X9SP3qI2XMkDWxU4zOlU8gln1HpotBnc3koszq07yBCmWpVyDFaXNoOxF9c8LRc8UH4GCJqiMDBRGgzNC4FQQ5Lmbu6PZgZw46E327P3LXzv/p8C9WM9y5T5yM124/q1e1mv8HbjPnSWRuCp8TRcuMBW0ndWfyfZDGUjUv1rXldZnRv5Pki8YyoEzBKJUHVasiosz6l4ArVLmjW6VKt3sk4yal1W16NuL+pHTcDZJF4mPbKM/VH3VzJWzDuXlglqzEkcFXboqLacCaw7SWmwoGxGp3jiU0lzNEPXSNew5ZFxs9mJkhYadLXD0dyYKk89M6c2M6drC/B/tZPSTh4PHZdFaVGyVmhSCrAKFt/Bv7JGZkXlE8o0916BZVRTZv2nWVNJ87U7uHlr3e8pPr2Vs8nhg378sL/zaqe392y5sQ1yh9wl2yQmj8geeUH2yYCw4EPwMfgcfAk/hV/Db+H3lhoGy55bZC3Cn78BSscDOg==</latexit>

optimal: ĥ

<latexit sha1_base64="zvGsWRmkOAo9QjzxbsBkYdIGyEc=">AAADMXicbVLLbtNAFB2bVwmvFJZsRoRKRUKRXVWAkCoV2CCxKVLTVopDNJ5M4lHmYWauIdbgL+BrEDv4ku4QW9bsGdspJC2z8dW5555z5nrSXHALUXQahJcuX7l6beN658bNW7fvdDfvHlldGMoGVAttTlJimeCKDYCDYCe5YUSmgh2n81d1//gDM5ZrdQhlzkaSzBSfckrAQ+PN4OFWAmwB7jBjeGZ0oSYYTAEZnnhzw9Oi5mHtNbAgKRMWT7XBlshcMFzhJJVu4T+NBubWQ++3559a+NHjswbxsp5lCzl28724eufeVCu8vbiPO8sg+IX1NFanYK2lnyz/KkHGVGNS/hted1nVjfwcTnxiIgSeJ4rh8sxH58AlEc8rlzRrdKnRH1WVZARcVlWdlmWBGKjG3V7Uj5qDLxbxsuih5TkYd38nE039NRRQQawdxlEOI+e1OBXMixeW5YTOyYwNfamIZHbkmhwV3vLIpFnzVCvADbo64Yi0tpSpZ0oCmT3fq8H/9YYFTJ+NHFd5AUzR1mhaCAwa12/D/3LDKIjSF4Qa7rNimhFDKPgXtOaSyrU7uEUb3e8pPr+Vi8XRTj9+0t99u9vbf7nc2Aa6jx6gbRSjp2gfvUYHaIBo8Dn4EnwLvodfw9PwR/izpYbBcuYeWjvhrz9cZQkS</latexit>

start

<latexit sha1_base64="ldJsKCovVlKGBga8R+CC8xMk3x0=">AAADiXicbVJNT9tAEHXifkDoR4BjL6NGSKGqohihFkVCouWCVKmiFQGkOETrzSZeZf3R3XWJtewP7bm/ofeO7YQm0Ll4PPNm3vPzBKngSne7v2p198nTZ883NhtbL16+et3c3rlUSSYp69NEJPI6IIoJHrO+5lqw61QyEgWCXQWz06J/9ZNJxZP4QucpG0ZkGvMJp0RjabRdu9vzNZtrcxEymMoki8egZaZDGCO55EFW4CDBHSBIwISCSSJBkSgVDCz4QWTm+Ch3AFdY+tGe3VXl/ffLBsG1iFJZNDKzY8/emC92BXfsdaCxEAKfFMJYoYJVlDiZ32/SIYtLkvzf8DrL6t4uzoGPiokQMPNjBvmSJ0k1j4joWeOXNppAJrex9UOiTWjtEqY0kfr+jUUpl2iegIApDbccjbLwfWS+2na436hAZYujSj8iOkSwObM9WKcJb8w7a0fNVrfTLQMeJ94iaTmLOB81//jjhKI9saaCKDXwuqkeGpTIqWC24WeKpYTOyJQNMI1JxNTQlMQW9rAyLn/fJIk1lNXVCUMipfIoQGQhXD3sFcX/9QaZnhwNDY/TTLOYVkSTTIBOoLg5PCXJqBY5JoRKjlqBhkQSqvEy11iCaO0bzLySjj55D115nFwedLwPncNvh62TzwvHNpw3zlun7XjOR+fEOXPOnb5Da7/rm/Wd+q675XrukduroPXaYmbXWQv39C97pCV6</latexit>

best in H : h⇤

<latexit sha1_base64="Zf/WtRr3zzy7+dLKwQcYp1Cw0l4=">AAADpHicbVJdb9MwFE0bPkb56uCRlyvKUIegStAEaNKkAS+TQGjAuk1q2spx3caq4wTbYYuMfwe/jR/CK+I2bUe74ZfcnHvuPScnjnPBtQmCX7W6f+36jZsbtxq379y9d7+5+eBYZ4WirEszkanTmGgmuGRdw41gp7liJI0FO4mn72f9k+9MaZ7JI1PmrJ+SieRjTolBaLhZ+7kVGXZu7FHCYKKyQo7AqMIkMEJxxeNixoMMd4AgMRMaxpkCTdJcMHAQxak9x0e1A7hG6Ft7+mMObz9fNgiuRZYu0qGd7oVuYD+4Fd5e2IHGwgi81UhjMxdsLomT5cUmkzBZiZT/htdVVvcGOAcROiZCwDSSDMqlTpYbnhKx62xUxWhjlZ1JFyXE2MS5JU0boszFG0tzrjA8ATHTBs44BuXgy9B+cu1ke8mqehxtRikxCbLtgduFdZ1kYJ+hyhKkJZGrdDdstoJOUB24WoSLouUtzuGw+TsaZRSTk4YKonUvDHLTt+ieU8FcIyo0ywmdkgnrYSlJynTfVuoOthAZVX92nEkDFbo6YUmqdZnGyJx51Jd7M/B/vV5hxm/6lsu8MEzSudC4EGAymF1HvGWKUSNKLAhVHL0CTYgi1OClXVOJ07VvsOdz65hTeDmVq8Xxy074qrPzeae1/26R2Ib3yHvstb3Qe+3tewfeodf1aO1P/Un9Rb3jP/U/+l/97pxary1mHnprxx/8BaicMUM=</latexit>H

<latexit sha1_base64="NeVr+5K+BHrRnX0yqKDCeiVnX4g=">AAAExXicjVNdb9MwFM3WAqN8bINHHrCYJm0IVQmaAE2aNEATk5DGQPuSlq5yXLex6jjBvtkaGYu/xV/hh/DOTdps7YbE/FL33nPuOT6Oo0wKA77/e26+0bxz997C/daDh48eLy4tPzkyaa4ZP2SpTPVJRA2XQvFDECD5SaY5TSLJj6Phx7J/fM61Eak6gCLjnYQOlOgLRgFL3eX5X6sh8BHYg5iTgU5z1SOgc4hJD8W1iPISR1KcQSSNuDSkn2piaJJJThwJo8SO8KeaQYTB0ve14Y9xef1V3aA4FlEmT7p2uBW4M/vZTeG2gjZpTYyQ9wZhvHTBx5LILC4nQcxVJVJckWdVpuf6yCMhOqZSkmGoOClqnTQDkVC56WxYxWgjnV4oF8YUbOxcDTNANVz+40kmNIYnScQNkAuBQTnyrWv33Fq8XqOqnkCbYUIhRrTddZtkVic+sy9LlbrKCqqm8a5Vd4BTedXZcV07VqFZ5q58oiQep7osrjVekfsfHxlT/L4AEGpwWzLCkRyiB52OiH95e0xyig5mYtrEiK4dHgOrJzE37SLHe7oN27nu0orf9qtFbm6CyWbFm6z97tKfsJcy/LQUMEmNOQ38DDoWr1ega9cKc8MzyoZ0wE9xq2jCTcdWwo6sYqVXffr9VAGpqtMMSxNjiiRCZBmWud4ri//qnebQf9exQmU5cMXGQpgCgZSU7xWfoeYMZIEbyrRAr4TFVFMG+KpnVKJk5gx2NLaOOQXXU7m5OXrdDt60N75urGx/mCS24D3zXnhrXuC99ba9XW/fO/RY43ljp7HX+NL81Eya0DwfQ+fnJpyn3sxq/vwLdKOlBA==</latexit>Eapp

<latexit sha1_base64="q2q7LaQgZkwOf9mfXGDuYvVe8J4=">AAAEyHicjVNdaxQxFJ12V631q9VHX0JLoRVZZqSoFApVEYqCtKVf0FmXTDa7EzaTjMkdu0PMi3/LX+IP8d07sx/dbQWbl7lz77n3nJwkSS6FhTD8vbDYaN65e2/p/vKDh48eP1lZfXpqdWEYP2FaanOeUMulUPwEBEh+nhtOs0Tys2TwoaqffefGCq2Oocx5O6N9JXqCUcBUZ3Xx10YMfAjuOOWkb3ShugRMASnpIrkRSVHhiMYZRNKES0t62hBLs1xy4kmcZG6In3oGERZT3zYHP0bprZeTAsWxiLJF1nGD3ch/dZ/9DG43apHlsRDyziKMVyr4iBI7y+kkSLmqScqr5nmW2bkh9pEYFVMpySBWnJQTHp2DyKjc8S6ubXSJ0ZfKxykFl3o/gVmgBqZ/PMuFQfMkSbgFcinQKE+OOu6L30y3Jqi6JlBmnFFIEe32/Q6Z50m/uhcVyyTLSqpm8VNKmudGD1FqfRDcGLR/qhk4lVddH33HTZs8jvgfDHX6K6aeABCqf1sOhGNzPNJHwukBMskpCp1zagddurZ/9GwyiflZFQUe1W26ve+srIetsF7kZhCNg/VgvA46K3/irmZ4uxQwSa29iMIc2g5PWKBqvxwXlueUDWifX2CoaMZt29XEnmxgplvf/p5WQOrsbIejmbVlliCyMster1XJf9UuCui9bTuh8gK4YiMidIGAJtWTxZdoOANZYkCZEaiVsJQaygAf9hxLks3twQ1H0tGn6LorN4PTV63odWv7cHt97/3YsaXgebAWbAZR8CbYC/aDg+AkYI21xn7jsHHU/NTMm5fNcgRdXBj3PAvmVvPnXz/NpnA=</latexit>Eest

<latexit sha1_base64="sWAcuKVK8sIZabxqTpWTCo+i/mg=">AAAEzHiclVNdTxNBFF1oVcQv0EdfJhIMGNPsGqKGhAQ1JiQagoYCCVua2ektO+nszDozK92M8+rf8nf4Q3z37vaDFkzUeentvefcc3qmk+SCGxuGPxcWG80bN28t3V6+c/fe/Qcrqw+PjCo0gzZTQumThBoQXELbcivgJNdAs0TAcTJ4V82Pv4I2XMlDW+bQyei55H3OqMVWd3Xxx3psYWjdYQrkXKtC9ojVhU1JD8U1T4oKRxTuIIImIAzpK00MzXIBxJM4ydwQP+odhBtsfdkYfBu1N59PBhTXIsoUWdcNdiJ/5j74GdxO1CLLYyPkjUEYVC5gJInMcrrJpiBrkfKSPK8yuzdEHonRMRWCDGIJpJzoqNzyjIpt7+I6RpdodSF9nFLrUu8nMGOpttNvkOVcY3iCJGAsueAYlCefu27fb6SbE1Q942gzzqhNEe32/DaZ10nP3LNKZdJlJZWz+KkkzXOthmi1vgjQGuOferZAxSXrve+6KclfrkA7/8lHRsX/G6zPK9h6PPJIwuklMgEUxebS2sakrmSAuU1WMT9juF/gdf0L2/vuylrYCutDrhfRuFgLxuegu/Ir7imG/zBpmaDGnEZhbjsOb5mja78cFwZyygb0HE6xlDQD03G1sCfr2OnVL6CvpCV1d5bhaGZMmSWIrNIyV2dV80+z08L2X3ccl3lhQbKREKZArCLVs8XXqIFZUWJBmebolbCUasosPu45lSSb+w1uOLKOOUVXU7leHL1oRS9bW5+21nbfjhNbCh4HT4KNIApeBbvBXnAQtAPWeNr42Gg3jpr7Tdt0TT+CLi6MOY+CudP8/htN9agF</latexit>Efit
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(c) Reduce both Eest and Efit

Figure 1.3: Different perspectives on how existing methods solve the LNL problem.

LNL. Our method MixNN (Lu and He, 2021) dynamically mixes the sample with its

nearest neighbors to generate synthetic samples for noise robustness. Other methods

leverage the unlabeled data to improve the performance of LNL. For example, Garg

et al. (2021) augmented the training data with random labeled data and provided a

theoretical analysis that ensures the true risk is lower. Iscen et al. (2022) utilized the

unlabeled data to enforce the consistency of model predictions, resulting in improving

the performance.

Reduce fitting error Efit

Some methods aim to prevent the model from overfitting to mislabeled samples. 1)

Regularization: these methods implicitly restrict the model parameters or adjusts the

gradients to prevent the model from memorizing mislabeled samples. For example, Li

et al. (2020b) proved the gradient descent with early stopping is an effective regular-

ization to achieve robustness to label noise. Hu et al. (2019) added the regularizer to

limit the distance between the model parameters to initialization for noise robustness.

ELR (Liu et al., 2020) estimates the target by temporal ensembling (Laine and Aila,

9



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

2016) and adds a regularization term to cross-entropy loss to avoid memorization of

mislabeled samples. Our method NAL scales the gradients according to the cleanli-

ness of different samples to achieve noise robustness. 2) Robust loss functions : these

methods develop loss functions that are inherently robust to label noise, including

DMI (Xu et al., 2019), MAE (Ghosh et al., 2017), GCE (Zhang and Sabuncu, 2018),

SCE (Wang et al., 2019), NCE (Ma et al., 2020), TCE (Feng et al., 2021) and GJS

(Englesson and Azizpour, 2021). We propose to increase the output confidence by

adding EM term to ensure noise robustness for any loss. 3) Sample selection: The

key idea is trying to select clean samples or reweigh the samples in training. During

the early learning stage, the samples with smaller loss values are more likely to be the

clean samples. Based on this observation, MentorNet (Jiang et al., 2018) pre-trains

a mentor network for assigning weights to samples for guiding the training of the

student network. Decoupling (Malach and Shalev-Shwartz, 2017) updates the two

networks by using the samples having different predictions. Co-teaching (Han et al.,

2018) trains two networks which select small-loss samples within each mini-batch to

train each other. Co-teaching+ (Yu et al., 2019) improves it by updating the network

on disagreement data to keep the two networks diverged. Ren et al. (2018) reweighed

samples based on their gradient directions. JoCoR (Wei et al., 2020) jointly trains

two networks with the examples that have prediction agreement between two net-

works. We propose a novel framework (Co-matching) with two networks fed with

different strengths of augmented inputs to achieve the better ensemble effect. 4) Loss

correction: These methods correct the loss by estimating the noise transition ma-

trix. Patrini et al. (2017) estimated the label corruption matrix for loss correction.

Hendrycks et al. (2018) improved the corruption matrix by using a clean set of data.
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Reduce both Eest and Efit

Some methods focus on correcting the noisy labels, so that the model is gradually

refined. Reed et al. (2015) proposed a bootstrapping method which modifies the loss

with model predictions. Ma et al. (2018) improved the bootstrapping method by

exploiting the dimensionality of feature subspaces to dynamically reweigh the sam-

ples. Arazo et al. (2019) improved bootstrapping using a dynamic weighting scheme

through unsupervised learning techniques. PLC (Zhang et al., 2020) progressively

corrects the labels when the prediction confidence over a dynamic threshold. Our

method SELC gradually correct noisy labels by ensemble predictions.

1.1.3 Noise Assumptions

It is extremely challenging to design robust methods for the real-world noisy datasets

directly as the noise pattern in these datasets are unpredictable. To simplify the

problem, noise assumptions are usually pre-defined to simulate the generation of

label noise. Generally, there are two noise assumptions: class-conditional label noise

and instance-dependent label noise.

Class-conditional Label Noise

The noise flip probability of class-conditional label noise depends only on labels, not

on the input features (Natarajan et al., 2013). The true label is corrupted by a

noise transition matrix Q, where Qij = Pr[ȳ = j|y = i] given that noisy label ȳ is

flipped from clean label y. This matrix has two representative models symmetric and

asymmetric. Symmetric noise is generated by uniformly flipping the label to one of

the other class label. Asymmetric flipping is a simulation of fine-grained classification
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(b) Q for asymmetric noise

Figure 1.4: Noise transition matrix for symmetric and asymmetric label noise.

with noisy labels in the real world, where the mistakes only occur within very similar

classes. Since the noise only depends on the labels, the flip probability of samples in

the same class is identical. Figure 1.4 shows the noise transition matrix of symmetric

and asymmetric label noise when noise rate is ε.

Instance-dependent Label Noise

Instance-dependent label noise assumes that the noise flip probability is dependent

on different instances, which is more complex than class-conditional label noise as

different samples have different flip probabilities. For example, Xia et al. (2020)

proposed the partial instance-dependent label noise on face image data, where the

noise is based on different parts (the contribution of each part, such as nose, eye and

mouth, is different). Zhang et al. (2020) proposed polynomial margin diminishing

(PMD) noise which allows arbitrary noise level except for data far away from the true

decision boundary. This is consistent with the real-world scenario, i.e., data near the

decision boundary are harder to distinguish and more likely to be mislabeled, while

a datum far away from the decision boundary is a typical example of its true class.

Chen et al. (2021a) proposed a method to generate the instance-dependent label noise

by using the second highest confident prediction, since the labels are most likely to
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Dataset # Train # Val # Test # Classes Input size Noise rate (%) Year Source

Benchmarks with clean labels

MNIST 60K N/A 10K 10 28 × 28 ≈ 0.0 1998 NIST
Fashion MNIST 60K N/A 10K 10 28 × 28 ≈ 0.0 2017 Zalando

SVHN 73K N/A 26K 10 32 × 32 ≈ 0.0 2011 Google Street View
CIFAR-10 50K - 10K 10 32 × 32 ≈ 0.0 2009 80 Million Tiny Images
CIFAR-100 50K - 10K 100 32 × 32 ≈ 0.0 2009 80 Million Tiny Images

Tiny-ImageNet 100K 10K 10K 200 64 × 64 ≈ 0.0 2015 ImageNet

Real-world datasets with unpredictable label noise

ANIMAL-10N 50K N/A 5K 10 64 × 64 ≈ 8 2019 crowdsourcing
Food-101N 310K 5K 25K 101 384 × 384 ≈ 18.4 2018 web search
Clothing1M 1M 14K 10K 14 224 × 224 ≈ 38.5 2015 shopping websites
Webvision 2.4M 50K 50K 1000 256 × 256 ≈ 20.0 2017 web search

Table 1.1: Summary of widely-used datasets for learning with noisy labels.

flip to other class with highest confidence.

1.1.4 Dataset

Base on these noise assumptions (or models), we can manually corrupt the clean

benchmarks to obtain simulated noisy datasets. The common methodology in this

area is first designing robust algorithms under certain noise assumption. Then we

evaluate the algorithms on the real-world datasets to see their effectiveness. We

summarize the datasets widely-used in this research area in Table 1.1, and introduce

the details of each dataset as follows.

MNIST

The Modified National Institute of Standards and Technology (MNIST) dataset (Le-

Cun, 1998) consists of handwritten digits images. It has a training set of 60,000

examples, and a test set of 10,000 examples. Each example is a 28 × 28 grayscale

image, associated with a label from 10 classes (i.e. from 0 to 9). For asymmetric
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label noise, 2→ 7, 3→ 8, 5↔ 6 and 7→ 2.

Fashion MNIST

The Fashin MNIST dataset (Xiao et al., 2017) is a dataset of Zalando’s article images.

It also consists of a training set of 60,000 examples and a test set of 10,000 examples.

Each example is a 28x28 grayscale image, associated with a label from 10 classes

(e.g. T-shirt, Dress). For asymmetric noise, boot → sneaker, sneaker → sandals,

pullover → shirt and coat↔ dress.

SVHN

The Street View Housing Numbers (SVHN) dataset (Netzer et al., 2011) consists of

images depicting house numbers, which range from 0 to 9. Each example is a 32 ×

32 color image. It has a training set of 73,257 examples, and a test set of 26,032

examples. The way to generate asymmetric noise is similar to MNIST.

CIFAR-10 and CIFAR-100

The CIFAR-10 dataset (Krizhevsky et al., 2009) consists of natural color images, each

of size 32 × 32 pixels. Each image is classified into 1 of 10 classes, such as dog, cat,

or ship. The training set contains 50,000 images, while the test set contains 10,000

image. The CIFAR-100 dataset (Krizhevsky et al., 2009) is similar to CIFAR-10,

except it has 100 classes containing 600 images each. The 100 classes are grouped

into 20 superclasses. Each image comes with a “fine” label (the class to which it

belongs) and a “coarse” label (the superclass to which it belongs). For CIFAR-10,

the asymmetric noise is generated by flipping truck → automobile, bird→ airplane,
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deer → horse and cat↔ dog. For CIFAR-100, the asymmetric noise flips each class

into the next, circularly within super-classes.

Tiny-ImageNet

The Tiny-ImageNet (Le and Yang, 2015) is a subset of the ImageNet dataset in the

famous ImageNet Large Scale Visual Recognition Challenge (ILSVRC). It contains

100000 images of 200 classes (500 for each class) downsized to 64 × 64 colored images.

Each class has 500 training images, 50 validation images and 50 test images.

ANIMAL-10N

The ANIMAL-10N dataset (Song et al., 2019) contains 5 pairs of confusing animals

with a total of 55,000 images (50,000 for training and 5,000 for test). The 5 pairs

are (cat, lynx), (jaguar, cheetah), (wolf, coyote), (chimpanzee, orangutan), (hamster,

guinea pig). The raw images are crawled from online search engines including Bing

and Google using the above keywords. Then the images are assigned to 15 recruited

participants and each of them is required to annotate 6,000 images within a week.

Therefore, the noise rate of the dataset is around 8%.

Food-101N

The Food-101N dataset (Lee et al., 2018) consists of about 310,009 crawled food

images annotated by their search keywords in the Food-101 (Bossard et al., 2014)

taxonomy. The noise rate of the dataset is around 18.4%. It directly adopts the

testing set of Food-101 to evaluate image classification.
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Clothing1M

The Clothing1M dataset (Xiao et al., 2015) contains 1 million images of clothing

obtained from online shopping websites with 14 classes, such as T-shirt, sweater, and

so on. The labels are generated by using the surrounding texts of the images that are

provided by the sellers and thus contain many wrong labels. The label noise rate is

around 38.46%, with some pairs of classes frequently confused with each other (e.g.

knitwear and sweater). This dataset also contains 50k, 14k, and 10k of clean data for

training, validation, and testing, respectively.

Webvision

The Webvision dataset (Li et al., 2017) is a large web images dataset that contains

more than 2.4 millions of images crawled from the Flickr and Google Images Search

by using the 1000 concepts of ImageNet (Deng et al., 2009). The label noise level of

Webvision is estimated at 20%. Following (Chen et al., 2019), we select the first 50

classes of Google image subset (around 66,000 images) for training. The number of

test images is around 2,500.

1.2 Objective and Contributions

In LNL, the main objective is to design algorithms to learn the accurate DNNs even

the training data containing noisy labels. The main contribution of this thesis shall be

the investigation of the different techniques to achieve noise robustness on image clas-

sification task. We focus on sample selection, label correction, regularization, robust

loss functions and augmentation strategy to improve performance. More specifically,
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in this work we made the following contributions:

1. We proposed a framework, Co-matching, which consists of two networks for

robust learning with noisy labels. In Co-matching, we used weak (e.g. using only

crop-and-flip) and strong (e.g. RandAugment) augmentations for two networks re-

spectively to ensure their divergence. The stronger augmented one produces disparate

prediction compared to the weak one, which guarantees the better ensemble effect.

Aside from the supervised classification loss, we introduced an unsupervised match-

ing loss to keep the consistency of predictions from two networks without using noisy

labels. We also utilized a mixture model to dynamically select the confident clean

samples without the need to estimate noise rates. We conducted extensive exper-

iments on both simulated and real-world noisy datasets. Experiments show that

Co-matching significantly advances state-of-the-art results.

2. We proposed self-ensemble label correction (SELC), which potentially corrects

noisy labels during training thus preventing the model from being affected by the

noisy labels. SELC leverages the knowledge provided in the model predictions over

historical training epochs to form a consensus of prediction (ensemble prediction). We

demonstrated that combining ensemble prediction with the original noisy label leads

to a better target. Accordingly, the model is gradually refined as the targets become

less noisy, resulting in improving performance. We proposed a metric to estimate the

turning point only using training data, allowing us to select a suitable initial epoch to

perform SELC. Our experimental results shows that SELC achieves superior results

and can be integrated with other techniques such as mixup (Zhang et al., 2018b) to

further enhance the performance.

3. We proposed Noise Attention Learning (NAL) which enjoys simplicity and
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universality from a new perspective. The core idea behind NAL is to let the model

automatically differentiate the mislabeled samples from clean samples, and prevent

the memorization of mislabeled samples in training. Specifically, we introduced an at-

tention branch that outputs scalar attention weights to indicate the predictive power

of representations. We incorporated the attention weights in our loss function, so that

the attention branch can be learned to divide samples, i.e., clean samples are learned

to be associated with large weights, while mislabeled ones with small weights. Theo-

retically, we demonstrated that NAL neutralizes the effect of the mislabeled samples

on the gradient and ensures the contribution of clean samples to the whole gradi-

ent remains dominant, thereby preventing the deep neural networks from overfitting

mislabeled samples. Empirically, we demonstrated that the NAL achieves better

robustness than the state-of-the-art methods on five noisy datasets.

4. We provided new insights into robust learning with noisy labels by reducing

the model output fluctuations. Specifically, we proposed to minimize the entropy of

prediction to enhance learning with label noise. We demonstrated that by applying

entropy minimization to non-robust loss functions, they can be robust to noisy labels

without suffering from the underfitting problem. We empirically demonstrated that

the proposed loss functions outperform the state-of-the-art robust loss functions by

a substantial margin.

5. We proposed MixNN that generates new synthetic samples to robustly train

DNNs by aggregating the original samples with their top-K nearest neighbors. We

estimated the dynamic weights by unsupervised learning in the creation of synthetic

samples. The weights are proportional to the clean probability of samples, thereby

maintaining correct information while eliminating the wrong information from the
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mislabeled samples. We gradually estimated the soft labels in the loss function, yields

enhancing the performance in the presence of extreme label noise. We demonstrated

that the proposed method outperforms the state-of-the-art methods on two standard

benchmarks with simulated label noise and two real-world noisy datasets.

1.3 Thesis Outline

This thesis is organized as follows. In Chapter 2, we introduce Co-matching, an en-

semble framework consisting of two networks to achieve robust learning with noisy

labels. In Chapter 3, we introduce SELC, a simple yet effective method to progres-

sively correct the noisy labels and refine the model. In Chapter 4, we introduce a

regularization method that scales the gradients to prevent the model from overfitting

to noisy labels. In Chapter 5, we study the existing loss functions and propose to

apply EM on any loss functions to achieve noise robustness. In chapter 6, we propose

MixNN, an augmentation method for generating synthetic samples to mitigate the

effect of noisy labels. We conclude the thesis in chapter 7.
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An Ensemble Model for

Combating Label Noise
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2.3 Introduction

Deep Neural Networks (DNNs) have become the par excellence approach to deal with

a variety of computer vision tasks (Krizhevsky et al., 2012; Liu et al., 2019). How-

ever, the superior performance comes with the cost of requiring a large-scale training

dataset with high-quality annotations. It is difficult to attain such strong supervision

information due to the high cost of the manually labeling process. Hence, we turn to

web services to obtain large-scale training data with labels, such as querying online

search engines (Li et al., 2017), collecting online websites images with surrounding

texts (Xiao et al., 2015), downloading social media images with tags (Mahajan et al.,

2018) or crowdsourcing (Yu et al., 2018). However, these approaches usually in-

evitably introduce label noise. For example, Xiao et al. (2015) collected 1 million

training images from online shopping websites and generates their labels from sur-

rounding texts with 38.5% estimated label noise. Previous study (Zhang et al., 2018a)

demonstrates DNN can memorize noisy labels easily and generalize poorly on clean

test data. Therefore, mitigating the effects of noisy labels has attracted considerable

attention especially when the training data are from web resource.

To handle noisy labels, most approaches focus on estimating the noise transition

matrix (Goldberger and Ben-Reuven, 2017; Patrini et al., 2017; Xia et al., 2019) and

correcting the label according to model prediction (Reed et al., 2015; Ma et al., 2018;

Tanaka et al., 2018; Yi and Wu, 2019). Another promising direction of study is based

on sample selection, which trains two networks simultaneously by using small-loss

instances (Han et al., 2018; Chen et al., 2019; Yu et al., 2019; Wei et al., 2020).

For instance, Decoupling (Malach and Shalev-Shwartz, 2017) and Co-teaching+ (Yu

et al., 2019) introduce the “Disagreement” strategy to keep the two networks diverged

21



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

to achieve better ensemble effects. However, the samples selected by “Disagreement”

strategy are not guaranteed to have correct labels (Wei et al., 2020), resulting in only

a small portion of clean samples being utilized in the training process. Co-teaching

(Han et al., 2018) and JoCoR (Wei et al., 2020) aim to reduce the divergence between

two different networks so that the number of clean labels utilized in each mini-batch

increases. In the beginning, two networks with different learning abilities filter out

different types of error. However, with the increasing training epoch number, two

networks gradually converge to a consensus and even make the wrong predictions

consistently. Besides, these methods rely on a known noise rate to accurately select

the small-loss samples in each mini-batch, which is usually impractical.

To address the above concerns, it is crucial to keep the balance between divergence

and consistency of two networks through the whole training procedure. In this paper,

we propose an ensemble model for robust learning with noisy labels. Specifically, we

use weak (e.g. using only crop-and-flip) and strong (e.g. using RandAugment (Cubuk

et al., 2020)) augmentations for two networks respectively to avoid the consensus of

their predictions. The stronger augmentation results in disparate prediction compared

to the weak one, which guarantees the better ensemble effect due to the divergence

between two networks. Aside from the supervised classification loss, we propose an

unsupervised matching loss to keep the consistency of predictions from two networks

without using noisy labels. According to the observation of loss distribution in early-

learning stage, we propose a method based on a mixture model to dynamically select

the confident clean samples without the need to estimate noise rates. In this way,

the influence of mislabeled samples in the process of model learning is mitigated, and

our framework is inherently noise-tolerant. The main contributions are summarized
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as follows:

� We propose a framework with two networks fed with different augmented inputs

to achieve the better ensemble effect, wherein an unsupervised matching loss is

used to mitigate the influence of noisy labels and improve the generalization.

� We analyze the gradient of our loss function and show that the gradient term

derived from unsupervised matching loss corrects the gradient of the cross-

entropy loss.

� Different from the existing approaches that require estimating noise rates, we fit

a mixture model to loss distribution to select the high-confident clean samples

for network parameter update, making our method applicable in real life.

� We conduct extensive experiments on both simulated and real-world noisy

datasets. Experiments show that our approach significantly advances state-

of-the-art results. We study the effect of data augmentations and provide an

ablation study to examine the influence of different components.

2.4 Related Work

Numerous methods have been proposed for robust classification with noisy labels.

Herein, we briefly review the relevant existing approaches.

Curriculum learning. Inspired from human cognition, Curriculum learning (CL)

(Bengio et al., 2009) proposes to start from easy samples and go through harder sam-

ples to improve convergence and generalization. In the noisy label scenario, easy/hard
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concepts are associated with clean/noisy samples. Based on CL, Ren et al. (2018)

leveraged an additional validation set to adaptively assign weights to noisy samples

for less loss contribution in every iteration.

Sample selection. Another set of emerging methods aim to select the clean la-

bels out of the noisy ones to guide the training. Previous work (Arpit et al., 2017)

empirically demonstrates the early-learning phenomenon that DNNs tend to learn

clean labels before memorizing noisy labels during training, which justifies that in-

stances with small-loss values are more likely to be clean instances. Based on this

observation, Lyu and Tsang (2019) proposed a curriculum loss that chooses samples

with small-loss values for loss calculation. MentorNet (Jiang et al., 2018) pre-trains

a mentor network for selecting small-loss instances to guide the training of the stu-

dent network. Nevertheless, similar to Self-learning approach, MentorNet inherits the

same inferiority of accumulated error caused by the sample-selection bias.

Two classifiers with Disagreement and Agreement. Inspired by Co-training

(Blum and Mitchell, 1998), Co-teaching (Han et al., 2018) symmetrically trains two

networks by selecting small-loss instances in a mini-batch for updating the parame-

ters. These two networks could filter different types of errors brought by noisy labels

since they have different learning abilities. When the error from noisy data flows

into the peer network, it will attenuate this error due to its robustness (Han et al.,

2018). However, two networks converge to a consensus gradually with the increase

of epochs. To tackle this issue, Co-teaching+ (Yu et al., 2019) introduces the “Up-

date by Disagreement” strategy (Malach and Shalev-Shwartz, 2017) which conducts

updates only on selected instances, where there is a prediction disagreement between
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two classifiers. Through this, the decision of “when to update” depends on a disagree-

ment between two networks instead of depending on the noisy labels. As a result, it

would reduce the dependency on noisy labels as well as keep two networks divergent.

However, as noisy labels are spread across the whole space of examples, there may

be very few clean labels in the disagreement area. Thus, JoCoR (Wei et al., 2020)

suggests jointly training two networks with the instances that have prediction agree-

ment between two networks. However, the two networks in JoCoR are also prone to

converge to a consensus and even make the same wrong predictions when datasets

are under high noise ratio.

Other methods. Some approaches focus on creating noise-tolerant loss functions

(Ghosh et al., 2017; Zhang and Sabuncu, 2018; Wang et al., 2019; Ma et al., 2020).

Other methods attempt to correct the loss (Reed et al., 2015; Patrini et al., 2017;

Hendrycks et al., 2018; Ma et al., 2018; Tanaka et al., 2018; Wang et al., 2018; Arazo

et al., 2019; Song et al., 2019). Many approaches (Ding et al., 2018; Li et al., 2020a)

have been proposed to combat noisy labels through semi-supervised learning. These

approaches (Hu et al., 2019; Liu et al., 2020; Lu et al., 2021) introduce the regular-

ization term to avoid memorization of noisy labels.

Our proposed approach is related to sample selection using two networks. How-

ever, it is also fundamentally different from existing methods. Instead of only using

classification loss, we propose an extra matching loss to reduce the effect of noisy

labels. We feed different augmented images to two networks respectively, yielding a

stronger generalization ability. Beyond heuristic design, we provide the gradient anal-

ysis to explain how our loss function avoids memorization of the mislabeled samples.

Different from selecting small-loss samples by using a fixed ratio, we use a mixture
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ŷ
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Figure 2.1: Our approach trains two networks (MΘ1 and MΘ2) simultaneously. A
weakly-augmented version of an image x (top) is fed into the model MΘ1 to obtain
its prediction (blue box). We convert the prediction to a one-hot hard pseudo-label as
an anchoring label (yellow box). Then, we compute second model’s prediction (green
box) for a strongly-augmented version of the same image (bottom). The models are
trained on total loss (i.e. the linear convex combination of the unsupervised matching
loss and classification loss) to make the prediction on the strongly-augmented version
match the anchoring label. For parameter update, we fit the Gaussian Mixture Model
(GMM) to loss distribution for distinguishing the clean samples, which ensuring error
caused by noisy labels would not be accumulated.

model to dynamically select the high-confident clean samples.

2.5 Methodology

2.5.1 Background

Our work aims to develop an algorithm to learn a classifier that achieves robust

performance on the test set even the provided training data contains noisy labels.

Consider the C-class classification problem in noisy label scenario, we have a training

set D = {(xi, ŷi)}Ni=1, where xi is an input and ŷi ∈ {0, 1}C is one-hot vector corre-

sponding to xi. In the noisy label scenario, true label yi is not observable in practice.

The classification model maps each input xi to a C-dimensional logits using a DNN
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model MΘ and then feeds the logits into a softmax function to produce pi of the

conditional probability of each class.

pi = softmax(MΘ(xi)) =
eMΘ(xi)

∑C
c=1 e

(MΘ(xi))c
. (2.1)

Θ denotes the parameters of the DNN and (MΘ(xi))c denotes the c-th entry of logits

MΘ(xi). Then the DNN is trained via the cross-entropy loss to measure how the

model fits the training set D.

`ce(D,Θ) = − 1

N

N∑

i=1

ŷTi log(pi). (2.2)

However, as noisy label ŷi is likely to be wrong, the model gradually memorizes the

training samples with wrong labels when optimizing `ce. Existing studies (Zhang

et al., 2018a) have observed that DNNs fully overfit to noisy labels during training,

causing the classification performance degradation. In addition, Liu et al. (2020) have

observed and also theoretically proved that when trained on noisy labels, DNNs first

fit the training data with clean labels during an early learning phase, before eventually

memorizing the training data with wrong labels. This early learning phenomenon also

reflects on the loss distribution which motivates us to develop an approach to select

clean samples in Section 2.5.4.

2.5.2 Our approach: Co-matching

A diagram of our approach is shown in Figure 2.1. We name our approach Co-

matching as it Co-trains two deep networks by minimizing the loss contains an un-

supervised matching loss term. We denote the two deep networks in our model as
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MΘ1 and MΘ2 with parameters Θ1 and Θ2 respectively. Thus softmax(MΘ1(xi))

and softmax(MΘ2(xi)) are the softmax probabilities for input xi produced by MΘ1

andMΘ2 . For the model inputs, we perform two types of augmentation for each net-

work: weak and strong, denoted by α(·) and A(·) respectively. We will describe the

forms of augmentation used for A(·) and α(·) in section 2.5.5. For notation simplicity,

we denote pΘ1
i and pΘ2

i as abbreviations for predictions, i.e., softmax(MΘ1(α(xi)))

and softmax(MΘ2(A(xi))) respectively. As the DNN model can easily overfit the

noisy labels when trained with standard cross-entropy loss, resulting in poor classifi-

cation performance. Our basic idea is to reduce the dependence of loss function on

noisy labels. Therefore, the loss function in Co-matching exclusively consists of two

loss terms: a supervised loss `c for classification task and an unsupervised matching

loss `m for augmentation anchoring (i.e. encourage the two models to output the

consistent predictions on different augmented data). So our total loss on dataset D

is calculated as follows:

L(D,Θ1,Θ2) = (1− λ)`c(D,Θ1,Θ2) + λ`m(x,Θ1,Θ2), (2.3)

where λ ∈ [0, 1] is a fixed scalar hyperparameter controlling the importance weight

of the two loss terms. Since there are correctly-labeled samples remaining in noisy

training data, our classification loss `c is the traditional cross-entropy loss over two
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models.

`c(D,Θ1,Θ2) = `ce(D,Θ1) + `ce(D,Θ2)

= − 1

N

N∑

i=1

ŷTi log(pΘ1
i )− 1

N

N∑

i=1

ŷTi log(pΘ2
i )

= − 1

N

N∑

i=1

ŷTi log(pΘ1
i � pΘ2

i ). (2.4)

Compared to cross-entropy loss in Eq. (2.2), our classification loss term `c is

more resistant to noisy labels. On the one hand, assume ŷi is a correct label for

xi, when minimizing `c, both pΘ1
i and pΘ2

i are updated toward ŷi. To gain the

optimal result of Hadamard product between pΘ1
i and pΘ2

i , two models are required

to produce more confident and consistent predictions close to ŷi. On the other hand,

assume ŷi is a wrong label for xi. Weakly augmented input can result in prediction

pΘ1
i close to ŷi, while strongly augmented input generates disparate prediction pΘ2

i

compare to the weak one. It makes the result of Hadamard product between pΘ1
i and

pΘ2
i more difficult to reach the wrong label ŷi, resulting in mitigating the effect of

overfitting noisy labels in both networks. Besides, it also explains that Co-matching

can always keep two networks diverged throughout the whole training to achieve

better ensemble effects. Nevertheless, solely keeping the divergence of two networks

may not promote the learning ability to select clean samples, which is the main

drawback of Co-teaching+ (Yu et al., 2019). In addition, under high level of label

noise (i.e. most of the nois labels ŷi are wrong), it is difficult for the supervised loss

`c to learn a robust classifier. This motivates us to develop an extra loss term that

does not require using noisy label ŷi but still improves the generalization ability.

Our basic idea is to use the model’s prediction for a weakly augmented input
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as the target label for the strongly augmented version of the same image. This

maximizes the consistency of the two networks resulting in helping the model find a

wider minimum and provides better generalization performance. In Co-matching, we

compute an anchor (or anchoring label) for each sample by the prediction of model

MΘ1 . To obtain an anchoring label of given image xi, we get the predicted class

distribution from model MΘ1 given a weakly-augmented version of the image: pΘ1
i

and pΘ1
i = [(pΘ1

i )1, (p
Θ1
i )2, · · · , (pΘ1

i )C ]. Then, we use hard pseudo-labeling way to get

tΘ1
i as the anchoring label.

(tΘ1
i )j =





1 if j = arg max
c

(pΘ1
i )c

0 otherwise

(2.5)

The use of hard pseudo-labeling has the similar function to entropy maximization

(Grandvalet and Bengio, 2005), where the model’s predictions are encouraged to

be low-entropy (i.e., high-confidence). Besides, the hard pseudo-labeling is likely

to reduce the negative effect of knowledge distillation caused by noisy labels in early

learning stage. The anchoring label is used as the target probability for the prediction

of a strongly-augmented version of same image in MΘ2 . However, not all samples

are suitable to generate anchoring labels, as hard pseudo-label of low-confident noisy

samples may introduce unstable inconsistency. Thus, we develop an approach to

select high-confident clean samples in Section 2.5.4.

We use the standard cross-entropy loss rather than mean squared error or Jensen-

Shannon Divergence as it maintains stability and simplifies implementation. Thus,
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the unsupervised matching loss is

`m(x,Θ1,Θ2) = − 1

N

N∑

i=1

tΘ1
i log(pΘ2

i ). (2.6)

By minimizing the total loss in Eq. (2.3), the model consistently improves the gener-

alization performance under different levels of label noise. Under low-level label noise

(i.e., 20%), supervised classification loss `c(D,Θ1,Θ2) takes the lead. Co-matching

tends to learn from the most correctly-labeled samples. Under high-level label noise

(i.e., 80%), unsupervised matching loss `m(x,Θ1,Θ2) takes the lead such that Co-

matching inclines to maximize the consistency of the networks to improves the gen-

eralization without requiring noisy labels.

2.5.3 Theoretical Analysis on Loss Function

We explain how our loss function can effectively prevent the model memorizing the

mislabeled samples by analyzing the gradient. We first explain how the standard

cross-entropy loss in Eq. (3.1) memorizes samples with wrong labels. The gradient

of cross-entropy loss with respect to Θ equals

∇`ce(D,Θ) =
1

N

N∑

i=1

∇MΘ(xi)
(
pi − ŷi

)
, (2.7)

where ∇MΘ(xi) is the Jacobian matrix of the DNN logits for the i-th input with

respect to Θ. In clean training data scenario, pi − ŷi of true class entry will always

be negative and rest entries are positive. Therefore, performing stochastic gradient

descent increases the probability of true class and reduces the residual probabilities

at other entries. However, in noisy-label scenario, if c is the true class, but c-th entry
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of noisy label (ŷi)c = 0, then the contribution of the i-th sample to ∇`ce(D,Θ) is

reversed (i.e. (pi−ŷi)c should be negative but get positive instead). In the meanwhile,

the entry corresponding to the impostor class c′, is also reversed because (ŷi)c′ = 1.

Therefore, performing stochastic gradient descent eventually results in memorization

of mislabeled samples.

However, our loss function can counteract this influence. Similarly, we derive the

gradient of simplified L(D,Θ1,Θ2) (λ = 0.5) with respect to Θ1 and Θ2 equals

∇L(D,Θ1,Θ2) =
1

N

N∑

i=1

∇MΘ1,Θ2(xi)
(pΘ1

i + pΘ2
i

2
− ŷi +

pΘ2
i − tΘ1

i

2

)

=
1

N

N∑

i=1

∇MΘ1,Θ2(xi)
(
pΘ2
i − ŷi +

pΘ1
i − tΘ1

i

2

)
(2.8)

where ∇MΘ1,Θ2(xi) is the Jacobian matrix of the DNNs logits for the i-th input with

respect to Θ1 and Θ2. If c is the true class, since tΘ1
i is calculated by hard pseudo-

labeling in Eq. (2.5), then the c-th entry of pΘ1
i − tΘ1

i is negative. Compared to the

gradient of cross-entropy loss, we have an additional negative term (pΘ1
i − tΘ1

i )/2 to

adjust the gradient coefficients, which is useful both for correctly-labeled and misla-

beled samples. For correctly-labeled samples, the first term pΘ2
i − ŷi vanishes after

the early-learning stage, allowing the mislabeled samples to dominate the gradient.

Adding the negative term (pΘ1
i − tΘ1

i )/2 counteracts this effect by ensuring that the

magnitudes of the coefficients on correctly-labeled samples remains large. For misla-

beled samples, the c-th entry of first term (pΘ2
i − ŷi)c is positive because (ŷi)c = 0.

Adding the negative term ((pΘ1
i − tΘ1

i )/2)c dampens the coefficients on these mis-

labeled samples, thereby diminishing their effect on the gradient. Thus, our loss

function boosts the gradient of correctly-labeled samples and neutralizes the gradient
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Figure 2.2: Train on CIFAR-10 with 40% label noise after 10 epochs with cross-
entropy loss. Left: The ground truth normalized loss distribution. Right: The pdf
of mixture model and two components after fitting a two component GMM to loss
distribution.

of mislabeled samples, which prevents the second model memorizing the noisy labels.

2.5.4 Clean Sample Selection

Since DNNs learn clean patterns before memorizing noisy labels (Arpit et al., 2017),

small-loss instances are more likely to be the ones that are correctly labeled (Han

et al., 2018). Training the model only using correctly-labeled instances in each mini-

batch data would be resistant to noisy labels. This approach is named as “small-loss”

trick and is widely used in existing works (Han et al., 2018; Yu et al., 2019; Wei et al.,

2020). However, it requires a given noise rate or estimating the noise rate using

additional steps to decide how many samples are selected. In this paper, we observe

that the correctly-labeled samples can be distinguished from the loss distribution

alone. To estimate the probability of being correctly-labeled sample, we introduce a

two component Gaussian Mixture Model (GMM) (Permuter et al., 2006) to fit the

normalized loss distribution as shown in Figure 2.2. The probability density function
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(pdf) of GMM with K components on the loss ` can be defined as

P (`) =
K∑

k=1

πkN (` | µk, σ2
k),

K∑

k=1

πk = 1, (2.9)

where πk are the mixing coefficient for the linear convex combination of each individual

pdf N (` | µk, σ2
k). In our case, we use an Expectation-Maximization (EM) algorithm

to estimate the πk, µk and σ2
k. Therefore, we can obtain the probability of a sample

being correctly-labeled or mislabeled through the posterior probability:

P (k | `) =
P (k)P (` | k)

P (`)
=

πkN (` | µk, σ2
k)∑K

k=1 πkN (` | µk, σ2
k)

(2.10)

where k = 1(2) indicate correct (wrong) labels. Note that we always calculate the

cross-entropy loss to estimate the clean probability for all samples after every epoch.

But we use our loss defined in Eq. (2.3) for training the model which contains other

loss term to deal with label noise. Then we select the clean samples in n-th mini-batch

Dn for updating the network parameters as follows

D̂n = {(xi, ŷi) | P (k = 0 | `ce(xi)) > 0.5 and (xi, ŷi) ∈ Dn}. (2.11)

After obtaining the confident clean samples set D̂n in mini-batch n, we calculate the

loss for these examples to further conduct back propagation.

L(D̂n,Θ1,Θ2) = − 1

|D̂n|
∑

(xi,ŷi)∈D̂n

ŷTi log(pΘ1
i � pΘ2

i ) + tΘ1
i log(pΘ2

i ). (2.12)

Therefore, our approach effectively select the clean samples without a need to estimate

the noise rate. Put all these together, our algorithm is described in Algorithm 1. We
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Algorithm 1: Co-matching

Input: two networks MΘ1 and MΘ2 with parameters Θ = {Θ1,Θ2}, weak
augmentation α(·), strong augmentation A(·), importance weight λ,
training set D, batch size B, learning rate η, number of training epochs T ;

1 Θ1,Θ2 = Warmup(D,Θ1,Θ1); // train with cross-entropy loss 10 epochs

for warmup.

2 for t = 1, 2, . . . , T do
3 P (k = 0 | `ce(xi)) = GMM (D, `ce,Θ1,Θ2); // model loss distibution to

obtain clean probability for each sample.

4 Shuffle D into |D|B mini-batches ;

5 for n = 1, 2, . . . , |D|B do
6 Fetch n-th mini-batch Dn from D ;
7 Calculate the prediction pΘ1 = softmax(MΘ1(α(x))), ∀x ∈ Dn ;
8 Calculate the prediction pΘ2 = softmax(MΘ2(A(x))), ∀x ∈ Dn ;
9 Calculate the anchoring label tΘ1 by Eq. (2.5) ;

10 Obtain confident clean samples by Eq. (2.11) ;
11 Calculate the loss by Eq. (2.12) ;

12 Update Θ = Θ− η∇L(D̂n,Θ1,Θ2) ;

13 Output Θ1 and Θ2.

also compare Co-matching to other existing approaches in Appendix 2.8.3.

2.5.5 Augmentations in Co-matching

Our framework leverages two kinds of augmentations: “weak” and “strong”. In our

experiments, weak augmentation is a standard crop-and-flip augmentation strategy.

Specifically, we randomly crop the images and flip them horizontally with a proba-

bility of 50% on all datasets. As for “strong” augmentation, we adopt RandAugment

(Cubuk et al., 2020), which is based on AutoAugment (Cubuk et al., 2019). AutoAug-

ment learns an augmentation strategy based on transformations from the Python

Imaging Libraries 1 using reinforcement learning. Given a collection of transforma-

tions (e.g., color inversion, contrast adjustment, translation, etc.), RandAugment

1https://www.pythonware.com/products/pil/
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randomly selects M transformations for each sample in a mini-batch. As originally

proposed, RandAugment uses a single fixed global magnitude that controls the sever-

ity of all distortions (Cubuk et al., 2020). Instead of optimizing the hyperparameter

magnitude by using grid search, we find that sampling a random magnitude from a

pre-defined range at each training step (instead of using a fixed global value) works

better for learning with noisy labels. The implementation details are in Section 2.6.3.

2.6 Experiments

2.6.1 Experimental Settings

We evaluate our method on two benchmarks with simulated label noise, CIFAR-10

and CIFAR-100 (Krizhevsky et al., 2009), and one real-world dataset, Clothing1M

(Xiao et al., 2015). Clothing1M consists of 1 million training images collected from

online shopping websites with noisy labels generated from surrounding texts. CIFAR-

10 and CIFAR-100 are initially clean. Following (Patrini et al., 2017), we corrupt the

datasets by label transition matrix Q, where Qij = Pr[ŷ = j|y = i] given that noisy

label ŷ is flipped from clean label y. The matrix Q has two representative label noise

models: (1) Symmetric flipping (Van Rooyen et al., 2015) is generated by uniformly

flipping the label to one of the other class label; (2) Asymmetric flipping (Patrini

et al., 2017) is a simulation of fine-grained classification with noisy labels in the real

world, where the mistakes only occur within very similar classes. More details are

described in Appendix 2.8.1.

Networks and optimizer. For CIFAR-10 and CIFAR-100, we use a 7-layer net-

work architecture for fair comparison with (Wei et al., 2020). The Adam optimizer
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Same Category Methods Other Category Methods

Noise ratio/Method Standard Decoupling Co-teaching Co-teaching+ JoCoR GCE SL APL Co-Matching (Ours)

CIFAR-10

Symmetric-20% 69.57 ± 0.20 69.55 ± 0.20 78.07 ± 0.24 78.66 ± 0.20 85.69 ± 0.06 89.93 ± 0.08 89.13 ± 0.16 85.54 ± 0.51 90.07 ± 0.16
Symmetric-50% 42.48 ± 0.35 41.44 ± 0.46 71.54 ± 0.17 57.13 ± 0.46 79.32 ± 0.37 81.38 ± 0.06 79.76 ± 0.20 80.66 ± 0.13 87.63 ± 0.22
Symmetric-80% 15.79 ± 0.37 15.64 ± 0.42 27.71 ± 4.39 24.13 ± 5.54 25.97 ± 3.11 44.33 ± 0.15 53.62 ± 0.37 44.19 ± 4.40 58.86 ± 1.54
Asymmetric-40% 69.36 ± 0.23 69.46 ± 0.08 73.75 ± 0.34 69.03 ± 0.30 76.38 ± 0.32 74.17 ± 0.45 74.39 ± 0.75 78.37 ± 0.02 82.32 ± 0.57

CIFAR-100

Symmetric-20% 35.46 ± 0.25 33.21 ± 0.22 43.71 ± 0.20 49.15 ± 0.24 52.43 ± 0.20 57.83 ± 0.73 47.60 ± 0.34 59.92 ± 0.48 60.47 ± 0.29
Symmetric-50% 16.87 ± 0.13 15.03 ± 0.33 34.30 ± 0.39 39.08 ± 0.73 42.73 ± 0.96 49.24 ± 0.30 31.66 ± 1.43 52.26 ± 0.37 53.81 ± 0.56
Symmetric-80% 4.08 ± 0.21 3.80 ± 0.01 14.95 ± 0.15 15.00 ± 0.42 14.41 ± 0.60 32.18 ± 0.27 13.51 ± 0.82 26.28 ± 2.05 35.23 ± 0.82
Asymmetric-40% 27.23 ± 0.45 26.25 ± 0.27 28.27 ± 0.22 30.45 ± 0.15 31.52 ± 0.31 40.02 ± 0.35 37.25 ± 0.16 42.25 ± 0.30 39.14 ± 0.37

Table 2.1: Average test accuracy (%) on CIFAR-10 and CIFAR-100 over the last 10
epochs. The results (mean ± std) are reported over 5 random runs and best results
are in bold.

(momentum=0.9) is used with an initial learning rate of 0.001, and the batch size

is set to 128. We run 200 epochs in total and linearly decay learning rate to zero

from 80 to 200 epochs. As for Clothing1M, we accept ResNet18 (He et al., 2016a)

with ImageNet pretrained weights and use Adam optimizer (momentum=0.9) with a

batch size of 64. We run 20 epochs in total and set learning rate to 8×10−4, 5×10−4

and 5× 10−5 for 5, 5 and 10 epochs respectively.

Metrics. To measure the performance, we use the test accuracy, i.e., test accuracy

= (# of correct predictions) / (# of test dataset). Higher test accuracy means that

the algorithm is more robust to the label noise. Following the (Han et al., 2018;

Wei et al., 2020), we also calculate the label precision in each mini-batch, i.e., label

precision = (# of clean labels) / (# of all selected labels). Specifically, we attain the

clean set by GMM in each mini-batch, and then calculate the ratio of clean samples

in the clean set. Intuitively, an algorithm with higher label precision is also more

robust to the label noise (Han et al., 2018; Wei et al., 2020). However, we find that

the higher label precision is not necessarily lead to higher test accuracy with extreme

label noise in Co-matching, we will explore this phenomenon in Section 2.6.2.

Baselines. We compare Co-matching with four close-related methods, including
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Figure 2.3: Results on CIFAR-10 dataset. Top: test accuracy(%) vs. epochs; bottom:
label precision(%) vs. epochs.

Decoupling (Malach and Shalev-Shwartz, 2017), Co-teaching (Han et al., 2018), Co-

teaching+ (Yu et al., 2019), JoCoR (Wei et al., 2020) and three methods from different

category, including GCE (Zhang and Sabuncu, 2018), SL (Wang et al., 2019) and

APL (Ma et al., 2020). We implement all methods with same environment and

default parameters by Pytorch. Note that all compared algorithms do not use extra

techniques such as mixup (Zhang et al., 2018b) to improve the performance. All

results are reported over five random runs. The error bar for standard deviation in

each figure has been highlighted as shade.

2.6.2 Comparison with the State-of-the-Arts

Results on simulated datasets CIFAR-10 and CIFAR-100 We report the av-

erage test accuracy over the last 10 epochs of all methods in Table 2.1. Co-matching

38



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

0 50 100 150 200
epoch

20
25
30
35
40
45
50
55
60
65

te
st

 a
cc

ur
ac

y

(a) Symmetric-20%
Standard Decoupling Co-teaching Co-teaching+ Jocor Co-matching

0 50 100 150 200
epoch

0

10

20

30

40

50

te
st

 a
cc

ur
ac

y

(b) Symmetric-50%

0 50 100 150 200
epoch

0

5

10

15

20

25

30

35

40

te
st

 a
cc

ur
ac

y

(c) Symmetric-80%

0 50 100 150 200
epoch

10

15

20

25

30

35

40

te
st

 a
cc

ur
ac

y

(d) Asymmetric-40%

0 50 100 150 200
epoch

40

50

60

70

80

90

100

la
be

l p
re

cis
io

n

0 50 100 150 200
epoch

0

20

40

60

80

100

la
be

l p
re

cis
io

n

0 50 100 150 200
epoch

10

20

30

40

50

60

la
be

l p
re

cis
io

n
0 50 100 150 200

epoch
30

35

40

45

50

55

60

65

70

la
be

l p
re

cis
io

n

Figure 2.4: Results on CIFAR-100 dataset. Top: test accuracy(%) vs. epochs; bot-
tom: label precision(%) vs. epochs.

outperforms other methods by a large margin for almost all noise rates across all

datasets. We also find that Co-matching is more effective when the noise rates are

extremely high. For instance, on CIFAR-10 with Symmetric-80% label noise, Co-

matching outperform the best baseline method by more than 5.24%. Within the

methods from same category, JoCoR performs better than other baselines in all noise

cases except the hardest Symmetric-80% case. It means JoCoR has reduced to Co-

teaching in function and suffers the same problem which the two networks converge

to a wrong consensus, resulting in making the wrong predictions consistently. Note

that APL sometimes delivers a relatively good performance, as it has guaranteed

robustness to asymmetric label noise.

The top rows of Figure 2.3 and Figure 2.4 show the test accuracy vs. epochs of
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close-related methods on CIFAR-10 and CIFAR-100. With different levels of sym-

metric and asymmetric label noise, we can clearly see the memorization effect of

networks. i.e., test accuracy of Standard first reaches a very high level and then

gradually decreases due to memorization of noisy labels. Thus, a robust training

approach should alleviate or even stop the decreasing trend in test accuracy. On

this point, the proposed approach Co-matching shows a clear advantage over other

close-related methods, especially in the later stages of learning with noisy labels. The

superior performance of Co-matching demonstrates that it prevents memorization of

noisy labels throughout the whole training procedure, which consistently verifies our

gradient analysis in Section 2.5.3.

We also plot label precision vs. epochs at the bottom row of Figure 2.3 and

Figure 2.4. Only Decoupling, Co-teaching, Co-teaching+, JoCoR and Co-matching

are considered here, as these methods include sample selection during training. First,

we can see Co-matching, JoCoR and Co-teaching can successfully pick clean instances

out in Symmetric-20 %, Symmetric-50% and Asymmetric-40% cases. Note that Co-

matching not only reaches high label precision in these three cases but also performs

better and better with the increase of epochs. Decoupling and Co-teaching+ fail in

selecting clean samples, because “Disagreement” strategy does not guarantee to select

clean samples, as mentioned in Section 2.4. However, an interesting phenomenon is

that high label precision does not necessarily lead to high test accuracy under high-

levels of label noise. For example, in Symmetric-80% case, the label precision of

Co-matching is much lower than Co-teaching and JoCoR, while the test accuracy is

higher than Co-teaching and JoCoR. Similarly, in all noise rates cases on CIFAR-

100, Co-teaching has much higher label precision than Co-teaching+, while the test
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Methods best last

Standard 67.74 66.95
Decoupling 67.71 66.78
Co-teaching 69.05 68.99

Co-teaching+ 67.84 67.68
JoCoR 70.30 69.79

SL 69.22 67.97
GCE 69.59 68.81
APL 69.92 68.84

Co-matching (Ours) 71.16 70.78

Table 2.2: Test accuracy (%) on Clothing1M with ResNet18. Bold indicates best
performance.

accuracy of Co-teaching is lower than Co-teaching+. The subset of clean samples

selected by small-loss rule may not rich enough to generalize effectively to held-out

data, we believe the samples near the margin with relatively larger loss contribute

more towards improving the model’s generalization.

Results on real-world dataset Clothing1M. As shown in Table 2.2, best denotes

the epoch where the validation accuracy is optimal, and last denotes the test accuracy

at the end of training. Co-matching outperforms the state-of-the-art methods by a

large margin on both best and last, e.g., improving the accuracy from 66.95% to

70.78% over Standard, better than best baseline JoCoR by 0.99%. This verifies the

effectiveness of Co-matching against real-world label noise.

2.6.3 Composition of Data Augmentation

We study the impact of data augmentation systematically by considering several

common augmentations. One type of augmentation involves spatial/geometric trans-

formation, such as cropping, flipping, rotation and cutout. The other type of augmen-

tation involves appearance transformation, such as color distortion (e.g. brightness
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Figure 2.5: Test accuracy(%) over various combinations of augmentations on CIFAR-
10 with Symmetric-80% label noise.

and contrast) and Gaussian blur. Since Clothing1M images are of different sizes, we

always use cropping as a base transformation. We explore various “weak” augmenta-

tion by combining cropping with other augmentations. As for “strong” augmentation,

we use RandAugment (Cubuk et al., 2020), which randomly select M transformations

from a set S for each sample in a mini-batch. We denote RandAugment as S(M). In

our experiment, S = {Contrast, Equalize, Invert, Rotate, Posterize, Solarize, Color,

Brightness, Sharpness, ShearX, ShearY, Cutout, TranslateX, TranslateY, Gaussian

Blur}.

Figure 2.5 shows the results under composition of transformations. We observe

that using “weak” augmentation for both models does not work much better than

simple cropping. However, the performance of Co-matching benefits a lot by using

stronger augmentations (e.g. add S(2) and S(3)) on the second network MΘ2 . We

conclude that in the extreme label noise case, our loss function requires using stronger
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augmentation on model MΘ2 to constantly achieve its ensemble effect.

2.6.4 Ablation Study

In this section, we perform an ablation study to analyze the effect of each component

in Co-matching, including the use of two networks, the use of joint update, the use

of matching loss and the use of weak and strong augmentations. The experiments

are conducted on CIFAR-10 with two cases: Symmetric-50% and Symmetric-80%.

To verify the effect of using two networks and the use of joint update, we introduce

Standard enhanced by “small-loss” selection (abbreviated as Standard+), Co-teaching

and JoCoR to join the comparison. Besides, we simply set λ = 0 in Eq. (2.3) to see

the influence of removing the matching loss (abbreviated as Co-matching-).

The results of their test accuracy vs. epochs are shown in Figure 2.6. In Symmetric-

50% case, both Co-teaching and Standard+ keep a downward tendency after increas-

ing to the highest point, which indicates they are still prone to memorizing noisy

labels even with “small-loss” update. It also verifies the effect of using two networks

as Co-teaching performs better than Standard+. JoCoR consistently outperforms

Co-teaching, which verifies the conclusion in (Wei et al., 2020) that joint-update is

more efficient than cross-update. However, things start to change in Symmetric-80%

case. Co-teaching and Standard+ remain the same trend as these for Symmetric-50%

case, but JoCoR performs unstable and even worse than Co-teaching and Standard+.

This is likely because that, JoCoR uses the Jensen-Shannon (JS) Divergence to min-

imize the difference between two networks, resulting in the over consensus of two

networks.

In both noise rates cases, Co-matching consistently outperforms Co-matching- and

43



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

0 25 50 75 100 125 150 175 200
epoch

55

60

65

70

75

80

85

90

te
st

 a
cc

ur
ac

y

(a) Symmetric-50%

Standard+
Co-teaching
JoCoR
Co-matching-
Co-matching

0 25 50 75 100 125 150 175 200
epoch

10

20

30

40

50

60

te
st

 a
cc

ur
ac

y

(b) Symmetric-80%

Standard+
Co-teaching
JoCoR
Co-matching-
Co-matching

Figure 2.6: Results of ablation study on CIFAR-10

other methods, which validates that the use of matching loss can strongly prevent

neural networks from memorizing noisy labels. To show the effect of weak and strong

augmentations, we evaluate the state-of-art methods with the same augmentation

strategy (i.e. weak and strong for each network respectively) as Co-matching. We

conduct the experiments on CIFAR-10 with the hardest Symmetric-80% label noise.

Figure 2.7 (a) shows the results. We observe that using weak and strong augmen-

tations may not promise to improve performance for other methods. Co-teaching+

even performs worse. Figure 2.7 (b) shows the influence of λ. A larger λ gets a better

accuracy in Symmetric-80% case. More results on hyperparameter sensitivity can be

found in Appendix 2.8.2.
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Figure 2.7: (a) Test accuracy of existing methods with same weak and strong aug-
mentations. (b) Test accuracy of Co-matching with different hyperparameter λ.

2.7 Conclusion

In this paper, we identify the deficiencies of existing approaches and introduce a

method for deep learning with noisy labels. Our method uses two networks with

different strengths of augmented inputs to keep divergence and to achieve better

ensemble effect. To avoid the influence of noisy labels, we introduce an unsupervised

matching loss for knowledge distillation. In addition, we fit a mixture model to

sample loss distribution to select the clean samples without the need of known noise

rates. We provide the theoretical analysis on our loss functions and demonstrate the

effectiveness of Co-matching on both benchmark and real-world datasets. We believe

Co-matching is a promising framework for training robust DNNs against noisy labels

from web services.
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2.8 Appendix

2.8.1 Details of Datasets and Simulated Noise

For Clothing1M, it contains 1 million images of clothing obtained from online shop-

ping websites with 14 classes: T-shirt, Shirt, Knitwear, Chiffon, Sweater, Hoodie,

Windbreaker, Jacket, Down Coat, Suit, Shawl, Dress, Vest, and Underwear. The

labels are generated by using the surrounding texts of the images that are provided

by the sellers, and thus contain many wrong labels. The overall label noise level of

Clothing1M is estimated at 38.46%, with some pairs of classes frequently confused

with each other (e.g. Knitwear and Sweater). Note that we only use 14k and 10k

clean data for validation and test. The 50k clean training data is not required during

the training. As for simulating label noise, Figure 2.8 shows an example of noise

transition matrix Q. As for simulated label noise, specifically, for CIFAR-10, the

asymmetric noisy labels are generated by flipping truck → automobile, bird → air-

plane, deer → horse and cat ↔ dog. For CIFAR-100, the noise flips each class into

the next, circularly within super-classes.

2.8.2 Hyperparameter Sensitivity

Co-matching only has one hyperparameter λ to control the importance weights of

classification loss and matching loss. To tune the hyperparameter λ in our loss func-

tion Eq. (2.3), we search it in [0.05, 0.35, 0.65, 0.95] with a noisy validation set for

optimal performance due to the reliability of noisy validation set (Chen et al., 2021b).
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Figure 2.8: Example of noise transition matrix Q (taking 5 classes and noise ratio 0.4
as an example).

Figure 2.9 shows the influence of λ on CIFAR-10. In the CIFAR-10 with Symmetric-

50% noise case, λ = 0.35 returns the best accuracy. Larger or smaller λ hurt the per-

formance. In the CIFAR-10 with Symmetric-80% noise case, a larger λ gets a better

accuracy, and λ = 0.95 achieves the best performance. It verifies the motivation of

our loss function: under high-levels of label noise, the model is hard to get enough

supervision from noisy labels if we only use the classification loss, more weights on

matching loss is required to achieve good performance.

2.8.3 Comparision with Existing Methods

We compare Co-matching to other existing methods in Table 2.8.3.

2.8.4 Hard Pseudo-labeling in Matching Loss

Using hard pseudo-labeling for matching loss helps the model converge. We report the

results in Table 2.8.3. We find that when the noise reaches to 80%, the Co-matching
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Figure 2.9: Results of Co-matching with different λ on CIFAR-10 with 50% and 80%
symmetric label noise.

does not converge with soft pseudo-labeling. In order to improve the stability of our

approach, we use hard pseudo-labeling for matching loss in Eq. (2.5).
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Decoupling Co-teaching Co-teaching+ JoCoR Co-matching

cross update × √ √ × ×
joint update × × × √ √
divergence

√ × √ × √
augmentation anchoring × × × × √

noise rate × √ √ √ ×

Table 2.3: Comparison of state-of-the-art and related techniques with our approach.
In the first column, “cross update”: updating parameters in a cross manner instead
of a parallel manner; “joint update”: updating the two networks parameters jointly.
“divergence”: keeping two classifiers diverged during the whole training procedure.
“augmentation anchoring”: encouraging the predictions of a strongly-augmented im-
age to be close to the predictions from a weakly-augmented version of the same image.
“noise rate”: need a ground truth noise rate or an estimated noise rate.

Hard pseudo-labeling Soft pseudo-labeling
Symmetric-20% 90.07 ± 0.16 89.81 ± 0.29
Symmetric-80% 58.86 ± 1.54 9.98 ± 0.00

Table 2.4: Average test accuracy (%) on CIFAR-10.
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3.3 Introduction

The recent success of deep neural networks (DNNs) for vision tasks owes much to

the availability of large-scale, correctly annotated datasets. However, obtaining such

high-quality datasets can be extremely expensive, and sometimes even impossible.

The common approaches, such as web queries (Li et al., 2017) and crowdsourcing

(Song et al., 2019), can easily provide extensive labeled data, but unavoidably in-

troduce noisy labels. Existing studies (Arpit et al., 2017; Zhang et al., 2018a) have

demonstrated that DNNs can easily overfit noisy labels, which deteriorates the gen-

eralization performance. Thus, it is essential to develop noise-robust algorithms for

learning with noisy labels.

Given a noisy training set consisting of clean samples and mislabeled samples, a

common category of approaches (Reed et al., 2015; Arazo et al., 2019; Zhang et al.,

2020) to mitigating the negative influence of noisy labels is to identify and correct

the mislabeled samples. However, the correction procedure in these methods only

updates the noisy labels using the model prediction from the most recent training

epoch directly, thus it may suffer from the false correction as the model predictions

for noisy samples tend to fluctuate. Take a bird image mislabeled as an airplane as

an example. During the training, the clean bird samples would encourage the model

to predict a given bird image as a bird, while the bird images with airplane labels

regularly pull the model back to predict the bird as an airplane. Hence, the model

prediction gathered in one training epoch may change back and forth between bird

and airplane, resulting in false correction.

We investigate the reason for performance degradation by analyzing the memo-

rization behavior of the DNNs models. We observe that there exists a turning point
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during training. Before the turning point, the model only learns from easy (clean)

samples, and thus model prediction is likely to be consistent with clean samples. Af-

ter the turning point, the model increasingly memorizes hard (mislabeled) samples.

Hence model prediction oscillates strongly on clean samples. Triggered by this ob-

servation, we seek to make the model retain the early-learning memory for consistent

predictions on clean samples even after the turning point.

In this paper, we propose self-ensemble label correction (SELC), which potentially

corrects noisy labels during training thus preventing the model from being affected

by the noisy labels. SELC leverages the knowledge provided in the model predictions

over historical training epochs to form a consensus of prediction (ensemble prediction)

before the turning point. We demonstrate that combining ensemble prediction with

the original noisy label leads to a better target. Accordingly, the model is gradually

refined as the targets become less noisy, resulting in improving performance. However,

it is challenging to find the turning point. Existing works estimate the turning point

based on a test set or noise information, which are unobservable in practice. We

propose a metric to estimate the turning point only using training data, allowing

us to select a suitable initial epoch to perform SELC. Overall, our contributions are

summarized as follows:

� We propose a simple and effective label correction method SELC based on self-

ensembling.

� We design an effective metric based on unsupervised loss modeling to detect

the turning point without requiring the test set and noise information.

� SELC achieves superior results and can be integrated with other techniques

such as mixup (Zhang et al., 2018b) to further enhance the performance.
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Figure 3.1: Plots (a) and (b) show the training and test accuracy on CIFAR-10
with different ratios of label noise using cross-entropy (CE) loss. We investigate the
memorization behavior of DNNs on CIFAR-10 with 60% label noise using CE loss and
SELC. Plot (c) and (e) show the fraction of clean samples that are predicted correctly
(blue) and incorrectly (black). Plot (d) and (f) show the fraction of mislabeled samples
that are predicted correctly (blue), memorized (i.e. the prediction equals to the wrong
label, shown in red), and incorrectly predicted as neither the true nor the given
wrong label (black). Compared to CE, SELC effectively prevents memorization of
mislabeled samples and refines the model to attain correct predictions on both clean
and mislabeled samples.

3.4 Related Work

We briefly discuss the existing methods that do not require a small set of clean data

(as opposed to (Xiao et al., 2015)).

Robust loss functions. Some methods aim to develop loss functions that are

robust to label noise, including GCE (Zhang and Sabuncu, 2018), LDMI (Xu et al.,

2019), SCE (Wang et al., 2019) and NCE (Ma et al., 2020). Loss correction.
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Patrini et al. (2017) focus on correcting the loss function explicitly by estimating

the noise transition matrix. Sample selection. Co-training-based methods (Han

et al., 2018; Lu et al., 2022) maintain two networks, and each network is trained

on low-risk samples which are selected by its peer network based on the small-loss

criterion. Regularization. These methods (Liu et al., 2020; Lu et al., 2021) prevent

memorization of mislabeled samples by using a regularizer. Label filtering. SELF

(Nguyen et al., 2020) filters the mislabeled samples by ensemble predictions to improve

the performance. Label correction. Joint Opt (Tanaka et al., 2018) and PENCIL

(Yi and Wu, 2019) replace the noisy labels with soft (i.e. model probability) or hard

(i.e. to one-hot vector) pseudo-labels. Bootstrap (Reed et al., 2015) and M-correction

(Arazo et al., 2019) correct the labels by using a convex combination of noisy labels

and the model prediction. PLC (Zhang et al., 2020) updates the noisy labels of high

confident samples with model predictions.

Our method is related to label correction. Compared with existing methods, we

focus on using ensemble prediction based on historical model outputs to correct the

noisy labels, rather than only using prediction from the most recent training epoch.

Our approach is straightforward and yields superior performance. Furthermore, our

technique can be employed as an add-on component to further enhance the other

approaches in challenging cases.

3.5 Preliminaries

Supervised Classification. Considering a supervised classification problem with

C classes, suppose X ∈ Rd be the input space, Y ∈ {0, 1}C is the ground-truth

label space in a one-hot manner. In practice, the joint distribution P over X × Y is
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unknown. We have a training set D = {(xi,yi)}Ni=1 which are independently sampled

from P . Assume a mapping function class F wherein each f : X → RC maps the

input space to C-dimensional score space, we seek f ∗ ∈ F that minimizes an empirical

risk 1
N

∑N
i=1 `(yi, f(xi)) for a certain loss function `.

Learning with Noisy Labels. Our goal is to learn from a noisy training distribu-

tion Pη where the labels are corrupted, with probability η, from their true distribution

P . Given a noisy training set D̂ = {(xi, ŷi)}Ni=1, the observable noisy label ŷi has a

probability of η to be incorrect. Suppose the mapping function f is a deep neural

network classifier parameterized by Θ. f maps an input xi to C-dimensional logits

zi = f(xi,Θ). We obtain conditional probability of each class by using a softmax

function S(·), thus pi = S(zi). Then the empirical risk on D̂ using cross-entropy loss

is

Lce =
1

N

N∑

i=1

`ce(ŷi,pi) = − 1

N

N∑

i=1

(ŷi)
> log(pi). (3.1)

When optimizing Lce by stochastic gradient descent (SGD), the DNNs have been

observed to completely fit the training set including mislabeled samples eventually

(see Figure 3.1 (a)), resulting in the test performance degradation in the later stage

of training (see Figure 3.1 (b)).

Noise Models. The generation of real-world label noise is unpredictable, a common

methodology to cope with noisy labels is to posit a noise model and design robust

algorithms under this model. Then we evaluate the algorithms on the real-world

datasets to see their effectiveness. A common noise model is class-conditional noise
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(Natarajan et al., 2013), wherein label noise is independent of input features and

true label is corrupted by either a symmetric or asymmetric noise transition matrix

(details are in Section 3.7.1). Recently, another label noise model, named instance-

dependent noise (Zhang et al., 2020; Chen et al., 2021a), is proposed, in which the

noise not only depends on the class but also the input feature.

3.6 Our Method

3.6.1 Memorization Behavior

Our motivation stems from the memorization behavior of DNNs when trained with

noisy labels. In Figure 3.1 (c), we observe that for clean samples, the model predicts

them correctly with the increase of epochs. For mislabeled samples in Figure 3.1 (d),

the model predicts the true labels correctly for most mislabeled samples in the early

stage (high blue line), even though the model begins making incorrect predictions

because of the memorization of wrong labels (increasing red line). Since the model

predictions are relatively correct for both mislabeled and clean samples in the early

stage, can these reliable model predictions help correct the noisy labels?

3.6.2 Ensemble Prediction

To alleviate the impact of noisy labels, existing work Bootstrap (Reed et al., 2015)

proposes to generate soft target by interpolating between the original noisy distri-

butions and model predictions by βŷ + (1 − β)p, where β weights the degree of
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interpolation. Thus the cross-entropy loss using Bootstrap becomes

Lbs = − 1

N

N∑

i=1

(
βŷi + (1− β)pi

)>
log(pi). (3.2)

However, applying a static weight (e.g. β = 0.8) to the prediction limits the correction

of a hypothetical noisy label. Although another work M-correction (Arazo et al., 2019)

makes β dynamic for different samples, the one-step correction based solely on the

model predictions at the most recent training epoch still easily incurs false correction.

Since the predictions gathered in a single training epoch for correction is sub-

optimal, we generate the ensemble prediction p̃ for each sample, aggregating the pre-

dictions over multiple previous epochs by exponential moving average. Let’s denote

the model prediction in epoch k as p[k−1]. In epoch k, we have ensemble prediction

p̃[k] =





0 if k = 0

αp̃[k−1] + (1− α)p[k], if k > 0
(3.3)

where 0 ≤ α < 1 is the momentum. Based on the Eq. (3.3), we can derive the

ensemble prediction in k-th epoch as p̃[k] =
∑k

j=1(1 − α)αk−jp[j]. Although ensem-

ble prediction requires a new hyperparameter α and auxiliary memory to record, it

maintains a more stable and accurate prediction, especially for mislabeled samples.

3.6.3 Self-Ensemble Label Correction

We seek to utilize the ensemble predictions to progressively enhance the targets in

loss function. There are two options to be considered.

� Option I. Directly use ensemble prediction as the target.
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� Option II. Preserve the original noisy label, and combine it with ensemble pre-

diction as the target.

The first option is widely adopted in semi-supervised learning, as the ensemble predic-

tion learned from the labeled inputs can be used as targets for the unlabeled inputs.

However, in the noisy labels setting, the model needs supervisions from noisy labels as

no extra clean samples are provided. We would compare these two options in Section

3.7.4. In SELC, we choose the second option. Specifically, for each training sample,

we initialize the soft target t using original noisy label ŷ. Then we update t in each

training epoch k by

t[k] =





ŷ if k = 0

αt[k−1] + (1− α)p[k]. if k > 0
(3.4)

Based on the Eq. (3.4), we rewrite above equation as

t[k] = αkŷ︸︷︷︸
first term

+
k∑

j=1

(1− α)αk−jp[j].

︸ ︷︷ ︸
second term

(3.5)

The first term preserves the original noisy labels with exponential decaying weights

αk. The second term is exactly the ensemble prediction at epoch k. Therefore, in

training epoch k, the loss of SELC becomes

Lselc = − 1

N

N∑

i=1

(
αkŷi +

k∑

j=1

(1− α)αk−jpi[j]

)>
log(pi)

= − 1

N

N∑

i=1

αk(ŷi)
> log(pi)−

1

N

N∑

i=1

( k∑

j=1

(1− α)αk−jpi[j]

)>
log(pi) (3.6)
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Figure 3.2: We train ResNet34 on the CIFAR-10 with 60% symmetric noise using
CE loss and investigate the loss distribution. Top row: The normalized loss distribu-
tion over different training epochs. Bottom row: The corresponding mixture model
after fitting a two-component GMM to loss distribution. Two components gradually
separate at the beginning and start to merge after the turning point (red box).

where pi[j] denotes the model prediction in epoch j for input xi. The first loss term is

actually the cross-entropy loss Lce but weighed by αk. With the increase of training

epoch k, αk becomes smaller. Thus Lselc is less and less reliant on original noisy labels.

The second loss term maintains an exponential moving average of historical prediction

as target, and penalizes model predictions that are inconsistent with this target. As

a consequence, SELC effectively prevents memorization of mislabeled samples (low

red line in Figure 3.1 (f)) and attains superior performance.

3.6.4 Estimation of Turning Point

In semi-supervised learning, the initial epoch to perform ensemble prediction is not

crucial as the supervision from the clean set guides the model to predict consistent

prediction throughout the training. Comparatively, in our scenario, the model would

overfit to noisy labels, causing the model predictions to deteriorate. Therefore, it is

essential to select the initial epoch in SELC before the turning point T , at which the
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model starts to memorize mislabeled samples.

We can clearly observe the occurrence of turning point by monitoring the test

accuracy drop (Figure 3.1 (b)). However, the test set is unobservable in practice. The

way to accurately identify the turning point without a test set and noise information

remains challenging and underexplored.

In this paper, we propose three metrics and choose the optimal one to estimate

the turning point by modeling training samples’ loss distribution without requiring

a clean test set. Due to the memorization behavior of DNNs, the clean samples

tend to have smaller loss values than the mislabeled samples in early stage. We

analyze the normalized loss distribution over different training epochs in Figure 3.2

top row. Intriguingly, the two distributions are merged at the initialization, then start

to separate, but resume merging after the turning point. Therefore, we propose to

estimate the turning point by finding the epoch that has the largest distance between

two distributions. To model these two distributions, we use two unsupervised learning

approaches: Gaussian Mixture Model (GMM) (Permuter et al., 2006) and K-Means.

Metric 1 and Metric 2. We fit a two-component GMM to loss distribution (in

Figure 3.2 bottom row). The probability density function (pdf) of GMM with M

components on the per sample loss value ` can be defined as P (`) =
∑M

m=1 πmN (` |

µm, σ
2
m),

∑M
m=1 πm = 1, where πm is the coefficient for the linear convex combination

of each individual pdf N (` | µm, σ2
m). We use the Expectation-Maximization (EM)

algorithm to estimate the πm, µm and σ2
m. For Metric 1, we directly calculate the

distance between two components by

M1 =| µ1 − µ2 | . (3.7)
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Figure 3.3: Three metrics on CIFAR-10 with different ratios of noise.

For Metric 2, we calculate the Kullback–Leibler (KL) divergence of two components

as distance.

M2 = log
σ2

σ1

+
σ2

1 + (µ1 − µ2)2

2σ2
2

− 1

2
. (3.8)

Metric 3. We fit two clusters by K-Means on the loss distribution. Then we cal-

culate the distance between two cluster centroids S1 and S2 as the Metric 3.

M3 =| S1 − S2 | . (3.9)

When we train the DNNs with noisy labels, we monitor these three metrics. Once

they achieve the maximum value, the corresponding epoch is likely to be the turning

point T . We compare three metrics on CIFAR-10 with label noise in Figure 3.3. M1

is the most reliable and stable one since its corresponding epoch of maximum value

precisely aligns with the epoch when test accuracy starts to drop in Figure 3.1 (b) in

all noise cases. We put pseudocode of SELC in Algorithm 2.
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Algorithm 2: SELC pseudocode.

1 Input: DNNs f(Θ), training data D̂ = {(xi, ŷi)}Ni=1, Estimated turning
point T , total epoch Tmax, hyperparameter α

2 Let target t = ŷ ;
3 Select an initial epoch Te < T (e.g. Te = T − 10) ;
4 while epoch e < Tmax do
5 if epoch e < Te then
6 Train f(Θ) by CE loss in Eq. (3.1) using SGD

7 else
8 Update t by Eq. (3.5)
9 Train f(Θ) by SELC loss in Eq. (3.6) using SGD

10 Output: Optimized DNN f(Θ∗)

3.7 Experiments

This section, first, investigates the effectiveness of the proposed SELC for classification

with class-conditional noise (Section 3.7.1), instance-dependent noise (Section 3.7.2)

and real-world noise (Section 3.7.3). This is followed by several empirical analyses

(Section 3.7.4) to shed light on SELC.

3.7.1 Class-conditional Label Noise

Datasets and Networks. We conduct the experiments with class-conditional la-

bel noise on CIFAR-10 and CIFAR-100 (Krizhevsky et al., 2009). Given these two

datasets are initially clean, we follow (Patrini et al., 2017) to inject noise by label

transition matrix Q, where Qij = Pr[ŷ = j | y = i] denotes the probability that

noisy label ŷ is flipped from true label y. We evaluate SELC in two types of noise:

symmetric and asymmetric. Symmetric noise is generated by replacing the labels for

a percentage of the training data with all possible labels uniformly. Asymmetric noise
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Dataset CIFAR-10 CIFAR-100

Class-conditional noise type symm asymm symm asymm

Method/Noise ratio 20% 40% 60% 80% 40% 20% 40% 60% 80% 40%

Cross Entropy 86.98 ± 0.12 81.88 ± 0.29 74.14 ± 0.56 53.82 ± 1.04 80.11 ± 1.44 58.72 ± 0.26 48.20 ± 0.65 37.41 ± 0.94 18.10 ± 0.82 42.74 ± 0.61
Bootstrap (Reed et al., 2015) 86.23 ± 0.23 82.23 ± 0.37 75.12 ± 0.56 54.12 ± 1.32 81.21 ± 1.47 58.27 ± 0.21 47.66 ± 0.55 34.68 ± 1.10 21.64 ± 0.97 45.12 ± 0.57
Forward (Patrini et al., 2017) 87.99 ± 0.36 83.25 ± 0.38 74.96 ± 0.65 54.64 ± 0.44 83.55 ± 0.58 39.19 ± 2.61 31.05 ± 1.44 19.12 ± 1.95 8.99 ± 0.58 34.44 ± 1.93
GCE (Zhang and Sabuncu, 2018) 89.83 ± 0.20 87.13 ± 0.22 82.54 ± 0.23 64.07 ± 1.38 76.74 ± 0.61 66.81 ± 0.42 61.77 ± 0.24 53.16 ± 0.78 29.16 ± 0.74 47.22 ± 1.15
Mixup (Zhang et al., 2018b) 93.58 89.46 78.32 66.32 81.66 69.31 58.12 41.10 18.77 49.61
Joint Opt (Tanaka et al., 2018) 92.25 90.79 86.87 69.16 - 58.15 54.81 47.94 17.18 -
PENCIL (Yi and Wu, 2019) - - - - 91.01 - 69.12 ± 0.62 57.70 ± 3.86 fail 63.61 ± 0.23
NLNL (Kim et al., 2019) 94.23 92.43 88.32 - 89.86 71.52 66.39 56.51 - 45.70
SCE (Wang et al., 2019) 89.83 ± 0.20 87.13 ± 0.26 82.81 ± 0.61 68.12 ± 0.81 82.51 ± 0.45 70.38 ± 0.13 62.27 ± 0.22 54.82 ± 0.57 25.91 ± 0.44 69.32 ± 0.87
M-correction (Arazo et al., 2019) - 92.30 86.10 74.10 - - 70.10 59.50 39.50 -
DAC (Thulasidasan et al., 2019a) 92.91 90.71 86.30 74.84 - 73.55 66.92 57.17 32.16 -
SELF (Nguyen et al., 2020) - 91.13 - 63.59 - - 66.71 - 35.56 -
NCE+RCE (Ma et al., 2020) - 86.02 ± 0.09 79.78 ± 0.50 52.71 ± 1.90 79.59 ± 0.40 - 59.48 ± 0.56 47.12 ± 0.62 25.80 ± 1.12 46.69 ± 0.96
ELR (Liu et al., 2020) 91.16 ± 0.08 89.15 ± 0.17 86.12 ± 0.49 73.86 ± 0.61 90.12 ± 0.47 74.21 ± 0.22 68.28 ± 0.31 59.28 ± 0.67 29.78 ± 0.56 73.26 ± 0.64

SELC (Ours) 93.09 ± 0.02 91.18 ± 0.06 87.25 ± 0.09 74.13 ± 0.14 91.05 ± 0.11 73.63 ± 0.07 68.46 ± 0.10 59.41 ± 0.06 32.63 ± 0.06 70.82 ± 0.09
SELC+ (Ours) 94.97 ± 0.04 93.12 ± 0.08 90.46 ± 0.12 78.62 ± 0.24 92.92 ± 0.10 76.39 ± 0.15 71.73 ± 0.11 64.49 ± 0.15 37.18 ± 0.50 73.58 ± 0.11

Table 3.1: Test accuracy (%) on CIFAR-10/100 with various ratios of class-conditional
label noise injected to the training set. All methods use the same backbone ResNet34.
The average accuracy and standard deviation over 3 trials are reported. The best
results are in bold.

Method/Noise ratio 10% 20% 30% 40%

Cross Entropy 91.25 ± 0.27 86.34 ± 0.11 80.87 ± 0.05 75.68 ± 0.29
Forward (Patrini et al., 2017) 91.06 ± 0.02 86.35 ± 0.11 78.87 ± 2.66 71.12 ± 0.47
Co-teaching (Han et al., 2018) 91.22 ± 0.25 87.28 ± 0.20 84.33 ± 0.17 78.72 ± 0.47
GCE (Zhang and Sabuncu, 2018) 90.97 ± 0.21 86.44 ± 0.23 81.54 ± 0.15 76.71 ± 0.39
DAC (Thulasidasan et al., 2019a) 90.94 ± 0.09 86.16 ± 0.13 80.88 ± 0.46 74.80 ± 0.32
DMI (Xu et al., 2019) 91.26 ± 0.06 86.57 ± 0.16 81.98 ± 0.57 77.81 ± 0.85
SEAL (Chen et al., 2021a) 91.32 ± 0.14 87.79 ± 0.09 85.30 ± 0.01 82.98 ± 0.05

SELC (Ours) 91.63 ± 0.15 88.33 ± 0.16 86.28 ± 0.22 84.23 ± 0.37

Table 3.2: Test accuracy (%) on CIFAR-10 under instance-dependent label noise from
SEAL with different noise ratios. All the compared methods do not use mixup to
boost the performance.

Dataset Noise Cross Entropy
Co-teaching+ GCE SCE LRT PLC

SELC (ours)
(Yu et al., 2019) (Zhang and Sabuncu, 2018) (Wang et al., 2019) (Zheng et al., 2020) (Zhang et al., 2020)

CIFAR-10

Type-I (35%) 78.11 ± 0.74 79.97 ± 0.15 80.65 ± 0.39 79.76 ± 0.72 80.98 ± 0.80 82.80 ± 0.27 86.97 ± 0.15
Type-I (70%) 41.98 ± 1.96 40.69 ± 1.99 36.52 ± 1.62 36.29 ± 0.66 41.52 ± 4.53 42.74 ± 2.14 43.78 ± 2.64
Type-II (35%) 76.65 ± 0.57 77.34 ± 0.44 77.60 ± 0.88 77.92 ± 0.89 80.74 ± 0.25 81.54 ± 0.47 87.06 ± 0.20
Type-II (70%) 45.57 ± 1.12 45.44 ± 0.64 40.30 ± 1.46 41.11 ± 1.92 44.67 ± 3.89 46.04 ± 2.20 46.79 ± 3.06
Type-III (35%) 76.89 ± 0.79 78.38 ± 0.67 79.18 ± 0.61 78.81 ± 0.29 81.08 ± 0.35 81.50 ± 0.50 87.31 ± 0.18
Type-III (70%) 43.32 ± 1.00 41.90 ± 0.86 37.10 ± 0.59 38.49 ± 1.46 44.47 ± 1.23 45.05 ± 1.13 45.57 ± 1.71

CIFAR-100

Type-I (35%) 57.68 ± 0.29 56.70 ± 0.71 58.37 ± 0.18 55.20 ± 0.33 56.74 ± 0.34 60.01 ± 0.43 65.72 ± 0.17
Type-I (70%) 39.32 ± 0.43 39.53 ± 0.28 40.01 ± 0.71 40.02 ± 0.85 45.29 ± 0.43 45.92 ± 0.61 49.72 ± 0.15
Type-II (35%) 57.83 ± 0.25 56.57 ± 0.52 58.11 ± 1.05 56.10 ± 0.73 57.25 ± 0.68 63.68 ± 0.29 66.79 ± 0.18
Type-II (70%) 39.30 ± 0.32 36.84 ± 0.39 37.75 ± 0.46 38.45 ± 0.45 43.71 ± 0.51 45.03 ± 0.50 52.65 ± 0.26
Type-III (35%) 56.07 ± 0.79 55.77 ± 0.98 57.51 ± 1.16 56.04 ± 0.74 56.57 ± 0.30 63.68 ± 0.29 66.41 ± 0.17
Type-III (70%) 40.01 ± 0.18 35.37 ± 2.65 40.53 ± 0.60 39.94 ± 0.84 44.41 ± 0.19 44.45 ± 0.62 49.85 ± 0.36

Table 3.3: Test accuracy (%) on CIFAR under different types of PMD noise with
various levels. The average accuracy and standard deviation over 3 trials are reported.
All above methods do not use mixup to boost the performance for fair comparison.
The best results are in bold.
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Method Accuracy

Cross Entropy 79.40 ± 0.14
Nested (Chen et al., 2021c) 81.30 ± 0.60
SELFIE (Song et al., 2019) 81.80 ± 0.09
PLC (Zhang et al., 2020) 83.40 ± 0.43

SELC (ours) 83.73 ± 0.06

Table 3.4: The accuracy (%) results on ANIMAL-10N.

Method Accuracy

Cross Entropy 68.94
Forward (Patrini et al., 2017) 69.84
SEAL (Chen et al., 2021a) 70.63
SCE (Wang et al., 2019) 71.02
LRT (Zheng et al., 2020) 71.74
DMI (Xu et al., 2019) 72.27
ELR (Liu et al., 2020) 72.87
Nested (Chen et al., 2021c) 73.10
PENCIL (Yi and Wu, 2019) 73.49
PLC (Zhang et al., 2020) 74.02

SELC (ours) 74.01

Table 3.5: The accuracy (%) results on Clothing1M.

is designed to mimic the structure of real-world label noise, where the annotators are

more likely to make mistakes only within very similar classes (e.g. deer → horse and

cat ↔ dog). We use the ResNet34 He et al. (2016a) as backbone for both datasets,

and train the model using SGD with a momentum of 0.9, a weight decay of 0.001,

and a batch size of 128. The network is trained for 200 epochs. We set the initial

learning rate as 0.02, and reduce it by a factor of 10 after 40 and 80 epochs. We fix

Method
Webvision ILSVRC12

top1 top5 top1 top5

Forward (Patrini et al., 2017) 61.12 82.68 57.36 82.36
Co-teaching (Han et al., 2018) 63.58 85.20 61.48 84.70
Iterative-CV (Chen et al., 2019) 65.24 85.34 61.60 84.98
RSL (Gui et al., 2021) 65.64 85.72 62.04 84.84
CRUST (Mirzasoleiman et al., 2020) 72.40 89.56 67.36 87.84

SELC (ours) 74.38 90.66 70.85 90.74

Table 3.6: The accuracy (%) results on (mini) Webvision.
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hyperparameter α = 0.9. More discussions on α are in Section 3.7.4. Note that we

do not perform early stopping since we don’t assume the presence of clean validation

data. All test accuracy are recorded from the last epoch of training.

Baselines: We compare SELC with the state-of-the-art methods, including Forward

(Patrini et al., 2017), GCE (Zhang and Sabuncu, 2018), Mixup (Zhang et al., 2018b),

Joint Opt (Tanaka et al., 2018), PENCIL (Yi and Wu, 2019), NLNL (Kim et al., 2019),

SCE (Wang et al., 2019), M-correction (Arazo et al., 2019), DAC (Thulasidasan et al.,

2019a), SELF (Nguyen et al., 2020), NCE+RCE (Ma et al., 2020) and ELR (Liu et al.,

2020).

Improving Other Methods. In comparison to the original noisy labels, we obtain

cleaner targets t after using SELC. Therefore, SELC can be easily integrated with

other methods. For fair comparison with the existing approaches (e.g. M-correction

and NLNL) that use mixup or multiple stages of training to boost the performance, we

propose SELC+ which uses the corrected labels from SELC to retrain an initialized

DNNs using mixup.

Results. Table 3.1 shows the results on CIFAR with different types and levels of

class-conditional label noise. SELC achieves excellent performance compared to the

methods that only modify the training loss without extra techniques to boost the

performance. When integrated with mixup data augmentation, SELC+ achieves the

best performance across most noise ratios, demonstrating the effectiveness of the

proposed method on class-conditional label noise.
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3.7.2 Instance-dependent Label Noise

Datasets and Networks. We follow the recent works SEAL (Chen et al., 2021a)

and PLC (Zhang et al., 2020) to inject instance-dependent label noise to CIFAR.

SEAL generates the controllable label noise based on the assumption that ‘hard’ (low

confidence) samples are more likely to be mislabeled. PLC introduces Polynomial

Margin Diminishing (PMD) noise which allows arbitrary noise strength in a wide

buffer near the decision boundary. For fair comparison with SEAL, we use the same

network architecture Wide ResNet28×10. As for PMD noise, we use the same network

architecture PreAct ResNet34 as PLC.

Results. Table 3.2 shows the results on instance-dependent label noise from SEAL.

Our approach consistently achieves the best generalization performance over different

noise ratios. The larger the noise ratio is, the more improvement SELC obtains.

Table 3.3 lists the performance of different methods under three types of PMD noise

at noise level 35% and 70%. We observe that the proposed method outperforms

baselines across different noise settings. When the noise level is high, performances of

a few baselines deteriorate and become worse than the standard (CE) approach. In

contrast, the improvement of SELC is substantial (∼10% in accuracy) for the more

challenging CIFAR-100 with 70% label noise.

3.7.3 Real-world Label Noise

Datasets and Networks. We use ANIMAL-10N (Song et al., 2019), Clothing1M

(Xiao et al., 2015) and Webvision (Li et al., 2017) to evaluate the performance of SELC
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under the real-world label noise settings. ANIMAL-10N contains human-labeled on-

line images for 10 animals with confusing appearance. The estimated label noise

rate is 8%. Clothing1M consists of 1 million images collected from online shopping

websites with labels generated from surrounding texts. The estimated label noise

rate is 38.5%. WebVision contains 2.4 million images crawled from the web using the

1,000 concepts in ImageNet ILSVRC12. The estimated label noise rate is 20%. For

ANIMAL-10N, we use VGG-19 with batch normalization. For Clothing1M, we use

ResNet50 pretrained on ImageNet. For Webvision, we use InceptionResNetV2. Note

that all the compared method do not use mixup to boost the performance for fair

comparison.

Results. Table 3.4, Table 3.5 and Table 3.6 show the results on ANIMAL-10N,

Clothing1M and Webvision respectively. On ANIMAL-10N and Webvision, our ap-

proach outperforms the existing baselines. On Clothing1M, SELC achieves the com-

parable performance to PLC, despite its simplicity.

3.7.4 Empirical Analysis

Correction Accuracy. The key idea of SELC is to correct the original noisy labels.

We analyze the quality of the new target t by calculating its correction accuracy:

1
N

∑N
i 1{arg maxyi = arg max ti}, where yi is the true label of xi. Figure 3.4 (a)

shows the correction accuracy of the Option I and Option II (SELC). We observe

SELC achieves higher accuracy than Option I and correction accuracy is stable with

the increase of training epochs. Figure 3.5 shows the confusion matrix of corrected

labels w.r.t the true labels on CIFAR-10 with 40% symmetric label noise. SELC

corrects the noisy labels impressively well for all classes.
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Figure 3.4: (a). Correction accuracy of Option I and Option II on CIFAR-10 with
40% (solid lines) and 80% (doted lines) symmetric noise. (b). Sensitivity of α.

Hyperparameter Sensitivity. In SELC, we have one hyperparameter α in Eq.

(3.6) to control the momentum in self-ensemble. Figure 3.4 (b) shows the test accu-

racy when using different α ∈ {0.85, 0.9, 0.95} on CIFAR-10. We observe that the

sensitivity to hyperparameter α is quite mild.

3.8 Conclusion

We propose a simple and effective method SELC to improve learning with noisy labels.

SELC leverages the model predictions of previous epochs to correct the noisy labels,

thus preventing the model from overfitting to noisy labels. By evaluating SELC

on different types of label noise, we observe its superior performance over existing

approaches.
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Figure 3.5: (a). Confusion matrix of original noisy label w.r.t true labels on CIFAR-
10 with 40% symmetric label noise. (b). Confusion matrix of corrected labels w.r.t
true labels after using SELC. The numbers from 0 to 9 represent different classes in
CIFAR-10 (e.g. 0 → airplane, 1 → automobile, . . . , 9 → truck).

3.9 Appendix

3.9.1 Training Details on Class-conditional Label Noise.

Preprocessing. We apply the standard data augmentation on CIFAR-10/100: hor-

izontal random flip and 32 × 32 random crop after padding 4 pixels around im-

ages. The standard normalization with mean=(0.4914, 0.4822, 0.4465), std=(0.2023,

0.1994, 0.2010) is applied before feeding images to the network.

We conduct the experiments with class-conditional label noise on CIFAR-10 and

CIFAR-100 (Krizhevsky et al., 2009). Given these two datasets are initially clean,

we follow (Patrini et al., 2017) to inject noise by label transition matrix Q, where

Qij = Pr[ŷ = j | y = i] denotes the probability that noisy label ŷ is flipped from

clean label y. We evaluate SELC in two types of noise: symmetric and asymmetric.

Symmetric noise is generated by randomly replacing the labels for a percentage of
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the training data with all possible labels. Asymmetric noise is designed to mimic

the structure of real-world label noise, where the annotators are more likely to make

mistakes only within very similar classes (e.g. deer → horse and cat ↔ dog). We use

the ResNet34 as backbone for both datasets, and train the model using SGD with a

momentum of 0.9, a weight decay of 0.001, and a batch size of 128. The network is

trained for 200 epochs. We set the initial learning rate as 0.02, and reduce it by a

factor of 10 after 40 and 80 epochs. For parameter α in SELC, we fix α = 0.9. Note

that we do not perform early stopping since we don’t assume the presence of clean

validation data. All test accuracy are recorded from the last epoch of training. The

illustration of SELC+ are shown in Figure 3.6.

3.9.2 Training Details on Instance-dependent Label Noise.

For instance-dependent noise from SEAL, we use the same network architecture Wide

ResNet28×10 (Zagoruyko and Komodakis, 2016). Models are trained for 150 epochs

with a batch size of 128 and we report the test accuracy at the last epoch. We use

SGD with a momentum of 0.9 and a weight decay of 5 × 10−4. We use SGD with a

momentum of 0.9 and a weight decay of 5× 10−4. The learning rate is initialized as

0.1 and is divided by 5 after 60 and 120 epochs. We report the test accuracy at the

last epoch.

As for PMD noise, we evaluate SELC on three types of label noise from the PMD

noise family for consistency with PLC. We use the same network architecture PreAct

ResNet34 (He et al., 2016b) as PLC. We use SGD with a momentum of 0.9 and a

weight decay of 5× 10−4. For noise on CIFAR-10, models are trained for 150 epochs

with a batch size of 128. The learning rate is initialized as 0.1 and is divided by 5
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after 60 and 120 epochs. For noise on CIFAR-100, models are trained for 200 epochs

with a batch size of 128. The learning rate is initialized as 0.02 and is divided by 10

after 40 and 80 epochs.

3.9.3 Training Details on Real-world Label Noise

Preprocessing. Following (Zhang et al., 2020), for ANIMAL-10N, we apply normal-

ization and regular data augmentation (i.e. horizontal flip) on the training sets. The

standard normalization with mean=(0.485, 0.456, 0.406), std=(0.229, 0.224, 0.225)

is applied before feeding images to the network. For Clothing1M and Webvision, we

apply normalization and regular data augmentation (i.e. random crop and horizontal

flip) on the training sets. The cropping size is consistent with existing works (Liu

et al., 2020). Specifically, 224 Ö 224 for Clothing 1M (after resizing to 256 Ö 256), and

227 Ö 227 for Webvision. The standard normalization with mean=(0.6959, 0.6537,

0.6371), std=(0.3113, 0.3192, 0.3214) for Clothing1M and mean=(0.485, 0.456, 0.406),

std=(0.229, 0.224, 0.225) for Webvision.

ANIMAL-10N contains 50,000 human-labeled online images for 10 animals with

confusing appearance. The estimated label noise rate is 8%. There are 50,000 training

and 5,000 testing images. Following (Song et al., 2019), we use VGG-19 with batch

normalization and train it using SGD with a weight decay 0.001, batch size 128 and

initial learning rate 0.1, which is reduced by a factor of 5 after 50 and 75 epochs

(100 epochs in total). We repeat the experiments with 3 random trials and report

the mean value and standard deviation. All test accuracy are recorded from the last

epoch of training.

Clothing1M consists of 1 million training images collected from online shopping
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websites. The labels are generated by using the surrounding texts of the images that

are provided by the sellers and thus contain many wrong labels. The estimated label

noise rate is 38.5%. It also contains 50k, 14k, and 10k of clean data for training,

validation, and testing, respectively. Note that we do not use the 50k clean data in

our training process. We use ResNet50 (He et al., 2016a) pretrained on ImageNet

and train it using SGD with a momentum 0.9, weight decay 0.001, batch size 64 and

initial learning rate 0.01, which is reduced by a factor of 10 after 10 and 20 epochs (30

epochs in total). For each epoch, we sample 2000 mini-batches from the training data

ensuring that the classses of the noisy labels are balanced. We report the accuracy

on the test set when the performance on the validation set is optimal.

Webvision contains 2.4 million images crawled from the web using the 1,000 concepts

in ImageNet ILSVRC12. The estimated label noise rate is 20%. Following (Chen

et al., 2019), we use the first 50 classes of Google image subset for training and test

on the corresponding 50 classes of WebVision (approximate 66K) and ILSVRC-2012

validation set. We use InceptionResNetV2 (Szegedy et al., 2016) and train it using

SGD with a momentum 0.9, weight decay 0.0005, batch size 32 and initial learning

rate 0.01, which is reduced by a factor of 10 after 40 and 80 epochs (100 epochs

in total). We report the accuracy on the Webvision validation set and ImageNet

ILSVRC-2012 validation set.
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Training data

Image Label

DNNs

Train with SELC

Corrected Label

Initialized DNNs

Train with Mixup

(a) (b)

Training data

Figure 3.6: (a): We train the DNNs with SELC and get the corrected label t. (b):
We train an initialized DNNs with mixup using the corrected labels from (a).
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Chapter 4

Noise Attention Learning

4.1 Citation and Main Contributor

Lu, Yangdi, Bo, Yang and He, Wenbo. “Noise Attention Learning.” Accepted to

NeurIPS 2022.

The main contributor to this paper is the first author - Yangdi Lu (contributes more

than 80%).

4.2 Introduction

With the emergence of highly-curated datasets such as ImageNet (Deng et al., 2009)

and CIFAR (Krizhevsky et al., 2009), deep neural networks (DNNs) have achieved

remarkable performance on many classification tasks. However, in real-world appli-

cations, it is extremely time-consuming and expensive, sometimes even impossible to

label a new large-scale dataset containing fully correct annotations. To alleviate this

problem, one may obtain the data with lower quality annotations efficiently through
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Figure 4.1: The results of training a ResNet34 He et al. (2016b) with cross entropy
(CE) loss and our proposed method on the CIFAR-10 with 40% symmetric noise.
Plots (a) and (c) show the fraction of clean samples that are predicted correctly
(green) and incorrectly (red). In contrast, plots (b) and (d) show the fraction of mis-
labeled samples that are predicted correctly (green), memorized (i.e. the prediction
equals the wrong label, shown in blue), and incorrectly predicted as neither the true
nor the labeled class (red). For clean samples, both models predict them correctly
with the increasing of epochs. However, for mislabeled samples in plot (b), the model
trained with CE loss first predicts the true labels correctly, but eventually memorizes
all mislabeled samples. In contrast, our approach prevents memorization of misla-
beled samples, allowing the model to continue learning the clean samples to attain
high accuracy on all samples.

online keywords queries (Li et al., 2017) or crowdsourcing (Yu et al., 2018), but noisy

labels (e.g. a cat image is mislabeled as dog) are inevitably introduced consequently.

Previous studies (Zhang et al., 2018a) demonstrate that noisy labels in training data

are problematic for deep neural networks, resulting in overfitting and performance

degradation. Therefore, designing robust algorithms against noisy labels is of great

practical importance.

Given the training data consists of clean (correctly labeled) samples and misla-

beled samples, DNNs have been observed to correctly predict the true labels for all

training samples during a early learning stage, and then start to make incorrect pre-

dictions as it gradually memorizes the mislabeled samples (Arpit et al., 2017; Liu

et al., 2020) (see Figure 4.1(a) and 4.1(b)). Based on this empirical finding, many

existing approaches (Han et al., 2018; Arazo et al., 2019; Li et al., 2020a; Pleiss et al.,

75



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

2020) use the training loss or prediction confidence to identify mislabeled samples

in the early learning stage, i.e., the samples with small loss or high confidence are

more likely to be clean samples. After dividing the samples into clean and mislabeled

sets, one can train the model only based on clean set (Han et al., 2018; Pleiss et al.,

2020), or correct these mislabeled samples by pseudo-labels (Arazo et al., 2019), or

treat them as unlabeled samples and train the model using semi-supervised learning

algorithms (Li et al., 2020a). However, these methods involve sophisticated training

procedure modifications and sometimes require high computational costs.

In this paper, we propose Noise Attention Learning (NAL) which enjoys simplicity

and universality from a new perspective. The core idea behind NAL is to let the model

automatically differentiate the mislabeled samples from clean samples, and prevent

the memorization of mislabeled samples in training. Since the memorization of DNNs

has a preference for clean samples, the predictive power of a sample’s representation

aligns with its label cleanliness (Arpit et al., 2017). To transform this qualitative

observation into a quantitive measure, we introduce an attention branch that out-

puts scalar attention weights to indicate the predictive power of representations. We

incorporate the attention weights in our loss function, so that the attention branch

can be learned to divide samples, i.e., clean samples are learned to be associated with

large weights, while mislabeled ones with small weights. In this way, the proposed

method does not require extra steps (e.g. modeling loss distribution (Arazo et al.,

2019; Li et al., 2020a), selecting small-loss samples (Han et al., 2018)) to separate the

training set, effectively simplifying the training procedure. Theoretically, we demon-

strate that NAL neutralizes the effect of the mislabeled samples on the gradient and

ensures the contribution of clean samples to the whole gradient remains dominant,
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thereby preventing the deep neural networks from overfitting mislabeled samples.

The proposed method has a similar effect on gradients as a regularization method

ELR (Liu et al., 2020). In general, the performance of pure regularization methods

cannot be compared to complex methods. Despite that the regularization methods

can effectively hinder the memorization of mislabeled samples, the limited number

of clean samples makes the model not rich enough to generalize effectively to the

held-out data. To solve this problem, ELR uses temporal ensembling (Laine and

Aila, 2016) to estimate the targets in its loss function to generate more clean labels

for improving performance. Similarly, instead of directly using noisy labels as target

distribution in our loss function, we adopt SELC (Lu and He, 2022) to estimate the

targets, allowing the generation of more clean labels for learning sufficiency.

Empirically, we show that the proposed approach achieves better robustness than

the state-of-the-art methods on two benchmarks (CIFAR-10/100 (Krizhevsky et al.,

2009)) with simulated label noise and three challenging datasets in noisy label litera-

ture (ANIMAL-10N (Song et al., 2019), Clothing1M (Xiao et al., 2015) and Webvision

(Li et al., 2017)) with real-world label noise. To better understand our method, we

conduct many empirical analyses, including memorization analysis, gradient analysis,

attention weights, quality of targets, hyperparameter sensitivity and ablation study,

to verify our theoretical explanations and design goals.

4.3 Preliminaries

Classification with Noisy Labels. Consider the K-class classification problem in

noisy-label scenario, the ground truth label y is unobservable. We only have a noisy

training set D̂ = {(x[i], ŷ[i])}Ni=1, where x[i] is an input and ŷ[i] ∈ Y = {1, . . . , K} is
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the corresponding noisy label. We denote ŷ[i] ∈ {0, 1}K as one-hot vector of noisy

label ŷ[i]. A DNN Nθ maps an input x[i] to a K-dimensional logits and then feeds

the logits to a softmax function to obtain p[i] of the conditional probability of each

class. θ denotes the parameters of the DNN and z[i] ∈ RK×1 denotes the logits

(i.e. pre-softmax output). We refer to it as prediction branch in this work. We

have z[i] = Nθ(x[i]) and p[i] = softmax(z[i]). Without knowing the ground truth

joint probability distribution P (x, y), the cross-entropy (CE) loss is often used as

empirical risk to measure how well the model fits the training set D̂ as follows:

Lce =
1

N

N∑

i=1

`ce(ŷ
[i],p[i]) = − 1

N

N∑

i=1

(ŷ[i])> log(p[i]). (4.1)

Early Learning Phenomenon. When optimizing Lce by stochastic gradient descent

(SGD), it has been observed that DNNs fit the easy (clean) samples first before

memorizing of hard (mislabeled) samples (Arpit et al., 2017). Figure 4.1(a) and

4.1(b) shows this qualitative behavior. The model begins by learning to predict the

true labels, even for majority of mislabeled samples, but eventually learns to predicts

wrong labels due to memorization of mislabeled samples.

Label Noise Model. The generation of real-world label noise is unpredictable,

a typical methodology to dealing with noisy labels is to posit a noise model and

develop robust algorithms under this model. The algorithms are then tested on the

real-world datasets to see how effective they are. A widely-accepted noise model

is class-conditional noise (Natarajan et al., 2013; Patrini et al., 2017), where label

noise is independent of input features and true labels are corrupted by a symmetric

or asymmetric noise transition matrix (simulation details in Section 4.6). Instance-

dependent noise (Cheng et al., 2020) is another noise model in which the noise is
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affected not only by the label but also by the input feature.

4.4 Noise Attention Learning

In this section, we present our approach NAL for learning with noisy labels. NAL

consists of three key elements: (1) An attention branch based on learned representa-

tions to produce the attention weight for each training sample; (2) A noise attention

loss is specifically designed to learn the attention weights; (3) A target estimation

strategy to help generate more clean labels for learning.

4.4.1 Attention Branch based on Learned Representations

To enable the deep neural networks to produce an attention weight that reflects the

quality of learned representation, we introduce an attention branch just after the

penultimate layer of the original model. We denote M -dimensional penultimate layer

(representation) of input x[i]as H [i]. H [i] is shared in both prediction and attention

branches. For each input, the prediction branch outputs the softmax prediction p[i]

as usual. The attention branch contains one fully connected layer to produce a single

scalar value h[i], and sigmoid function is applied to scale it between 0 to 1. Specif-

ically, we have h[i] = WH [i] + b, where W ∈ R1×M denotes the weights and b ∈ R

denotes the bias in penultimate layer of the attention branch. We have the attention

weight tau[i] for each sample x[i] as

τ [i] = sigmoid(h[i]), τ [i] ∈ (0, 1). (4.2)
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Note that W and b are extra network parameters need to be learned to produce

meaningful τ ’s. Therefore, attention weights are not fixed but dynamic during the

training.

4.4.2 Noise Attention Loss

The early learning phenomenon reveals that the DNNs memorize the clean samples

before the mislabeled samples. Therefore, clean samples are likely to have better

learned representations than mislabeled samples in the early learning phase. To

enable the attention weights to automatically capture the difference of representations

as well as learn the classification task, we propose a noise attention loss consisting of

two terms: attention term La and boost term Lb.

LNAL = La + λLb = − 1

N

N∑

i=1

(ŷ[i])> log
(
τ [i](p[i] − ŷ[i]) + ŷ[i]

︸ ︷︷ ︸
perceptual shortcut

)
− λ

N

N∑

i=1

log(τ [i]),

(4.3)

where λ is the hyperparameter. Intuitively, the attention term La can be interpreted

as a dynamic expansion of the CE loss, where the prediction is modified to ‘perceptual

shortcut’ τ(p − ŷ) + ŷ (Note that many existing methods (Reed et al., 2015; Ma

et al., 2018; Arazo et al., 2019) use this linear interpolation formula to infer the label

distribution, while the proposed NAL applies it to prediction distribution for learning

the meaningful attention weights). Assuming no representations are corrupted and

all weights τ → 1, the attention term La reduces to exactly Lce in Eq. (3.1). On the

contrary, when all τ → 0, the attention term La becomes “lazy” as it produces many

zero gradients.
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Figure 4.2: The distribution of attention weights on the CIFAR-10/CIFAR-100 with
different ratios of symmetric label noise using ResNet34.

The mechanism of attention term can be explained as follows: (1) For mislabeled

samples, the model does not memorize them in the early learning phase. Therefore,

their representations are under learned compared to clean samples and (p−ŷ) remains

large. By minimizing La, it forces τ of mislabeled samples toward 0, which is treated

as ‘shortcut’. (2) For clean samples, the model memorizes them first, resulting in

(p − ŷ) → 0. It makes τ have no influence on minimizing La as the prediction

distribution is already equal to ŷ. As a result, by solely minimizing La, we may

obtain a trivial optimization result that the model always produces τ → 0 for any

inputs. To avoid this ‘lazy’ learning circumstance, we have another boost term Lb.

It can be interpreted as a binary CE loss, where the target of τ is always 1 for all

inputs. By adding the boost term, the attention weights of clean samples are pushed

to 1, and weights of mislabeled samples are still close to 0 as expected.

To verify the effectiveness of LNAL in discriminating the mislabeled samples from
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clean samples, we empirically analyze the weight distribution of clean and mislabeled

samples with simulated symmetric noise. Figure 4.2 shows results on CIFAR-10 and

CIFAR-100 with different ratios of symmetric noise. In 0% noise cases, we observe

that all samples have weights close to 1, which indicates that LNAL reduced to exactly

Lce. Thus, the proposed loss would not affect the performance when training with

clean data. At other ratios of label noise, there is a clear separation between attention

weights of clean and mislabeled samples. The weights of clean samples form a spike

close to 1.0, whereas the weights of most mislabeled samples are plainly less than 1.0,

which satisfies our design goal.

4.4.3 Target Estimation

For regularization methods, directly using the noisy labels as target distribution in loss

function is less effective as the limited number of clean samples makes the model not

rich enough to generalize effectively to the held-out data, especially at the high noise

level. To yield better performance, ELR (Liu et al., 2020) use the semi-supervised

technique temporal ensembling (Laine and Aila, 2016) to estimate targets in its reg-

ularizer and steer the model towards these targets. The ensemble predictions are

formed by an exponential moving average of network outputs. Specifically, the en-

semble predictions in the m-th epoch can be expressed as p̃[m] =
∑m

j=1(1−α)αm−jp[j],

where 0 ≤ α < 1 is the momentum. In this paper, we use the ensemble strategy in

SELC (Lu and He, 2022) to estimate our targets t for the m-th epoch as follows:

t[m] = αmŷ︸︷︷︸
initial term

+
m∑

j=1

(1− α)αm−jp[j]

︸ ︷︷ ︸
ensemble term

. (4.4)

82



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

Algorithm 3: Noise Attention Learning (NAL) pseudocode

Input: DNN Nθ, hyperparameters λ and α, training set D̂ = {(x[i], ŷ[i])}Ni=1,
total epoch E, mini batch B (Note that the hyperparameters for
each different datasets can be found in Appendix 4.9.3);

1 for epoch e = 1 to E do
2 for each minibatch B do
3 for i in B do
4 Obtain z[i], h[i] = Nθ(x[i]);

5 Obtain p[i], τ [i] = softmax(z[i]), sigmoid(h[i]);

6 Update t
[i]
[e] by Eq. (4.4);

7 Calculate

LNAL = − 1
|B|
∑|B|

i=1(t
[i]
[e])
> log

(
τ [i](p[i] − t

[i]
[e]) + t

[i]
[e]

)
− λ
|B|
∑|B|

i=1 log(τ [i]).;

8 Update θ using stochastic gradient descent;

9 Output: θ.

The initial term preserves the original noisy labels with exponential decaying weights

αm. In the early learning phase (small m), the overall target relies on noisy labels to

learn the model. As the learning continues (larger m), αm approaches 0. The overall

target eventually depends on the ensemble term p̃[m] and penalizes model predictions

that are inconsistent with this target. In our experiment, we will demonstrate that

estimated targets are more accurate than original noisy labels. We simply replace

noisy label ŷ with ensemble target t in our loss. Algorithm 3 shows pseudocode of

our method.

4.5 Theoretical Justification

In this section, we demonstrate the noise robustness of LNAL by analyzing how it

scales the gradients accordingly to prevent memorization of mislabeled samples. The

omitted proofs in this section are in appendix. For clarity of explanation, we denote
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the true label of sample x as y ∈ {1, ..., K}. The ground-truth distribution over

labels for sample x is q(y|x), and
∑K

k=1 q(k|x) = 1. Consider the case of a single

ground-truth label y, then q(y|x) = 1 and q(k|x) = 0 for all k 6= y. We denote the

prediction probability as p(k|x) and
∑K

k=1 p(k|x) = 1. For notation simplicity, we

denote pk, qk, py, qy, pj, qj as abbreviations for p(k|x), q(k|x), p(y|x), q(y|x), p(j|x)

and q(j|x). First, we explain how the CE loss fails in noisy-label scenario.

Lemma 4.5.1. Given the cross-entropy loss Lce in Eq. (4.1), we rewrite the sample-

wise loss `ce = −∑K
k=1 qk log pk. Its gradient with respect to zj is

∂`ce
∂zj

=





pj − 1 ≤ 0, qj = qy = 1,

pj ≥ 0, qj = 0,

(4.5)

where zj is the j-th entry of logits z. qj = qy = 1 means j equals the true class y.

In clean-label scenario, Lemma 4.5.1 ensures that, during SGD, learning direction

of CE loss continues towards the true class as the corresponding gradient remains

negative. However, in noisy-label scenario, the learning direction fluctuates. Suppose

j is true class and equals y, but qj = 0 due to the label noise, then the contribution

of a mislabeled sample to the gradient is reversed (i.e. gradient should be negative

but get positive instead). The entry corresponding to the impostor class j′, is also

reversed because qj′ = 1, causing the gradient of mislabeled samples dominates (in

Figure 4.3(a)). Consequently, using CE loss results in memorization of the mislabeled

samples.

Theorem 4.5.1. Given the noise attention loss LNAL in Eq. (4.3), we rewrite the

sample-wise loss `NAL = −∑K
k=1 qk log(τ(pk − qk) + qk) − λ log τ . Its gradient with
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respect to the logits zj can be derived as

∂`NAL
∂zj

=





py
py − 1 + 1/τ

(pj − 1) ≤ 0, qj = qy = 1 (j is the true class for x) (4.6a)

py
py − 1 + 1/τ

pj ≥ 0, qj = 0 (j is not the true class for x) (4.6b)

where the multiplier py
py−1+1/τ

∈ (0, 1).

Theorem 4.5.1 ensures that learning on true class persists when training with

noise attention loss. In addition, compared to the gradient of `ce, the gradient of

`NAL is scaled by a positive multiplier term py
py−1+1/τ

. Let’s denote ϕ = py
py−1+1/τ

. ϕ

is monotonically increasing on τ . We have limτ→1 ϕ = 1, and limτ→0 ϕ = 0. For the

samples with the true class j in Eq. (4.15a), the cross-entropy gradient term pj−1 of

clean samples tends to vanish after early learning stage, causing mislabeled samples

to dominate the gradient. However, by multiplying ϕ (note that ϕ→ 0 for mislabeled

samples and ϕ → 1 for clean samples due to attention weight distribution), it coun-

teracts the effect of gradient dominating by mislabeled samples. For the samples that

j is not the true class in Eq. (4.15b), the gradient term pj is positive. Multiplying

ϕ < 1 effectively dampens the magnitudes of coefficients on these mislabeled samples,

thereby diminishing their effect on the gradient. Figure 4.3(b) empirically shows the

gradient when training with LNAL. NAL keeps the gradient of clean samples dominant

and diminishes the gradient of mislabeled samples when epoch increases, effectively

preventing memorization of mislabeled samples.
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Figure 4.3: The results of gradient on CIFAR-10 with 40% symmetric label noise
using ResNet34. We observe that in plot (a), the gradient of clean samples dominates
in early learning stage, but afterwards it vanishes (close to 0) and the gradient of
mislabeled samples dominates. In plot (b), NAL effectively keeps the gradient of
clean samples dominant and diminishes the gradient of mislabeled samples.

4.6 Experiments

In this section, we first compare NAL with the existing methods on five widely used

datasets. Then we provide several empirical results towards a better understanding

of NAL. Finally, we provide an ablation study to evaluate the influence of each com-

ponent and also show the results when integrated with another noise robust method

SCE (Wang et al., 2019). All experiments are implemented in PyTorch and run in a

single NIVDIA A100 GPU.

4.6.1 Comparison with Existing Methods

Datasets and Setups. We evaluate our approach on two benchmarks CIFAR-10

and CIFAR-100 (Krizhevsky et al., 2009) with simulated label noise, and three real-

world datasets, ANIMAL-10N (Song et al., 2019), Clothing1M (Xiao et al., 2015)

and WebVision (Li et al., 2017). Since CIFAR-10 and CIFAR-100 are initially clean,

we follow (Patrini et al., 2017) to inject symmetric and asymmetric label noises.
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Symmetric noise is generated by uniformly flipping the label to one of the other class

label. Asymmetric noise is a simulation of fine-grained classification, where the label

flipping only occurs within very similar classes (e.g. dog ↔ cat). ANIMAL-10N

contains human-labeled online images for 10 animals with confusing appearance. Its

estimated noise rate is 8%. Clothing1M consists of 1 million images collected from

online shopping websites with labels generated from surrounding texts. Its estimated

noise rate is 38.5%. WebVision contains 2.4 million images crawled from the web

using the 1000 concepts in ImageNet ILSVRC12. Its estimated noise rate is 20%. For

CIFAR-10/100, We use a ResNet-34 (He et al., 2016a) and train it using SGD with

a batch size of 64. For ANIMAL-10N, we use VGG-19 (Simonyan and Zisserman,

2015) with batch normalization and train it using SGD with a batch size of 128. For

Clothing1M, we train a ResNet-50 (He et al., 2016a) using SGD with a batch size of

64. For Webvision, we train a InceptionResNetV2 (Szegedy et al., 2016) using SGD

with a batch size of 32. More training details can be found in appendix.

Dataset CIFAR-10 CIFAR-100

Noise type symm asymm symm asymm

Noise ratio 20% 40% 60% 80% 40% 20% 40% 60% 80% 40%

Cross Entropy 86.98 ± 0.12 81.88 ± 0.29 74.14 ± 0.56 53.82 ± 1.04 80.11 ± 1.44 58.72 ± 0.26 48.20 ± 0.65 37.41 ± 0.94 18.10 ± 0.82 42.74 ± 0.61

Forward T̂ (Patrini et al., 2017) 87.99 ± 0.36 83.25 ± 0.38 74.96 ± 0.65 54.64 ± 0.44 83.55 ± 0.58 39.19 ± 2.61 31.05 ± 1.44 19.12 ± 1.95 8.99 ± 0.58 34.44 ± 1.93
Bootstrap (Reed et al., 2015) 86.23 ± 0.23 82.23 ± 0.37 75.12 ± 0.56 54.12 ± 1.32 81.21 ± 1.47 58.27 ± 0.21 47.66 ± 0.55 34.68 ± 1.10 21.64 ± 0.97 45.12 ± 0.57
GCE (Zhang and Sabuncu, 2018) 89.83 ± 0.20 87.13 ± 0.22 82.54 ± 0.23 64.07 ± 1.38 76.74 ± 0.61 66.81 ± 0.42 61.77 ± 0.24 53.16 ± 0.78 29.16 ± 0.74 47.22 ± 1.15
Joint Opt (Tanaka et al., 2018) 92.25 90.79 86.87 69.16 - 58.15 54.81 47.94 17.18 -
NLNL (Kim et al., 2019) 94.23 92.43 88.32 - 89.86 71.52 66.39 56.51 - 45.70
SCE (Wang et al., 2019) 89.83 ± 0.20 87.13 ± 0.26 82.81 ± 0.61 68.12 ± 0.81 82.51 ± 0.45 70.38 ± 0.13 62.27 ± 0.22 54.82 ± 0.57 25.91 ± 0.44 69.32 ± 0.87
DAC (Thulasidasan et al., 2019a) 92.91 90.71 86.30 74.84 - 73.55 66.92 57.17 32.16 -
SAT† (Huang et al., 2020) 94.14 92.64 89.23 78.58 - 75.77 71.38 62.69 38.72 -
SELC (Lu and He, 2022) 93.09 ± 0.02 91.18 ± 0.06 87.25 ± 0.09 74.13 ± 0.14 91.05 ± 0.11 73.63 ± 0.07 68.46 ± 0.10 59.41 ± 0.06 32.63 ± 0.06 70.82 ± 0.09
ELR† (Liu et al., 2020) 92.12 ± 0.35 91.43 ± 0.21 88.87 ± 0.24 80.69 ± 0.57 90.35 ± 0.38 74.68 ± 0.31 68.43 ± 0.42 60.05 ± 0.78 30.27 ± 0.86 73.73 ± 0.34

NAL† (ours) 94.37 ± 0.04 93.49 ± 0.07 90.56 ± 0.07 80.98 ± 0.27 92.09 ± 0.12 77.79 ± 0.28 74.65 ± 0.09 68.48 ± 0.16 36.77 ± 0.71 74.73 ± 0.12

Table 4.1: Test Accuracy (%) on CIFAR-10 and CIFAR-100 with various levels of
label noise injected to the training set. We compare with previous works under the
same backbone ResNet34. The results are averaged over 3 trials. Results are taken
from their original papers. The best results are in bold. The marker † denotes the
results with cosine annealing learning rate Loshchilov and Hutter (2016).

Table 4.1 shows the results on CIFAR-10 and CIFAR-100 with different levels of
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CE
Nested SELFIE PLC SELC Nested + Co-teaching

NAL (ours)
(Chen et al., 2021c) (Song et al., 2019) (Zhang et al., 2020) (Lu and He, 2022) (Chen et al., 2021c)

79.40 ± 0.14 81.30 ± 0.60 81.80 ± 0.09 83.40 ± 0.43 83.73 ± 0.06 84.10 ± 0.10 84.18 ± 0.19

Table 4.2: The accuracy (%) results on ANIMAL-10N. All methods use a VGG-19
architecture. Results of other methods are taken from original papers.

CE
SCE DMI ODNL ELR FINE Nested HOC

NAL‡ (ours)
(Wang et al., 2019) (Xu et al., 2019) (Wei et al., 2021a) (Liu et al., 2020) (Kim et al., 2021) (Chen et al., 2021c) (Zhu et al., 2021)

69.21 71.02 72.46 72.47 72.87 72.91 73.10 73.39 73.58

Table 4.3: The accuracy (%) results on Clothing1M. All compared methods use the
ResNet-50 pretrained on ImageNet. The marker ‡ denotes the model is trained from
scratch.

symmetric and asymmetric label noise. We compare NAL to the best performing

approaches that only modify the training loss. All of these methods use the same

backbone (ResNet34). NAL shows substantial improvements over other methods and

obtains the highest accuracy in most cases.

Table 4.2 shows the results on ANIMAL-10N. NAL achieves state-of-the-art per-

formance, even better than Nested which uses Co-teaching to boost performance.

Table 4.3 shows the results on the Clothing1M. All compared methods are trained

Co-teaching Iterative-CV CRUST ODD NCT ELR
NAL (ours)

(Han et al., 2018) (Chen et al., 2019) (Mirzasoleiman et al., 2020) (Song et al., 2020) (Sarfraz et al., 2021) (Liu et al., 2020)

WebVision
top1 63.58 65.24 72.40 74.60 75.16 76.26 77.41
top5 85.20 85.34 89.56 90.60 90.77 91.26 92.25

ILSVRC12
top1 61.48 61.60 67.36 57.80 71.73 68.71 74.09
top5 84.70 84.98 87.84 86.30 91.61 87.84 92.09

Table 4.4: The accuracy (%) results on (mini) Webvision. Results of other methods
are taken from their original papers. All methods use an InceptionResNetV2 archi-
tecture.
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using ResNet50 pretrained on ImageNet. However, as NAL needs to learn the pa-

rameters W and b in the attention branch, we directly train our model from scratch.

As we can observe from Table 4.3, NAL still slightly outperforms other methods even

without using an ImageNet pretrained model.

Table 4.4 shows the results on the (mini) WebVision following (Chen et al., 2019).

All the compared methods are evaluated on WebVision and ImageNet ILSVRC12 val-

idation sets. We observe that NAL consistently outperforms state-of-the-art methods

on both validation sets in terms of top1 and top5 accuracy.

Note that we do not compare with some state-of-the-art methods like RoCL (Zhou

et al., 2020) and DivideMix (Li et al., 2020a) as baselines, because these methods

are aggregations of multiple techniques (e.g. mixup (Zhang et al., 2018b), multiple

networks (Han et al., 2018), and complex augmentation (Cubuk et al., 2020)), while

this paper only focuses on one, so the comparison seems unfair.

4.6.2 Empirical Analysis of NAL

Memorization Procedure of NAL. Figure 4.1(c) and 4.1(d) show the memoriza-

tion procedure of NAL on clean and mislabeled samples, respectively. Compared to

CE loss in Figure 4.1(a) and 4.1(b), NAL effectively prevents memorization of misla-

beled samples, allowing the model to continue learning on the clean samples to attain

high classification accuracy.

Gradient of Lce and LNAL. Figure 4.3(a) and 4.3(b) show the gradients of CE

loss and noise attention loss on CIFAR-10 with 40% symmetric noise using ResNet34

He et al. (2016a) respectively. In comparison to CE loss, the proposed method keeps
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Figure 4.4: (a). Average attention weights of noisy labels w.r.t clean labels on CIFAR-
10 with 60% symmetric noise. (b). Confusion matrix of noisy labels w.r.t true labels
on CIFAR-10 with 60% symmetric noise. (c). Confusion matrix of corrected labels
w.r.t true labels on CIFAR-10 with 60% symmetric noise. (d). Label correction
accuracy vs. epochs on CIFAR-10 with different levels of noise. Plots (e) and (f)
show the sensitivity of λ and α on CIFAR-10 with 60% symmetric noise.

the gradient of clean samples dominant and dampens the gradient of mislabeled sam-

ples, resulting in the whole gradient being guided by clean samples.

Attention Weights. When trained on noisy labels, we have observed that the

mislabeled samples have smaller weights than the clean samples in Figure 4.2. Here,

we report the average weights of samples in Figure 4.4(a). The (i, j)-th block rep-

resents the average weights of samples with clean label i and noisy label j. We

observe that the attention weights on the diagonal blocks are higher than those on

non-diagonal blocks, which indicates NAL does properly down-weight the mislabeled

samples.

Quality of Estimated Targets. We evaluate the quality of new targets t by
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correction accuracy defined via 1
N

∑N
i 1{argmaxj y

[i]
j = argmaxj t

[i]
j }, where y[i] is

the true label of input x[i]. Figure 4.4(d) shows the correction accuracy vs. epochs on

CIFAR-10 with different levels of label noise. The target estimation in Section 4.4.3

steadily improves the quality of new targets. Figure 4.4(b) and Figure 4.4(c) shows

the confusion matrix of noisy labels and corrected labels (i.e. the hard version of new

targets) w.r.t the clean labels on CIFAR-10 with 60% symmetric noise respectively.

We observe that target estimation corrects the noisy labels impressively well for all

classes.

Sensitivity of Hyperparameters λ and α. NAL contains two hyperparame-

ters: λ is the coefficient for boost term Lb, α is the momentum in target estimation.

Figure 4.4(e) and 4.4(f) show their sensitivity to the performance. We observe that

the sensitivity to α is quite mild as long as it is set close to 1. λ need to be tuned

according to the complexity of dataset. It cannot be set to be very large or very

small, resulting in neglecting attention term or falling into the ‘lazy’ learning circum-

stance. In our experiments, we fixed α = 0.9 for all datasets. For CIFAR-10 and

ANIMAL-10N, we set λ = 0.5. For CIFAR-100, we set λ = 10. For Webvision and

Clothing1M, we set λ = 50.

4.6.3 Ablation Study

Table 4.5 reports the influence of the two components in NAL: target estimation and

attention branch. Removing the target estimation leads to a significant performance

drop. This suggests that using target estimation is crucial as it generates more clean

samples for the model to learn. To validate the effect of the attention branch, we

conduct another way to calculate the attention weights: using the confidence score
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Dataset CIFAR-10 CIFAR-100

Noise type symm asymm symm asymm

Noise ratio 40% 80% 40% 40% 80% 40%

NAL 93.49 ± 0.07 80.98 ± 0.27 92.09 ± 0.12 74.65 ± 0.09 36.77 ± 0.71 74.73 ± 0.12
NAL w/o target estimation 89.47 ± 0.50 76.91 ± 0.22 88.23 ± 0.22 69.91 ± 0.21 31.33 ± 0.38 55.68 ± 0.17
NAL w/o attention branch 90.94 ± 0.28 � 91.55 ± 0.07 � � �
NAL + RNAL 92.92 ± 0.29 80.20 ± 0.42 88.17 ± 0.63 75.38 ± 0.08 38.24 ± 0.55 74.89 ± 0.20

Table 4.5: Ablation study results in terms of test accuracy (%) on CIFAR-10 and
CIFAR-100. � means the model fails to converge. + RNAL means adding the
reverse term of noise attention loss.

(highest probability in output) as the weight, i.e., maxj pj, j ∈ [1, K]. We observe

that the model does not converge in hard cases. We conjecture that using the con-

fidence from model output does interfere with the original prediction branch, while

adding the attention branch to get attention weight effectively solve this problem. We

also explore the possibility of integrating NAL with other methods. Here we adopt

the idea from symmetric cross entropy (SCE) (Wang et al., 2019), which adds the

reverse term to achieve noise robustness. As shown in Table 4.5, adding RNAL affects

the performance under CIFAR-10, but enjoys performance boost under CIFAR-100

without extra cost.

4.7 Related Work

We briefly discuss the existing noise-robust methods that do not require a set of

clean training data (as opposed to (Xiao et al., 2015; Vahdat, 2017; Hendrycks et al.,

2018)). Loss Correction. Many approaches focus on correcting the loss function

explicitly by estimating the noise transition matrix (Goldberger and Ben-Reuven,

2017; Patrini et al., 2017; Tanno et al., 2019). Robust Loss Functions. These
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studies develop loss functions that are robust to label noise, including LDMI (Xu

et al., 2019), MAE (Ghosh et al., 2017), GCE (Zhang and Sabuncu, 2018), SCE (Wang

et al., 2019), NCE (Ma et al., 2020), TCE (Feng et al., 2021) and GJS (Englesson and

Azizpour, 2021). Above two categories of methods do not utilize the early learning

phenomenon. Sample Selection During the early learning stage, the samples with

smaller loss values are more likely to be the clean samples. Based on this observation,

MentorNet (Jiang et al., 2018) pre-trains a mentor network for selecting small-loss

samples to guide the training of the student network. Co-teaching related methods

(Han et al., 2018; Yu et al., 2019; Wei et al., 2020; Lu et al., 2022) maintain two

networks, and each network is trained on the small-loss samples selected by its peer

network. Label Correction Joint Opt (Tanaka et al., 2018) and PENCIL (Yi and

Wu, 2019) replace the noisy labels with soft (i.e. model probability) or hard (i.e to

one-hot vector) pseudo-labels. Arazo et al. (2019) weigh the clean and mislabeled

samples by fitting a two-component Beta mixture model to loss values, and corrects

the labels via mixup combination. Similarly, DivideMix (Li et al., 2020a) trains two

networks to separate the clean and mislabeled samples via a two-component Gaussian

mixture model, and further uses MixMatch (Berthelot et al., 2019) to enhance the

performance. Regularization Li et al. (2020b) prove the gradient descent with early

stopping is an effective regularization to achieve robustness to label noise. Hu et al.

(2019) explicitly add the regularizer based on neural tangent kernel (Jacot et al., 2018)

to limit the distance between the model parameters to initialization. ELR (Liu et al.,

2020) estimates the target by temporal ensembling (Laine and Aila, 2016) and adds

a regularization term to cross-entropy loss to avoid memorization. Other techniques,

such as mixup augmentation (Zhang et al., 2018b), label smoothing (Szegedy et al.,
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2016) and weight averaging (Tarvainen and Valpola, 2017), can effectively improve

the performance under label noise.

4.8 Conclusion and Discussion

In this work, we propose NAL for learning with noisy labels. Our method lever-

ages an attention branch and a noise attention loss to learn the attention weights

for distinguishing the mislabeled samples from clean samples. NAL can effectively

diminish the gradient of mislabeled samples, mitigating the effect of noisy labels. We

also provide extensive empirical analyses and evaluate its effectiveness across multiple

datasets with different types and ratios of label noises.

There are still multiple open problems for future research. Currently, label noise

has been extensively studied in image classification task. Other research areas, such

as graph learning and federated learning, remain to be explored. On the method-

ological front, we hope that our work will trigger interest in designing new network

architectures that inherently provide robustness to label noise.

4.9 Appendix

4.9.1 Gradient Derivation of `NAL

The sample-wise `NAL can be rewrite as:

`NAL = `na + λ`b = −
K∑

k=1

qk log(τ(pk − qk) + qk)− λ log τ. (4.7)
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As τ is learned from attention branch. The derivation of the `NAL with respect to the

logits is as follows:

∂`NAL

∂zj
=
∂`na

∂zj
= −

K∑

k=1

τqk
τ(pk − qk) + qk

∂pk
∂zj

. (4.8)

Since pk = softmax(z)= ezk∑K
j=1 e

zj
, we have

∂pk
∂zj

=
∂
(

ezk∑K
j=1 e

zj

)

∂zj
=

∂ezk
∂zj

(
∑K

j=1 e
zj)− ezk ∂

(∑K
j=1 e

zj

)
∂zj

(
∑K

j=1 e
zj)2

. (4.9)

In the case of k = j :

∂pk
∂zj

=
∂ezk
∂zk

(
∑K

k=1 e
zk)− ezk ∂

(∑K
k=1 e

zk

)
∂zk

(
∑K

k=1 e
zk)2

=
ezk(

∑K
k=1 e

zk)− ezk · ezk
(
∑K

k=1 e
zk)2

=
ezk∑K
k=1 e

zk
−
( ezk∑K

k=1 e
zk

)2

= pk − p2
k. (4.10)

In the case of k 6= j :

∂pk
∂zj

=
0 · (∑K

j=1 e
zj)− ezk · ezj

(
∑K

j=1 e
zj)2

= − ezk∑K
j=1 e

zj

ezj∑K
j=1 e

zj
= −pkpj. (4.11)
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Combining Eq. (4.10) and (4.11) into Eq. (4.8), we obtain:

∂`NAL

∂zj
=−

K∑

k=1

τqk
τ(pk − qk) + qk

∂pk
∂zj

=− τqj
τ(pj − qj) + qj

∂pj
∂zj
−

K∑

k 6=j

τqk
τ(pk − qk) + qk

∂pk
∂zj

=− τqj
τ(pj − qj) + qj

(pj − p2
j)−

K∑

k 6=j

τqk
τ(pk − qk) + qk

(−pkpj)

=− τqjpj
τ(pj − qj) + qj

+ pj

K∑

k=1

τqkpk
τ(pk − qk) + qk

. (4.12)

Therefore, if qj = qy = 1, then

∂`NAL

∂zj
=− τpj

τpj − τ + 1
+ pj

τqjpj
τ(pj − 1) + 1

= (pj − 1)
τpj

τpj − τ + 1
= (pj − 1)

pj
pj − 1 + 1/τ

.

(4.13)

If qj = 0, then

∂`NAL

∂zj
=pj

τqypy
τ(py − qy) + qy

= pj
py

py − 1 + 1/τ
. (4.14)

4.9.2 Formal Proofs for Theorem 4.9.1

Theorem 4.9.1. Given the noise attention loss LNAL, we rewrite the sample-wise

loss `NAL = −∑K
k=1 qk log(τ(pk − qk) + qk)− λ log τ . Its gradient with respect to the

logits zj can be derived as

∂`NAL
∂zj

=





py
py − 1 + 1/τ

(pj − 1) ≤ 0, qj = qy = 1 (j is the true class for x) (4.15a)

py
py − 1 + 1/τ

pj ≥ 0, qj = 0 (j is not the true class for x) (4.15b)
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where the multiplier py
py−1+1/τ

∈ (0, 1).

Proof. From the Appendix 4.9.1, we have the gradient of the sample-wise `NAL with

respect to the logits zj as

∂`NAL

∂zj
= −

K∑

k=1

τqk
τ(pk − qk) + qk

∂pk
∂zj

(4.16)

where ∂pk
∂zj

can be further derived base on whether k = j by follows:

∂pk
∂zj

=





pk − p2
k k = j

−pjpk k 6= j
(4.17)

According to Eq. (4.16) and (4.17), the gradient of `NAL can be derived as:

∂`NAL

∂zj
=





pj
pj−1+1/τ

(pj − 1) = py
py−1+1/τ

(pj − 1), qj = qy = 1

py
py−1+1/τ

pj, qj = 0

(4.18)

We denote ϕ = py
py−1+1/τ

. Since pj ≤ 1, we have pj − 1 ≤ 0. As τ ∈ (0, 1), the term

py
py−1+1/τ

∈ (0, 1), we have (pj − 1) py
py−1+1/τ

≤ 0 and pj
py

py−1+1/τ
≥ 0.

4.9.3 Detail Description of Experiments

Source code for the experiments is available in the zip file. All experiments are im-

plemented in PyTorch and run in a single Nvidia A100 GPU. For CIFAR-10 and

CIFAR-100, we do not perform early stopping since we don’t assume the presence of

clean validation data. All test accuracy are recorded from the last epoch of training.
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For Clothing1M, it provides 50k, 14k, 10k refined clean data for training, validation

and testing respectively. Note that we do not use the 50k clean data for fair com-

parison with existing methods. Similar to the compared methods (Liu et al., 2020;

Wang et al., 2019), we report the test accuracy when the performance on validation

set is optimal. All tables of CIFAR-10/CIFAR-100 report the mean and standard

deviation from 3 trails with different random seeds for different simulated noise.

Dataset Description and Preprocessing

The information of datasets are described in Table 1.1. CIFAR-10 and CIFAR-100 are

clean datasets, we describe the label noise injection in Appendix 4.9.3. ANIMAL-10N

contains human-labeled online images for 10 animals with confusing appearance. Its

estimated noise rate is 8%. Clothing1M consists of 1 million training images from 14

categories collected from online shopping websites with noisy labels generated from

surrounding texts. Its noise level is estimated as 38.5%. Following (Jiang et al., 2018;

Chen et al., 2019), we use the mini WebVision dataset which contains the top 50

classes from the Google image subset of WebVision, which results in approximate 66

thousand images. The noise level of WebVision is estimated at 20% (Li et al., 2017).

As for data preprocessing, we apply normalization and regular data augmentation

(i.e. random crop and horizontal flip) on the training sets of all datasets. The cropping

size is consistent with existing works (Liu et al., 2020; Li et al., 2020a). Specifically,

32 for CIFAR-10 and CIFAR-100, 224 × 224 for Clothing 1M (after resizing to 256

× 256), and 227 × 227 for Webvision.
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Simulated Label Noise Injection

Since the CIFAR-10 and CIFAR-100 are initially clean, we follow (Tanaka et al., 2018;

Patrini et al., 2017) for symmetric and asymmetric label noise injection. Specifically,

symmetric label noise is generated by randomly flipping a certain fraction of the

labels in the training set following a uniform distribution. Asymmetric label noise

is simulated by flipping their class to another certain class according to the mislabel

confusions in the real world. For CIFAR-10, the asymmetric noisy labels are generated

by mapping truck → automobile, bird → airplane, deer → horse and cat ↔ dog. For

CIFAR-100, the noise flips each class into the next, circularly within super-classes.

Training Procedure

CIFAR-10/CIFAR-100: We use a ResNet-34 and train it using SGD with a mo-

mentum of 0.9, a weight decay of 0.001, and a batch size of 64. The network is

trained for 500 epochs for both CIFAR-10 and CIFAR-100. We use the cosine an-

nealing learning rate (Loshchilov and Hutter, 2016) where the maximum number of

epoch for each period is 10, the maximum and minimum learning rate is set to 0.02

and 0.001 respectively. Note that the reason that we train the model 500 epochs in

total is not because of the slow convergence (Our method actually converges around

250 epochs, shown in Section 4.9.6). Instead, it is to fully evaluate whether the pro-

posed method will overfit mislabeled samples, which avoids the interference caused by

early stopping Li et al. (2020b) (i.e. the model may not start overfitting mislabeled

samples when the number of training epochs is small, especially when learning rate

scheduler is cosine annealing (Loshchilov and Hutter, 2016)).
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Clothing1M: Following (Xiao et al., 2015; Wang et al., 2019), we use a ResNet-

50 without pretrained parameters. We train the model with batch size 64. The

optimization is done using SGD with a momentum 0.9, and weight decay 0.001.

We use the same cosine annealing learning rate as CIFAR-10 except the minimum

learning rate is set to 0.0001 and total epoch is 250. For each epoch, we sample 2000

mini-batches from the training data ensuring that the classes of the noisy labels are

balanced.

Webvision: Following (Li et al., 2020a; Liu et al., 2020), we use an Inception-

ResNetV2 as the backbone architecture. All other optimization details are the same

as for CIFAR-10, except for the weight decay (0.0005) and the batch size (32).

Hyperparameters Selection and Sensitivity

We perform hyperparameter tuning via grid search: λ = [0.01, 0.05, 0.1, 0.5, 5, 10, 50]

and α = [0.7, 0.9, 0.99] using a noisy validation set sampled from the noisy training

set, which is similar to (Liu et al., 2020). In our experiments, we set α = 0.9 for

all datasets. For CIFAR-10, we set λ = 0.5. For CIFAR-100, we set λ = 10. For

ANIMAL-10N, we set λ = 0.5. For Webvision and Clothing1M, we set λ = 50.

4.9.4 More Results on Training Clothing1M from Scratch

Existing methods use the ResNet-50 pretrained on ImageNet. Here we report the

results when existing methods train the model from scratch in Table 3.5. We run the

official code of SCE, SELC, DivideMix and ELR+. SCE (Wang et al., 2019) is a noise

robust loss function. SELC (Lu and He, 2022) is a label correction method. These

two methods only focus on modifying the loss function, thus no extra GPU space
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is required. In contrast, DivideMix and ELR+ (i.e. an improved version of ELR)

are complex method that use multiple techniques to boost their performance. Both

of them use the two networks and mixup augmentations. Other technique, such as

weight average is also applied in ELR+. Therefore, more GPU space is required for

DivideMix and ELR+. As we can observe in Table 4.6, the proposed method NAL

still outperforms these methods when training the ResNet-50 from scratch.

Method Batch Size Required GPU Memory Accuracy

SCE† (Wang et al., 2019) 64 7.39 GB 71.02
SCE‡ (Wang et al., 2019) 64 7.39 GB 69.40

SELC† (Lu and He, 2022) 64 7.39 GB 74.01
SELC‡ (Lu and He, 2022) 64 7.39 GB 72.02

ELR† (Liu et al., 2020) 64 - 72.87
ELR+† (Liu et al., 2020) 64 21.70 GB 74.81
ELR+‡ (Liu et al., 2020) 64 21.70 GB 72.80

DivideMix† (Li et al., 2020a) 32 19.03 GB 74.76
DivideMix‡ (Li et al., 2020a) 32 19.03 GB 70.29

NAL‡ (ours) 64 7.46 GB 73.58

Table 4.6: The accuracy (%) results on Clothing1M. The marker † denotes the meth-
ods use ResNet-50 pretrained on ImageNet. The marker ‡ denotes the model is
trained from scratch.

4.9.5 More results of Estimated Targets

We report the confusion matrix for other levels of label noise (symmetric 40%, 80%

and asymmetric 40%) on CIFAR-10. Figure 4.5, Figure 4.7 and Figure 4.9 display

the confusion matrix of noisy labels w.r.t. the clean labels on CIFAR-10 with 40%

symmetric, 80% symmetric and 40% asymmetric label noise respectively. Figure 4.6,

Figure 4.8 and Figure 4.10 display the confusion matrix of corrected labels w.r.t. the

clean labels on CIFAR-10 with 40% symmetric, 80% symmetric and 40% asymmetric
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label noise after using the proposed method, respectively. As we can observe, the

corrected labels (estimated targets) yield better quality than the original noisy labels,

even under the extreme label noise (e.g. 80% symmetric noise).

air
p.

au
t.

bir
d ca
t

de
er do
g

fro
g

ho
rse sh
ip

tru
ck

airp.
aut.
bird
cat

deer
dog
frog

horse
ship
truck

0.64 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
0.04 0.63 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
0.04 0.04 0.64 0.04 0.04 0.04 0.05 0.05 0.04 0.04
0.04 0.04 0.04 0.65 0.04 0.04 0.04 0.04 0.04 0.04
0.04 0.04 0.04 0.04 0.63 0.04 0.04 0.04 0.04 0.04
0.04 0.04 0.04 0.04 0.04 0.65 0.04 0.04 0.04 0.04
0.04 0.04 0.04 0.04 0.04 0.04 0.65 0.03 0.04 0.04
0.04 0.04 0.04 0.04 0.04 0.05 0.04 0.64 0.04 0.04
0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.65 0.04
0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.03 0.64

0.2

0.4

0.6

0.8

1.0

Figure 4.5: Confusion matrix of noisy
labels w.r.t clean labels on CIFAR-10
with 40% symmetric label noise.
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Figure 4.6: Confusion matrix of cor-
rected labels w.r.t clean labels on
CIFAR-10 with 40% symmetric label
noise.
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Figure 4.7: Confusion matrix of noisy
labels w.r.t clean labels on CIFAR-10
with 80% symmetric label noise.
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Figure 4.8: Confusion matrix of cor-
rected labels w.r.t clean labels on
CIFAR-10 with 80% symmetric label
noise.
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Figure 4.9: Confusion matrix of noisy
labels w.r.t clean labels on CIFAR-10
with 40% asymmetric label noise.
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Figure 4.10: Confusion matrix of cor-
rected labels w.r.t clean labels on
CIFAR-10 with 40% asymmetric label
noise.

4.9.6 Accuracy Curves versus Epochs

In this section, we show the accuracy curves during training to show the noise ro-

bustness of NAL. As we can observe in Figure 4.11, CE fits the whole noisy labels

eventually, while NAL only fits around 60% training samples. In Figure 4.12, the test

accuracy of CE decreases due to memorization of noisy labels, while NAL won’t. We

also observe the similar results on CIFAR-10.
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Figure 4.11: Train accuracy vs.
epochs on CIFAR-100 with 40% sym-
metric label noise.
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Figure 4.12: Test accuracy vs. epochs
on CIFAR-100 with 40% symmetric la-
bel noise.
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Figure 4.13: Train accuracy vs.
epochs on CIFAR-10 with 40% sym-
metric label noise.
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Figure 4.14: Test accuracy vs. epochs
on CIFAR-10 with 40% symmetric la-
bel noise.
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Chapter 5

Entropy Minimization for Learning

with Noisy Labels

5.1 Citation and Main Contributor

Lu, Yangdi and He, Wenbo. “Entropy Minimization for Deep Learning with Noisy

Labels.” Submitted to AAAI 2023.

The main contributor to this paper is the first author - Yangdi Lu (contributes more

than 80%).

5.2 Introduction

Deep neural networks (DNNs) have demonstrated phenomenal success in multimedia

research and are widely adopted in image classification applications, such as recogni-

tion of retail products and automatic monitoring of biodiversity. In traditional image

classification tasks, we always expect and assume a perfectly labeled training set.

105



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

However, in practice, obtaining a large-scale dataset with fully correct (clean) labels

is usually expensive, and sometimes even impossible. The widely-used approaches

for constructing datasets involve some degree of automatic labeling or crowdsourc-

ing, which are inherently error-prone (Sambasivan et al., 2021). Unsupervised and

semi-supervised learning techniques aim to alleviate this requirement by incorporat-

ing unlabeled examples, but cannot be directly applied to learning with noisy labels.

Previous studies (Zhang et al., 2018a; Arpit et al., 2017) have demonstrated that

noisy training data degenerate the robustness of learned models, especially for DNNs

which are prone to overfitting label noise, leading to poor generalization performance.

A recent study (Northcutt et al., 2021) reports that pervasive label errors even occur

in the test sets of most commonly-used benchmarks. Therefore, studying noisy labels

and developing techniques for training accurate DNNs in the presence of noisy labels

is of great practical significance.

The dominant approaches to learning with noisy labels in recent years include:

1) loss correction methods (Sukhbaatar et al., 2015; Goldberger and Ben-Reuven,

2017; Patrini et al., 2017) seek to correct the loss by estimating the noise transition

matrix; 2) label correction (Tanaka et al., 2018; Arazo et al., 2019; Li et al., 2020a;

Kim et al., 2019) or label filtering methods (Thulasidasan et al., 2019a; Nguyen et al.,

2020; Pleiss et al., 2020) aim to identify and correct the mislabeled samples or remove

the mislabeled samples; 3) sample selection methods (Han et al., 2018; Yu et al.,

2019; Lu et al., 2022) focus on training DNNs only using selected “clean” samples;

4) robust loss functions (Ghosh et al., 2017; Zhang and Sabuncu, 2018; Wang et al.,

2019; Ma et al., 2020) are specifically designed to achieve noise-robustness in the

presence of noisy labels. Different from the first three categories which often lead to
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Figure 5.1: Softmax outputs on noisy label and latent true label when training an
8-layer CNN on CIFAR10 with 40% asymmetric label noise. The x-axis is the training
epochs and the y-axis is the output probability on assigned label. We compare the
training using cross entropy (CE) loss with the proposed method that adds entropy
minimization (EM) to CE. The output probability of CE+EM is more stable than
CE.

complicated training procedures, such as maintaining multiple models or alternating

between updating the model and updating the training set, robust loss functions

provide the simplest yet universal solution.

When training DNNs with a noisy training set consisting of clean and mislabeled

samples, it has been observed that the model outputs tend to fluctuate, especially

for mislabeled samples. For a better explanation, we conduct an empirical study in

which the model is trained with CIFAR-10 under 40% asymmetric label noise (e.g.

40% deer/truck/cat images are mislabeled as horse/automobile/dog respectively). We
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then plot the entry of softmax output corresponding to the noisy label and true label

throughout the training in Figure 5.1. During the regular training using cross entropy

(CE) loss, the outputs can vibrate with large oscillations. Take the first row as an

example, a deer image is mislabeled as a horse. In the training, the model begins

with a high probability to indicate it is a deer image since the clean deer samples

would encourage the model to predict this deer image as a deer. However, with the

training continuing, the deer samples with horse labels pull the model back to predict

this deer image as a horse, thus the model has a larger and larger probability to

indicate it is a horse image. As a consequence, the model eventually memorizes the

wrong labels. In addition, recent works (Liu, 2021; Cheng et al., 2020) have observed

that with the presence of label noise, learning with noisy labels directly eventually

results in unconfident model predictions. Wei et al. (2021b) also demonstrated that

improving the confidence of model prediction leads to better performance.

Inspired by these observations, we focus on stabilizing the model outputs to make

predictions with high confidence and less fluctuation, resulting in combating noisy

labels. Briefly, we use the concept of entropy from information theory to adjust the

confidence of predictions. Different from the previous studies (Pereyra et al., 2017; Li

et al., 2020a) that aim to maximize the entropy for penalizing confident predictions,

we propose to minimize the entropy of predictions. Specifically, we simply add a

weighted entropy term to CE loss during training. Intuitively, minimizing entropy

constricts the randomness of the model predictions, allowing the model to produce

consistent predictions during the training. The right column in Figure 5.1 shows

the effect after adding the entropy term to CE. We observe that the outputs on

the latent true label become more stable compared to using CE, even for the most
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ambiguous scenario (i.e. the third case cat → dog). To the best of our knowledge,

entropy minimization was first proposed for semi-supervised learning (Grandvalet and

Bengio, 2005) and recently was also applied for domain adaptation (Wu et al., 2021),

while our work is the first to apply it for learning with noisy labels.

From the theoretical point, we establish the connection between our approach

and the recent findings in robust loss functions. We prove that a non-robust loss is

tolerant to label noise when applying entropy minimization. In addition, the proposed

approach would not suffer from the underfitting problem as it inherits the fitting

ability from non-robust loss functions. This advantage surpasses most existing noise-

robust loss functions, such as Mean Absolute Error (MAE) (Ghosh et al., 2017) and

Reverse CE (RCE) (Wang et al., 2019), which have been observed to suffer from the

underfitting problem on complicated datasets (Zhang and Sabuncu, 2018; Ma et al.,

2020). Furthermore, our empirical results on benchmark datasets and real-world

datasets demonstrate that the proposed approach achieves better robustness than

the state-of-the-art methods. Our main contributions are summarized as follows:

� We provide new insights into robust learning with noisy labels by reducing the

model output fluctuations (or improving the output confidence). Specifically,

we propose to minimize the entropy of prediction to enhance learning with label

noise.

� We theoretically prove that by applying entropy minimization to non-robust

loss functions, they can be robust to noisy labels without suffering from the

underfitting problem under certain noise rate.

� We empirically demonstrate that the proposed loss functions outperform the

state-of-the-art robust loss functions by a substantial margin.
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5.3 Methodology

In this section, we first introduce the preliminaries in learning with noisy labels.

Subsequently, we review the noise tolerance of existing loss functions according to

symmetric condition (Ghosh et al., 2017) and explain their underfitting problem by

gradient analysis. Then, to achieve robustness and avoid the underfitting problem,

we propose a simple and effective approach that can be applied to any loss function.

5.3.1 Preliminaries

Supervised Classification. We consider the problem of K-class classification.

Given a dataset D = {(xi, yi)}ni=1, where x ∈ X ⊂ Rd is a d-dimensional feature input

and y ∈ Y = [K] = {1, . . . , K} is the annotated label. A DNN classifier f ending with

a softmax layer is a function that maps feature space to label space: f : X → ∆K−1,

where ∆K−1 denotes the K-dimensional simplex. We denote the output probability

distribution f(x) = [p(1|x), ..., p(K|x)], p(k|x) = e(z)k∑K
j=1 e

(z)j
, k ∈ {1, . . . , K}, where

(z)k denotes the logits with respect to class k. Given the ground-truth distribution

over different classes for input x is q(k|x),
∑K

k=1 q(k|x) = 1 and y is the true label,

we have q(y|x) = 1 and q(k|x) = 0,∀k 6= y. In this way, the commonly used CE loss

can be represented as:

`ce(f(x), y) = −
K∑

k=1

q(k|x) log p(k|x) = − log p(y|x) (5.1)

Label Noise Models. The generation of real-world label noise is unpredictable, a

popular methodology to cope with noisy labels is to hypothesize noise models then
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develop robust algorithms based on them. Two popular noise assumptions are sym-

metric and asymmetric label noise (Natarajan et al., 2013), where the noise is cor-

rupted by a K ×K noise transition matrix Q and independent to the input feature,

i.e., Qij = P (ŷ = j|y = i) = P (ŷ = j|x, y = i), where y denotes the true label and ŷ

denotes the noisy label. Suppose the overall noise rate as η, for symmetric noise, the

flip probability to other labels is constant, i.e., Qij = 1− η for i = j and Qij = η
K−1

for i 6= j. For asymmetric noise, it is a simulation of real-world label noise, where

labels are only replaced by similar classes (e.g. dog↔cat).

Learning with Noisy Labels and Noise Tolerance. Our goal is to learn from

a noisy training set D̂ = {(xi, ŷi)}ni=1 where the labels are corrupted. Given any

loss function `(f(x), y), we define the risk of f under clean distribution as R`(f) =

ED[`(f(x), y)], and under noisy distribution as Rη
` (f) = ED̂[`(f(x), ŷ)]. Let f ∗ and f ∗η

be the global minimizers of R`(f) and Rη
` (f) respectively. Assume the label noise is

symmetric and the noise rate is η, then we have corresponding risk under label noise

as

Rη
` (f) = ED[(1− η)`(f(x), y) +

η

K − 1

∑

i 6=y

`(f(x), i)] (5.2)

We say that the risk minimization under a loss function is noise-tolerant if Rη
` (f)

shares the same global minimum as R`(f).

5.3.2 Existing Robust Loss Functions

Suppose symmetric label noise rate η < K−1
K

, a loss function is proved to be noise-

tolerant for K-class classification task if the loss function satisfies the symmetric
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Name Loss expression
∑K

i=1 `(f(x), i) Symmetric Gradient ∂`(f(x),y)
∂θ

CE − log p(y|x) −∑K
i=1 log p(i|x) × − 1

p(y|x)
∇θp(y|x)

FL −(1− p(y|x))γ log p(y|x) −∑K
i=1(1− p(i|x))γ log p(i|x) ×

[
γ(1− p(y|x))γ−1 log p(y|x)− (1−p(y|x))γ

p(yx)

]
∇θp(y|x)

MAE 2(1− p(y|x)) 2K − 2
√ −2∇θp(y|x)

RCE −A(1− p(y|x)) −AK + A
√

A∇θp(y|x)

GCE 1−p(y|x)ρ

ρ
[K−K

1−ρ

ρ
, K−1

ρ
]

√ − 1
p(y|x)1−ρ∇θp(y|x)

TCE
∑t

i=1
(1−p(y|x))i

i

[
K − 1, (K − 1)

∑t
i=1

1
i

] √ −1−(1−p(y|x))t

p(y|x)
∇θp(y|x)

NCE logΠKk p(k|x) p(y|x) 1
√ ∑K

k 6=y log p(k|x)

(
∑K
k=1 log p(k|x))2

· 1
p(y|x)

∇θp(y|x)

Table 5.1: Comparison of existing loss functions in learning with noisy labels. For
FL, parameter γ ≥ 0 and FL reduces to the CE loss when γ = 0. For RCE, A is
a negative constant to replace log(0). For GCE, parameter ρ ∈ (0, 1]. For TCE,
parameter t ∈ N+. For deriving gradients, θ denotes the parameters of f .

condition as follows (Ghosh et al., 2017):

K∑

k=1

`(f(x), k) = C, ∀x ∈ X ,∀f ∈ H, (5.3)

where C is a constant, and H is the hypothesis class. Combined Eq. (5.2) and Eq.

(5.3), we can easily derive

Rη
` (f) =

(
1− ηK

K − 1

)
R`(f) +

ηC

K − 1
(5.4)

Since 1− ηK
K−1

> 0, if f ∗ is the global minimizer of R`(f), then it is also the minimizer of

Rη
` (f). Therefore, a symmetric loss function is theoretical noise-tolerant if the global

minimizer can be learned. However, the derivation of global optimum is a strong

assumption. In practice, many symmetric loss functions, such as MAE and RCE,

have been observed to suffer from the underfitting problem on complicated datasets

(Zhang and Sabuncu, 2018; Ma et al., 2020). We review the existing loss functions and

derive their gradients in Table 5.1. The CE loss and focal loss (FL) (Lin et al., 2017)

are not robust to noisy labels but have the advantage of sufficient learning ability.
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Both of them put more weights on the gradient of ambiguous (hard) samples. On the

contrary, MAE and Reverse CE (RCE) (Wang et al., 2019) are robust to noisy labels

but increase difficulty in training as they equally provide the same weights on the

gradient for all training samples. To balance learning sufficiency and noise robustness,

a generalized version of CE loss (GCE) (Zhang and Sabuncu, 2018) was proposed

`gce = 1−p(y|x)ρ

ρ
, which reduces to MAE and CE when ρ = 1 and ρ→ 0, respectively.

Similarly, Taylor cross entropy (TCE) (Feng et al., 2021) loss was proposed `tce =
∑t

i=1
(1−p(y|x))i

i
, which is also a generalized mixture of CE (when t → ∞) and MAE

(when t = 1). Other loss function such as symmetric cross entropy (SCE) (Wang et al.,

2019) that combines CE with RCE to achieve partial robust to label noise without

sacrificing learning ability. Recently, Ma et al. have demonstrated that any loss can

be made robust to noisy labels by applying a simple normalization and proposed

the normalized cross entropy (NCE) (Ma et al., 2020). However, the normalization

operation actually alters the gradient of CE loss so that NCE no longer retains the

original fitting ability. Let’s denote P = log p(y|x) andQ =
∑

k 6=y log p(k|x). In Table

5.1, the gradient of NCE is weighted by the term
∑K
k 6=y log p(k|x)

(
∑K
k=1 log p(k|x))2

= Q
(P+Q)2 . During

training, the Q term may increase even when P is fixed. Q reaches the maximum

value when all p(k 6= y|x) equals to (1 − p(y|x))/(K − 1). As a consequence, the

corresponding gradient reaches the minimum value, which hinders the convergence

and causes the underfitting problem. To remedy this problem, Active Passive Loss

(APL) (Ma et al., 2020) was proposed for both robust and sufficient learning by

combining two loss terms, i.e., a robust active loss term and a robust passive loss

term.
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5.3.3 Robust Learning by Entropy Minimization

Existing methods focus on creating new loss functions that meet the symmetric con-

dition while simultaneously solving the underfitting problem by combining multiple

robust loss terms. Different from them, we study the entropy of model output for

noise robustness.

In classification with clean training data, the confidence score of a prediction

given x is calculated by maxj p(j|x). Namely, the probability that the assigned label

is correct. A classifier is overconfident when it places all probability on a single class,

which is often a symptom of overfitting (Szegedy et al., 2016). Existing work (Pereyra

et al., 2017) has proposed to regularize the classifier by penalizing high-confident

output distributions, leading to better generalization. In classification with noisy

labels, we observe that overfitting to label noise does not attribute to overconfident

predictions. On the contrary, the average confidence of predictions decreases due to

fluctuation of predictions when training with noisy labels. Figure 5.2 shows the test

accuracy and corresponding average confidence on MINIST with different label noises.

As can be observed, in addition to the drop in test accuracy, the average confidence

of model predictions in training data also becomes smaller with the increase of label

noise rate.

Inspired by this observation, we add an entropy term to the non-robust loss func-

tions to restrict the model to produce high-confidence predictions. Given any input

x, the model outputs a probability distribution f(x) = [p(1|x), . . . , p(K|x)] over

different classes through a softmax function. According to information theory, the
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(b) Average Confidence

Figure 5.2: Test accuracy and average confidence on MNIST with various levels of
label noise using CE. Learning with label noise not only reduces the test accuracy
but also produces predictions with low confidence.

shannon entropy of this probability distribution is calculated by

H(f(x)) = −
K∑

k=1

p(k|x) log p(k|x). (5.5)

Confident predictions correspond to output distributions that have low entropy.

To force the model produce confident and consistent predictions during the train-

ing, we penalize the high entropy prediction, i.e., minimize the entropy of output

distribution. Therefore, the loss functions enhanced by entropy minimization (EM)

becomes

`EM-enhanced(f(x), ŷ) = `(f(x), ŷ) + λH(f(x)), (5.6)
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where λ > 0 is the hyperparameter. For example, the EM enhanced CE loss becomes

`CE+EM(f(x), ŷ) = − log p(ŷ|x)− λ
K∑

k=1

p(k|x) log p(k|x), (5.7)

5.4 Theoretical Justification

In this section, we first demonstrate the noise robustness of the EM-enhanced loss

functions. Then we provide the analysis of how our method avoids the underfitting

problem.

5.4.1 Noise Robustness

The minimization of the entropy term (Eq. (5.5)) could push the network prediction

f(x) towards any vertex v of ∆K−1, namely, f(x) = v = [0, . . . , 1, . . . , 0], which

results the minimum value of entropy (zero). To clarify this scenario, we assume:

Assumption 5.4.1. In a multi-class classification problem, the original model output

f(x) ∈ ∆K−1. When optimizing min
θ

[
`(f(x), ŷ) + λH(f(x))

]
, the resulted hypothesis

f ∈ Hv : X → V such that the output f(x) ∈ V , where V denotes the vertices set of

∆K−1.

Based on the Assumption 5.4.1, we have following Lemma to show that performing

entropy minimization make non-robust loss functions (e.g. CE and FL) satisfy the

symmetric condition.

Lemma 5.4.1. According to Assumption 5.4.1, the learned hypothesis outputs f(x) ∈

V . Given any specific input x, f(x) equals to a specific v∗ ∈ V and assume 0 log 0 = 0,
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we have

K∑

i=1

`(f(x), i) =
K∑

i=1

`(v∗, i) = C, (5.8)

satisfies for any loss `, where C denotes a constant.

Proof sketch. For loss functions without using logarithms, it is easy to show that

one-hot prediction leads to a symmetric function. The tricky part is using loga-

rithms. Take CE loss as an example, we have two scenarios: (1) if arg max v∗ =

arg maxj q(j|x), we have
∑K

i=1 `ce(v
∗, i) = −(K − 1) log 0. Similar to clipping op-

eration in (Wang et al., 2019), we denote a negative constant A = log 0. Then we

have C = −A(K − 1). (2) if arg max v∗ 6= arg maxj q(j|x), we have
∑K

i=1 `ce(v
∗, i) =

−K log 0 = −AK. Therefore, both scenarios satisfy the symmetric condition.

Lemma 5.4.1 implies that, when performing entropy minimization, the network

output f(x) is restricted to a vertex v∗, then any loss functions can satisfy the sym-

metric condition. As mentioned in Section 5.3.2, a symmetric loss function is noise

tolerant to both symmetric and asymmetric label noise. Here we have the follow-

ing theorems to show the robustness of the proposed method under symmetric and

asymmetric noise.

Theorem 5.4.1. In a multi-class classification problem, ` is noise tolerant under

symmetric label noise if noise rate η < K−1
K

and f : X → V . And, given R`(f
∗) = 0

and 0 ≤ `(f ∗(x), k) ≤ C
K−1

, ` is also noise tolerant under asymmetric label noise or

class-dependent label noise when noise rate ηyk < 1− ηy with
∑

k 6=y ηyk = ηy.

Proof sketch. For symmetric noise, based on and Eq. (5.2) and Eq. (5.8), for any
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f ∈ Hv, we can derive

Rη
` (f) =

(
1− ηK

K − 1

)
R`(f) +

ηC

K − 1
. (5.9)

Thus, we have

Rη
` (f
∗)−Rη

` (f
∗
η ) =

(
1− ηK

K − 1

)
(R`(f

∗)−R`(f
∗
η )) ≤ 0, (5.10)

where f ∗ and f ∗η is a minimizer ofR` andRη
` . Since 1− ηK

K−1
> 0. andR`(f

∗)−R`(f
∗
η ) ≤

0, we have Rη
` (f
∗) − Rη

` (f
∗
η ) ≤ 0, which proves f ∗ is also a minimizer of Rη

` . For

asymmetric noise, we have

Rη
` (f) = CED(1− ηy)− ED

[∑

k 6=y

(1− ηy − ηyk)`(f(x), k)
]
. (5.11)

Let f ∗η and f ∗ be the minimizer of Rη
` and R` when f : X → V , respectively. We

have Rη
` (f
∗
η )−Rη

` (f
∗) ≤ 0 and hence derive that

ED
[∑

k 6=y

(1− ηy − ηyk)(`(f ∗(x), k)− `(f ∗η (x), k))
]
≤ 0 (5.12)

First (1 − ηy − ηyk) > 0 as per the assumption ηyk < 1 − ηy, we have `(f ∗(x), k) ≤

`(f ∗η (x), k). Second, our assumption has R`(f
∗) = 0, we have `(f ∗(x), y) = 0. Since

the condition 0 ≤ `(f ∗(x), k) ≤ C
K−1

, we have `(f ∗(x), k) = C
K−1

for all k 6= y. Then

we have `(f ∗η (x), k) ≥ C
K−1

. For both conditions hold, we have `(f ∗η (x), k) = C
K−1

,

which implies `(f ∗η (x), y) = 0. Therefore, `(f ∗(x), k) = `(f ∗η (x), k) for all k ∈ [K],

thus f ∗η = f ∗ which completes the proof.

Theorem 5.4.1 ensures that the derived hypotheses f ∗η and f ∗ under noisy labels
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and clean labels are the same. Therefore, using entropy minimization does offer an

alternative way to achieve noise robustness for non-robust loss functions. However,

Assumption 5.4.1 is too strong. It may cause the optimization to fail, especially

when using a gradient-based strategy that produces many zero gradients. Therefore,

we relax the the output restriction of the hypothesis class with an error bound ε in

Assumption 5.4.2.

Assumption 5.4.2. When optimizing min
θ

[
`(f(x), ŷ) + λH(f(x))

]
, the resulted hy-

pothesis f ∈ Ho : X → O such that the output |f(x)− v| ≤ ε, where v ∈ V .

Theorem 5.4.2. In a multi-class classification problem, let f : X → O. Suppose

the loss ` satisfies |∑K
k=1(`(f(x)1, k) − `(f(x)2, k))| ≤ δ when |f(x)1 − f(x)2| ≤ ε,

and δ → 0 when ε→ 0. Then for symmetric label noise satisfying η < K−1
K

, the risk

bound can be expressed as

R`(f
∗
η )−R`(f

∗) ≤ 2ηδ

K − 1− ηK (5.13)

where f ∗η and f ∗ denote the minimizer of Rη
` (f) and R`(f) when f ∈ Ho, respectively.

Proof sketch. For symmetric label noise, we have

Rη
` (f
∗) = (1− ηK

K − 1
)R`(f

∗) +
η

K − 1

K∑

k=1

`(v, k) +
η

K − 1
δ1, (5.14)

where δ1 = ED
[∑K

k=1 `(f
∗(x), k)−∑K

k=1 `(v, k)
]
. Given f ∗ ∈ Ho, we have |f ∗(x)−

v| ≤ ε and |∑K
k=1 `(f

∗(x), k)−∑K
k=1 `(v, k)| ≤ δ, which implies δ1 ∈ [−δ, δ]. Similarly,
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we can obtain

Rη
` (f
∗
η ) = (1− ηK

K − 1
)R`(f

∗
η ) +

η

K − 1

K∑

k=1

`(v, k) +
η

K − 1
δ2. (5.15)

Based on Eq. (5.14) and Eq. (5.15), we have

Rη
` (f
∗
η )−Rη

` (f
∗) = (1− ηK

K − 1
)(R`(f

∗
η )−R`(f

∗)) +
η

K − 1
(δ2 − δ1). (5.16)

Given f ∗η and f ∗ are the minimizers of Rη
` (f) and R`(f), we have Rη

` (f
∗
η )−Rη

` (f
∗) ≤ 0.

As 1− ηK
K−1

> 0, we have

R`(f
∗
η )−R`(f

∗) ≤ (δ2 − δ1)η

K − 1− ηK ≤
2ηδ

K − 1− ηK (5.17)

Theorem 5.4.2 indicates that when using entropy minimization following Assump-

tion 5.4.2, the difference of the risks caused by the derived hypotheses f ∗η and f ∗ under

noisy labels and clean labels are always bounded. The bound are related to the pa-

rameter ε and η. When ε→ 0 or η → 0, the bound tends to 0.

5.4.2 Avoid Underfitting Problem

Noise robust alone is not sufficient. Many existing loss functions (e.g. MAE, RCE and

NCE) have been observed to suffer from an underfitting problem. Here we explain how

our approach preserves the learning sufficiency by analyzing the gradient. Consider

the CE+EM loss ` = − log p(y|x)− λ∑K
i p(i|x) log p(i|x), we have the gradient of `
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with respect to z as follows:

∂`

∂z
= −∂ log p(y|x)

∂z
− λ

∑K
i=1 p(i|x) log p(i|x)

∂z

= − 1

p(y|x)
· ∂p(y|x)

∂z
− λ

K∑

i=1

(
∂p(i|x)

∂z
· log p(i|x) +

∂p(i|x)

∂z

)

= −
( 1

p(y|x)
+ λ+ λ log p(y|x)

)
· ∂p(y|x)

∂z︸ ︷︷ ︸
active term

+λ
∑

i 6=y

(
− 1− log p(i|x)

)
· ∂p(i|x)

∂z
︸ ︷︷ ︸

passive term

Compared to the gradient of CE that only contains one active term (i.e. − 1
p(y|x)

·
∂p(y|x)
∂z

), our gradient consists of two terms: (1) active term denotes the gradient of

learning towards the target y; (2) passive term limits the increase of p(i|x),∀i 6= y,

which passively maximize p(y|x). As can be observed, when p(y|x) > 1
e
, our active

term is enhanced by adding λ + λ log p(y|x) compared to CE’s. When p(y|x) < 1
e
,

our passive term is activated to explicitly minimize the p(i|x),∀i 6= y, resulting in the

increasing of p(y|x). In addition, the passive term is dynamic based on magnitude of

p(y|x), which provides a error tolerant when label is wrong.

In summary, the proposed method addresses the underfitting problem by the joint

of active and passive term in our gradient, which coincides with the core idea of Active

Passive Loss (Ma et al., 2020).

5.5 Experiments

In this section, we first briefly describe the label noise generation and training details

for a fair comparison with existing methods. Then we provide some empirical analyses

towards a better understanding of the proposed approach. Finally, we investigate the
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effectiveness of the proposed approach by comparing it with state-of-the-art meth-

ods on simulated label noise, including MNIST (LeCun et al., 1998), CIFAR-10 and

CIFAR-100 (Krizhevsky et al., 2009), and a real-world noisy dataset Webvision (Li

et al., 2017). All the experiment implementations are based on PyTorch and run on

a NVIDIA A100 GPU.

Label Noise Generation. We simulate the noisy labels following (Patrini et al.,

2017). Suppose the label noise rate is η, symmetric label noise is generated by uni-

formly flipping the label to one of the other class label by given probability η
K−1

.

Asymmetric label noise is generated by flipping the original label to a similar class

label to mimic the real-world label noise, where the label errors only occur within

very similar classes. Specifically, for MNIST, flipping 2→ 7, 3→ 8, 5→ 6 and 7→ 2

with probability η. For CIFAR-10, mapping truck → automobile, bird → airplane,

deer → horse and cat ↔ dog. For CIFAR-100, the 100 classes are grouped into

20 super-classes with each having 5 sub-classes. The asymmetric noise flips each

sub-class into the next, circularly within super-classes.

Baselines. In our experiments, we consider four state-of-the-art robust loss functions:

(1) Generalized Cross Entropy (GCE) (Zhang and Sabuncu, 2018): 1−p(y|x)ρ

ρ
where

ρ ∈ (0, 1]; (2) Symmetric Cross Entropy (SCE) (Wang et al., 2019): α·CE+β·RCE; (3)

Taylor Cross Entropy (TCE) (Feng et al., 2021):
∑t

i=1
(1−p(y|x))i

i
; (4) Active Passive

Loss (APL) (Ma et al., 2020): α ·NCE + β ·MAE ; We also train networks using CE

and FL. For the proposed method, we add the entropy term to CE, FL and GCE,

i.e., CE+EM, FL+EM and GCE+EM.

Networks and Training Details. For a fair comparison, we use a 4-layer CNN for

MNIST, an 8-layer CNN for CIFAR-10 and a ResNet-34 for CIFAR-100 following (Ma
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et al., 2020). The networks are trained for 50, 120, 200 epochs for MNIST, CIFAR-10,

CIFAR-100, respectively. For all the training, we use SGD with momentum 0.9 and

cosine annealing learning rate scheduler. The weight decay is set as 1×10−3, 1×10−4

and 1 × 10−5 for MNIST, CIFAR-10, CIFAR-100 respectively. The initial learning

rate is set to 0.01 for MNIST/CIFAR-10 and 0.1 for CIFAR-100. Batch size is set to

128. Typical data augmentations including random width/height shift and horizontal

flip are applied.

Hyperparameter Setting. We set the parameters which match their original pa-

pers for all baseline method. Specifically, for FL, we set γ = 0.3. For GCE, we set set

ρ = 0.7. For SCE, we set A = −4, and α = 0.01, β = 1 for MNIST, α = 0.1, β = 1

for CIFAR-10, α = 6, β = 0.1 for CIFAR-100. For TCE, we set t = 2 for MNIST

and CIFAR-10, t = 6 for CIFAR-100. For APL, we set α = 1, β = 100 for MNIST,

α = 1, β = 1 for CIFAR-10, and α = 10, β = 1 for CIFAR-100 (Note that the original

setting in (Ma et al., 2020) is α = 10, β = 0.1 for CIFAR-100, but we find that set

α = 10, β = 1 achieves much better performance for APL).

5.5.1 Empirical Understandings

High Confidence Enhances Noise Robustness. To empirically explore the rela-

tionship between high confidence and noise robustness, we run a set of experiments

on MNIST with 0.8 symmetric label noise. For each training sample, we calculate the

confidence of its prediction by maxj p(j|x). Figure 5.3 shows the average confidence

and test accuracy in training. For clear comparison, we add the proposed entropy

minimization (EM) term to the loss functions that are not robust to noisy label, in-

cluding CE and FL. As can be observed, both CE and FL have low average confidence

123



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

in the early stage, thus the predictions can easily change due to the memorization of

mislabeled samples, leading to poor test accuracy. After applying EM, the average

confidence maintains a high value after several epochs. The test accuracy of CE+EM

and FL+EM show the model strong robustness to label noise. Therefore, maintain-

ing high confident predictions throughout the training does enhance the robustness

of model when training data contains noisy labels.

Fitting Ability. Existing noise-robust loss functions, including MAE, NCE, and

RCE, have been observed to suffer from an underfitting problem in complex datasets

(Zhang and Sabuncu, 2018; Ma et al., 2020). We first run an example to show how

these loss functions perform on CIFAR-100 dataset with 0.6 symmetric noise. As

can be observed in Figure 5.4, CE and FL are not robust to label noise as there is

a clear drop in the test accuracy indicates that DNN starts to memorize mislabeled

samples. NCE, MAE and RCE are proven to be robust to label noise. However,

these loss functions do not lead to accurate models but attain even worse performance

compared to CE and FL. MAE and RCE even fail to converge in this scenario. In

contrast, after applying entropy term on non-robust losses, their performance become

stable, which demonstrates that EM-enhanced can be both theoretically robust and

learning sufficient.

Learned Representations. We investigate the representations learned by CE+EM

compared to that learned by CE and APL. Specifically, we extract the high-dimensional

representation at the penultimate layer, then project to a 2D embedding using t-SNE

(Van der Maaten and Hinton, 2008). Figure 5.6 shows the projected representations

for MNIST with different levels of noisy labels respectively. Under all noisy settings,

the representations learning by CE+EM are of significantly better quality than these
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Figure 5.3: Average confidence and test accuracy of various approaches on MNIST
with 0.8 symmetric label noise. Entropy minimization effectively enhances the ro-
bustness of model.

learned by others with more separated and clearly bounded clusters. We can observe

that the state-of-the-art method APL has good performance in low levels of label

noise (see Figure 5.6(f) when symmetric η = 0.4). However, its boundary becomes

blurred as the noise ratio increases (see Figure 5.6(g) when symmetric noise η = 0.8).

In the asymmetric noise η = 0.4 case (Figure 5.6(d)), the representations of class 5

(brown) and class 6 (pink) learned by CE are intertwined with each other. Slightly

better when using APL. When learned with the proposed method, the representations

of class 5 (brown) and class 6 (pink) become more discriminative and the margin is

more separated.

Parameter Analysis. In our method, the hyperparameter λ > 0 is used to control

the strength of entropy minimization. We provide an empirical study to see the

effect of different λ in CE+EM. The experiments are conducted on MNIST with

0.8 symmetric label noise and CIFAR-10 with 0.4 symmetric label noise. We test

λ ∈ {0.1, 10, 30, 50, 100, 200, 300, 500} and λ ∈ {0.1, 1, 3, 5, 7, 10, 15, 20} for MNIST
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Figure 5.4: Test accuracies of existing noise-robust loss functions versus EM-enhanced
loss on CIFAR-100 under 0.2 and 0.6 symmetric noise.

and CIFAR-10 respectively. Figure 2.9 shows the results. As can be observed, the

datasets with different complexity require different λ. Besides, λ cannot be too small,

otherwise noise-robust cannot be guaranteed (see λ = 0.1, 10, 30 on MNIST). On the

other hand, λ cannot be too large, otherwise the CE loss term will be neglected,

resulting in suffering from underfitting problem (see λ = 20 on CIFAR-10). In our

implementation, we gradually increase the value of λ during training. Specifically, we

adopt two strategies and their combinations. 1) An exponential way λ = ρbT/rc(ρ ≥

1), where T denotes the training epoch and r denotes the updating rate of λ. 2) A

linear way λ = aT − b, where a and b denote the gradient and intercept. For all three

EM-enhanced losses, we set λ = 2.5T/5 for MNIST. Similar strategies for CIFAR-10,

CIFAR-100 and Webvision can be found in supplementary material.
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Figure 5.5: Test accuracies curve of different λ on MNIST with 0.8 symmetric label
noise and CIFAR-10 with 0.4 symmetric label noise.

5.5.2 Evaluation on Benchmark Datasets

The classification accuracies under symmetric and asymmetric label noise are reported

in Table 5.2. We observe that the EM-enhanced losses (i.e. CE+EM, FL+EM and

GCE+EM) achieve the top 3 best results in most test scenarios across all benchmarks.

On clean CIFAR-10 and CIFAR-100, some existing methods, such as GCE and APL,

have an observable performance drop due to their limited fitting ability. In contrast,

the proposed losses still consistently outperform regular loss functions (i.e. CE and

FL), which demonstrates their superior fitting ability. On symmetric label noise,

the proposed losses obtain a substantial improvement over the most scenarios. For

example, on MNIST with 0.8 symmetric label noise, CE+EM improves the accuracy

from 22.49% to 98.69% over CE, better than best baseline APL by 26.23%. On

CIFAR-10 with 0.8 symmetric label noise, CE+EM outperforms CE by more than

28%. On CIFAR-100 with 0.8 symmetric label noise where both CE and FL fail

to converge, our losses still achieve comparable performance to the state-of-the-art
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methods GCE. Overall, the proposed losses are not only robust to label noise, but

also guarantee and even improve the fitting ability.

On asymmetric label noise, the proposed losses significantly improve the classifica-

tion performance across all benchmarks. Even in some noise cases, the performance

of our method is not inferior to the performance in the clean case. For example,

CE+EM achieves 99.20% on MNIST with 0.4 asymmetric label noise, which is higher

than the performance of CE on clean MNIST. On complicated dataset CIFAR-100,

our losses also obtain excellent performance. For example, on CIFAR-100 with 0.4

asymmetric label noise, the highest accuracy that can be achieved by existing meth-

ods is 42.65% (by APL), which is still 12% lower than our CE+EM and 14% lower

than our FL+EM. More experiment results, such as test accuracy vs. epochs, are

provided in supplementary materials.

In summary, the EM-enhanced losses provide a consistently strong performance

across different datasets with different types of noise, which verifies the effectiveness

of entropy minimization for robust learning with noisy labels.

5.5.3 Evaluation on Real-world Noisy Labels

In the above experiments, we have seen that the proposed approach achieves excellent

performance on benchmarks with simulated label noise. Here we test the effectiveness

of the proposed method on large-scale real-world dataset Webvision (Li et al., 2017).

Webvision contains 2.4 millions images crawled from the web (e.g. Flicker and Google)

based on 1,000 classes of ImageNet ILSVRC12 (Deng et al., 2009). The label noise

level of Webvision is estimated at 20%. Here, we follow the “Mini” setting in (Jiang

et al., 2018) that only takes the first 50 classes of the Google resized image subset.
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Datasets Methods Clean (η = 0.0)
Symmetric Noise Rate (η) Asymmetric Noise Rate (η)

0.2 0.4 0.6 0.8 0.1 0.2 0.3 0.4

MNIST

CE 99.16 ± 0.09 91.57 ± 0.14 74.37 ± 0.16 50.01 ± 0.48 22.49 ± 0.20 97.68 ± 0.22 94.08 ± 0.18 89.16 ± 0.26 82.21 ± 0.31
FL 99.15 ± 0.06 91.80 ± 0.07 74.59 ± 0.15 50.37 ± 0.07 22.48 ± 0.59 97.57 ± 0.11 94.40 ± 0.09 88.86 ± 0.30 82.46 ± 0.23

GCE 99.16 ± 0.02 98.82 ± 0.02 96.92 ± 0.14 81.17 ± 1.02 33.19 ± 0.67 99.09 ± 0.09 96.45 ± 0.14 89.37 ± 0.33 81.61 ± 0.13
SCE 99.26 ± 0.02 98.92 ± 0.02 97.40 ± 0.16 88.65 ± 0.88 48.33 ± 0.08 99.14 ± 0.04 98.04 ± 0.07 93.90 ± 0.14 85.04 ± 0.35
TCE 99.17 ± 0.05 98.89 ± 0.03 98.18 ± 0.11 91.53 ± 0.78 46.37 ± 0.79 99.10 ± 0.04 98.64 ± 0.08 93.21 ± 0.31 82.01 ± 0.33
APL 99.36 ± 0.04 99.10 ± 0.06 98.58 ± 0.08 95.95 ± 0.06 72.46 ± 0.96 99.34 ± 0.00 98.83 ± 0.12 96.90 ± 0.17 91.79 ± 0.92

CE+EM 99.15 ± 0.06 99.19 ± 0.03 99.08 ± 0.06 98.93 ± 0.02 98.69 ± 0.02 99.30 ± 0.03 99.19 ± 0.03 99.20 ± 0.04 99.20 ± 0.03
FL+EM 99.12 ± 0.04 99.13 ± 0.02 99.07 ± 0.05 98.98 ± 0.02 98.65 ± 0.08 99.28 ± 0.04 99.27 ± 0.04 99.21 ± 0.02 99.19 ± 0.01

GCE+EM 99.28 ± 0.03 99.21 ± 0.03 99.02 ± 0.02 98.92 ± 0.05 98.64 ± 0.05 99.25 ± 0.02 99.26 ± 0.02 99.22 ± 0.08 99.18 ± 0.07

CIFAR-10

CE 90.53 ± 0.16 74.91 ± 0.22 57.70 ± 0.53 38.68 ± 0.48 19.38 ± 0.39 87.21 ± 0.23 83.59 ± 0.24 79.47 ± 0.19 75.07 ± 0.35
FL 89.99 ± 0.29 74.33 ± 0.45 57.69 ± 0.63 39.06 ± 0.30 18.96 ± 0.63 86.76 ± 0.06 83.31 ± 0.15 79.35 ± 0.03 74.53 ± 0.29

GCE 89.27 ± 0.19 87.22 ± 0.20 82.39 ± 0.24 67.51 ± 0.52 25.50 ± 0.84 88.56 ± 0.14 85.97 ± 0.29 80.58 ± 0.34 74.21 ± 0.58
SCE 91.45 ± 0.06 87.91 ± 0.24 79.28 ± 0.59 61.61 ± 0.57 27.55 ± 0.64 89.94 ± 0.17 86.83 ± 0.18 81.41 ± 0.17 75.30 ± 0.39
TCE 89.59 ± 0.11 87.38 ± 0.13 84.05 ± 0.27 74.53 ± 0.07 38.19 ± 0.83 88.66 ± 0.14 87.00 ± 0.08 82.80 ± 0.06 66.46 ± 2.20
APL 88.93 ± 0.05 87.14 ± 0.22 83.81 ± 0.25 75.98 ± 0.39 45.10 ± 0.35 88.17 ± 0.07 86.80 ± 0.06 83.64 ± 0.17 76.96 ± 0.43

CE+EM 91.25 ± 0.16 88.16 ± 0.12 86.13 ± 0.19 79.51 ± 1.07 48.34 ± 0.48 90.15 ± 0.07 89.01 ± 0.10 86.87 ± 0.21 80.27 ± 0.36
FL+EM 91.27 ± 0.06 88.09 ± 0.29 86.21 ± 0.18 79.85 ± 0.33 48.44 ± 0.16 90.14 ± 0.46 89.38 ± 0.40 87.54 ± 0.13 83.38 ± 0.67

GCE+EM 91.35 ± 0.05 88.10 ± 0.27 86.22 ± 0.21 80.18 ± 1.12 47.21 ± 0.98 90.08 ± 0.16 89.05 ± 0.05 86.64 ± 0.27 80.30 ± 0.40

CIFAR-100

CE 71.44 ± 0.24 55.65 ± 0.54 40.72 ± 0.99 22.14 ± 0.70 7.57 ± 0.22 64.36 ± 1.07 58.43 ± 0.26 50.74 ± 0.23 41.45 ± 0.36
FL 70.66 ± 0.13 55.52 ± 1.35 40.21 ± 0.21 22.10 ± 0.77 7.25 ± 0.27 64.50 ± 1.11 58.28 ± 0.95 50.75 ± 0.75 40.96 ± 0.50

GCE 64.39 ± 1.99 61.75 ± 0.79 56.88 ± 1.24 46.65 ± 0.64 18.55 ± 0.83 61.14 ± 0.49 60.37 ± 0.95 53.50 ± 1.30 40.62 ± 0.92
SCE 71.04 ± 0.46 55.20 ± 0.60 39.72 ± 0.82 21.14 ± 0.48 7.37 ± 0.27 64.68 ± 0.39 56.74 ± 0.66 50.10 ± 0.33 41.07 ± 0.69
TCE 30.97 ± 1.29 31.76 ± 1.93 31.91 ± 1.15 29.38 ± 1.18 13.40 ± 0.78 30.25 ± 0.68 29.05 ± 1.25 27.04 ± 0.46 22.24 ± 0.85
APL 67.65 ± 0.30 63.85 ± 0.31 58.42 ± 0.08 44.88 ± 0.65 24.08 ± 1.09 66.22 ± 0.27 62.95 ± 0.63 56.80 ± 0.45 42.65 ± 0.14

CE+EM 71.80 ± 0.10 64.59 ± 0.22 59.56 ± 0.36 45.17 ± 0.31 16.92 ± 0.23 70.41 ± 0.23 68.56 ± 0.16 65.54 ± 0.19 54.82 ± 1.87
FL+EM 71.76 ± 0.31 64.46 ± 0.66 59.98 ± 0.37 45.32 ± 0.70 15.82 ± 0.15 70.75 ± 0.09 68.74 ± 0.38 66.69 ± 0.37 56.76 ± 0.45

GCE+EM 72.05 ± 0.15 64.45 ± 0.37 60.03 ± 0.06 45.66 ± 0.70 16.78 ± 0.43 70.37 ± 0.14 68.36 ± 0.32 65.78 ± 0.54 55.84 ± 1.77

Table 5.2: Test accuracy (%) of different methods on benchmark datasets with clean
or symmetric label noise (η ∈ [0.2, 0.4, 0.6, 0.8]). The results (mean ± std) are re-
ported over 3 random runs and the top 3 best results are in boldfaced.

Top-1 accuracy / Loss CE FL GCE SCE APL CE+EM FL+EM

On Webvision validation 62.32 63.16 56.12 65.16 64.00 67.56 66.56
On ILSVRC12 validation 57.56 58.12 55.28 60.56 59.36 62.28 62.48

Table 5.3: Top-1 validation accuracies (%) on both Webvision and ILSVRC12 vali-
dation set of ResNet-50 models trained on WebVision using different loss functions,
under the Mini setting in (Jiang et al., 2018).

Besides th noisy labels, Webvision is also an imbalanced dataset with an imbalanced

factor (i.e. the number of training samples in the largest class divided by the smallest)

equal to 6.78. We follow the settings in APL (Ma et al., 2020) for fair comparison

with existing methods. All the models are evaluated on the clean ILSVRC12 and

WebVision validation set. For each loss function, we train a ResNet-50 (He et al.,

2016a) using SGD for 250 epochs with initial learning rate 0.4, nesterov momentum

0.9 and weight decay 3 × 10−5 and batch size 256. The learning rate is multiplied

by 0.97 after every epoch of training. We resize the images to 224 × 224. Typical
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data augmentations including random width/height shift, color jittering and random

horizontal flip are applied. We implement these methods based on public code and

use the same hyperparameters as suggested in their original papers. For GCE, we

set q = 0.7, while for SCE, we use the setting with A = −4, α = 10 and β = 1. For

APL (NCE + MAE), we set α = 50 and β = 1. The top-1 validation accuracies of

different loss functions on the WebVision and ILSVRC12 validation set are reported

in Table 5.3. As can be observed, both the proposed losses outperform existing loss

functions by a clear margin, which validates the effectiveness of our method against

real-world label noise.

5.6 Conclusion

In this paper, we observe the fluctuation of model output in learning with noisy labels

and propose to stabilize the model output for consistent predictions during training.

We revealed a new insight into noise-robust loss functions that: entropy minimization

can make non-robust loss functions robust to label noise without suffering from the

underfitting problem, outperforming most existing robust loss functions such as MAE,

RCE and NCE. We provide both empirical and theoretical analyses to verify the

effectiveness of proposed method. Moreover, our experimental results demonstrate

that the proposed method achieves superior performance over the state-of-the-art

losses on both simulated and real-world datasets.
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5.7 Appendix

5.7.1 Complete Proof of Theorems

Theorem 5.7.1. In a multi-class classification problem, ` is noise tolerant under

symmetric label noise if noise rate η < K−1
K

and f : X → V . And, given R`(f
∗) = 0

and 0 ≤ `(f ∗(x), k) ≤ C
K−1

, ` is also noise tolerant under asymmetric label noise or

class-dependent label noise when noise rate ηyk < 1− ηy with
∑

k 6=y ηyk = ηy.

Proof. For symmetric noise with any f ∈ Hv, we can derive

Rη
` (f) = ED̂

[
`(f(x), ŷ)

]

= ED
[
(1− η)`(f(x), y) +

η

K − 1

∑

j 6=y

`(f(x), j)
]

= (1− η)Rl(f) +
η

K − 1

( K∑

j=1

`(f(x), j)−R`(f)
)

=
(
1− ηK

K − 1

)
R`(f) +

η

K − 1

K∑

j=1

`(f(x), j)

=
(
1− ηK

K − 1

)
R`(f) +

ηC

K − 1
. (5.18)

Thus, we have

Rη
` (f
∗)−Rη

` (f
∗
η ) =

(
1− ηK

K − 1

)
(R`(f

∗)−R`(f
∗
η )) ≤ 0, (5.19)

where f ∗ and f ∗η is a minimizer ofR` andRη
` . Since 1− ηK

K−1
> 0. andR`(f

∗)−R`(f
∗
η ) ≤

0, we have Rη
` (f
∗) − Rη

` (f
∗
η ) ≤ 0, which proves f ∗ is also a minimizer of Rη

` . For
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asymmetric noise, we have

Rη
` (f) = ED̂

[
`(f(x), ŷ)

]

= ED
[
(1− ηy)`(f(x), y) +

∑

k 6=y

ηyk`(f(x), k)
]

= ED
[
(1− ηy)

( K∑

k=1

`(f(x), k)−
∑

k 6=y

`(f(x), k)
)]

+ ED
[∑

k 6=y

ηyk`(f(x), k)
]

= CED(1− ηy)− ED
[∑

k 6=y

(1− ηy − ηyk)`(f(x), k)
]
. (5.20)

Let f ∗η and f ∗ be the minimizer of Rη
` and R` when f : X → V , respectively. We

have Rη
` (f
∗
η )−Rη

` (f
∗) ≤ 0 and hence derive that

ED
[∑

k 6=y

(1− ηy − ηyk)(`(f ∗(x), k)− `(f ∗η (x), k))
]
≤ 0 (5.21)

First (1 − ηy − ηyk) > 0 as per the assumption ηyk < 1 − ηy, we have `(f ∗(x), k) ≤

`(f ∗η (x), k). Second, our assumption has R`(f
∗) = 0, we have `(f ∗(x), y) = 0. Since

the condition 0 ≤ `(f ∗(x), k) ≤ C
K−1

, we have `(f ∗(x), k) = C
K−1

for all k 6= y. Then

we have `(f ∗η (x), k) ≥ C
K−1

. For both conditions hold, we have `(f ∗η (x), k) = C
K−1

,

which implies `(f ∗η (x), y) = 0. Therefore, `(f ∗(x), k) = `(f ∗η (x), k) for all k ∈ [K],

thus f ∗η = f ∗ which completes the proof.

Theorem 5.7.2. In a multi-class classification problem, let f : X → O. Suppose

the loss ` satisfies |∑K
k=1(`(f(x)1, k) − `(f(x)2, k))| ≤ δ when |f(x)1 − f(x)2| ≤ ε,

and δ → 0 when ε→ 0. Then for symmetric label noise satisfying η < K−1
K

, the risk

bound can be expressed as
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R`(f
∗
η )−R`(f

∗) ≤ 2ηδ

K − 1− ηK (5.22)

where f ∗η and f ∗ denote the minimizer of Rη
` (f) and R`(f) when f ∈ Ho, respectively.

Proof. For symmetric label noise, we have

Rη
` (f
∗) = ED̂

[
`(f ∗(x), ŷ)

]

= ED
[
(1− η)`(f ∗(x), y) +

η

K − 1

∑

k 6=y

`(f ∗(x), k)
]

= (1− η)Rl(f
∗) +

η

K − 1

( K∑

k=1

`(f ∗(x), k)−R`(f
∗)
)

= (1− ηK

K − 1
)R`(f

∗) +
η

K − 1

K∑

k=1

`(f ∗(x), k)

= (1− ηK

K − 1
)R`(f

∗) +
η

K − 1

K∑

k=1

`(v, k) +
η

K − 1
δ1, (5.23)

where δ1 = ED
[∑K

k=1 `(f
∗(x), k)−∑K

k=1 `(v, k)
]
. Given f ∗ ∈ Ho, we have |f ∗(x)−

v| ≤ ε and |∑K
k=1 `(f

∗(x), k)−∑K
k=1 `(v, k)| ≤ δ, which implies δ1 ∈ [−δ, δ]. Similarly,

we can obtain

Rη
` (f
∗
η ) = (1− ηK

K − 1
)R`(f

∗
η ) +

η

K − 1

K∑

k=1

`(v, k) +
η

K − 1
δ2. (5.24)

Based on Eq. (5.23) and Eq. (5.24), we have

Rη
` (f
∗
η )−Rη

` (f
∗) = (1− ηK

K − 1
)(R`(f

∗
η )−R`(f

∗)) +
η

K − 1
(δ2 − δ1). (5.25)
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Given f ∗η and f ∗ are the minimizers of Rη
` (f) and R`(f), we have Rη

` (f
∗
η )−Rη

` (f
∗) ≤ 0.

As 1− ηK
K−1

> 0, we have

R`(f
∗
η )−R`(f

∗) ≤ (δ2 − δ1)η

K − 1− ηK ≤
2ηδ

K − 1− ηK (5.26)

5.7.2 hyperparameter selection

In our implementation, we gradually increase the value of λ during training. Specif-

ically, we adopt two strategies and their combinations. 1) An exponential way

λ = ρbT/rc, where T denote the training epoch and r denotes the updating rate

of λ. 2) A linear way λ = aT − b, where a and b denote the gradient and intercept.

For example, we set λ = 2.5T/5 for MNIST, λ = 1.03T for CIFAR-10. For CIFAR-

100, since it is a more complicated dataset compared to MNIST and CIFAR-100, we

combine two strategies and set λ = 1.09T when T ≤ 70 and λ = T when T > 70. For

Webvision, we set λ = 1.05T when T ≤ 70 and λ = T − 40 when T > 70.

5.7.3 More results on Comparison With state-of-the-art meth-

ods

Fig. 5.7 shows test accuracy vs. epochs on MNIST. As can be observed, the regular

loss functions CE and FL suffer from significant overfitting in all noisy cases. The

existing noise robust loss functions GCE, SCE, TCE and APL perform well under

low levels of label noise, but fail to provide robustness under high levels of label noise.

In contrast, the proposed losses CE+EM, FL+EM and GCE+EM provides excellent
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performance consistently. Fig. 5.8 and Fig. 5.9 show the test accuracy vs. epochs

on CIFAR-10 and CIFAR-100, respectively. The results are similar to MNIST, our

proposed losses achieve the best accuracy in most cases, especially when datasets

contain asymmetric label noise.

5.7.4 More results on Learned Representations

More visualizations of representations learned by other methods on MNIST and

CIFAR-10 are shown in Fig. 5.10 and Fig. 5.11. As can be observed, the rep-

resentations learned by the proposed EM-enhanced losses are more discriminative

than those learned by other losses, which are with more separated and clearly bound

margins.
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(a) CE (clean η = 0.0) (b) CE (sym η = 0.4) (c) CE (sym η = 0.8) (d) CE (asym η = 0.4)

(e) APL (clean η = 0.0) (f) APL (sym η = 0.4) (g) APL (sym η = 0.8) (h) APL (asym η = 0.4)

(i) CE+EM (clean η =
0.0)

(j) CE+EM (sym η =
0.4)

(k) CE+EM (sym η =
0.8)

(l) CE+EM (asym η =
0.4)

Figure 5.6: t-SNE (Van der Maaten and Hinton, 2008) plots of feature represen-
tations learned by CE, APL, and the proposed CE+EM on MNIST with different
ratios of label noise. Different colors represent the different classes. More visualiza-
tions of learned representations for other methods and datasets are provided in the
supplementary materials.
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(a) MNIST (clean η = 0.0)
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(b) MNIST (sym η = 0.2)
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(c) MNIST (sym η = 0.4)
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(d) MNIST (sym η = 0.6)
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(e) MNIST (sym η = 0.8)
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(f) MNIST (asym η = 0.1)
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(g) MNIST (asym η = 0.2)
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(h) MNIST (asym η = 0.3)
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(i) MNIST (asym η = 0.4)

Figure 5.7: Test accuracies of different methods on MNIST with different label noise,
where (a) denotes the clean case, (b-e) denote the symmetric label noise, and (f-i)
denote the asymmetric label noise.
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(a) CIFAR-10 (clean η = 0.0)
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(b) CIFAR-10 (sym η = 0.2)
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(c) CIFAR-10 (sym η = 0.4)
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(d) CIFAR-10 (sym η = 0.6)
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(e) CIFAR-10 (sym η = 0.8)
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(f) CIFAR-10 (asym η = 0.1)
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(g) CIFAR-10 (asym η = 0.2)
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(h) CIFAR-10 (asym η = 0.3)
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(i) CIFAR-10 (asym η = 0.4)

Figure 5.8: Test accuracies of different methods on CIFAR-10 with different label
noise, where (a) denotes the clean case, (b-e) denote the symmetric label noise, and
(f-i) denote the asymmetric label noise.
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(a) CIFAR-100 (clean η = 0.0)
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(b) CIFAR-100 (sym η = 0.2)
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(c) CIFAR-100 (sym η = 0.4)
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(d) CIFAR-100 (sym η = 0.6)
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(e) CIFAR-100 (sym η = 0.8)
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(f) CIFAR-100 (asym η = 0.1)
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(g) CIFAR-100 (asym η = 0.2)
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(h) CIFAR-100 (asym η = 0.3)
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(i) CIFAR-100 (asym η = 0.4)

Figure 5.9: Test accuracies of different methods on CIFAR-100 with different label
noise, where (a) denotes the clean case, (b-e) denote the symmetric label noise, and
(f-i) denote the asymmetric label noise.
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(a) CE (clean η = 0.0) (b) CE (sym η = 0.4) (c) CE (sym η = 0.8) (d) CE (asym η = 0.4)

(e) GCE (clean η = 0.0) (f) GCE (sym η = 0.4) (g) GCE (sym η = 0.8) (h) GCE (asym η =
0.4)

(i) SCE (clean η = 0.0) (j) SCE (sym η = 0.4) (k) SCE (sym η = 0.8) (l) SCE (asym η = 0.4)

(m) TCE (clean η =
0.0)

(n) TCE (sym η = 0.4) (o) TCE (sym η = 0.8) (p) TCE (asym η =
0.4)

(q) APL (clean η = 0.0) (r) APL (sym η = 0.4) (s) APL (sym η = 0.8) (t) APL (asym η = 0.4)

(u) CE+EM (clean η =
0.0)

(v) CE+EM (sym η =
0.4)

(w) CE+EM (sym η =
0.8)

(x) CE+EM (asym η =
0.4)

Figure 5.10: t-SNE plots of feature representations on MNIST.
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(a) CE (clean η = 0.0) (b) CE (sym η = 0.4) (c) CE (sym η = 0.8) (d) CE (asym η = 0.4)

(e) GCE (clean η = 0.0) (f) GCE (sym η = 0.4) (g) GCE (sym η = 0.8) (h) GCE (asym η =
0.4)

(i) SCE (clean η = 0.0) (j) SCE (sym η = 0.4) (k) SCE (sym η = 0.8) (l) SCE (asym η = 0.4)

(m) TCE (clean η =
0.0)

(n) TCE (sym η = 0.4) (o) TCE (sym η = 0.8) (p) TCE (asym η =
0.4)

(q) APL (clean η = 0.0) (r) APL (sym η = 0.4) (s) APL (sym η = 0.8) (t) APL (asym η = 0.4)

(u) CE+EM (clean η =
0.0)

(v) CE+EM (sym η =
0.4)

(w) CE+EM (sym η =
0.8)

(x) CE+EM (asym η =
0.4)

Figure 5.11: t-SNE plots of feature representations on CIFAR-10.
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6.3 Introduction

Deep neural networks (DNNs) have achieved remarkable performance in a variety

of applications (e.g. image classification and object detection). Despite the use of

novel network architectures and efficient optimization algorithms, large-scale train-

ing data with correct labels is always required for these supervised tasks. However,

obtaining such high-quality training data with human-annotated labels is extremely

expensive and time-consuming in practice. Some non-expert sources, such as Ama-

zon’s Mechanical Turk and online searching engines, have been widely used to lower

the high labeling cost. However, due to the limited knowledge and inadvertent mis-

takes, crowdsourced annotators cannot annotate specific tasks with 100% accuracy,

resulting in introducing noisy labels. Even the most celebrated and highly-curated

datasets, such as ImageNet (Deng et al., 2009), are famously containing noisy labels.

Unlike traditional supervised learning, which assumes that all label information is

correct, we consider the training data contains a certain percentage of samples with

incorrect labels. Training DNNs on such unreliable datasets is known to be highly

affected as the significant number of model parameters render DNNs even overfit to

noisy labels (Li et al., 2020b). Zhang et al. (2018a) have empirically demonstrated

that DNNs can easily fit an entire training dataset with any percentage of corrupted

labels, and result in poor generalization capacity on a clean test set. Zhu and Wu

(2004) have observed that the performance drop caused by label noise is more sub-

stantial than by other noises, such as feature noise. Therefore, it is crucial to develop

learning algorithms that achieve superior generalization capability in the presence of

noisy labels.

Given a training set consisting of clean samples and mislabeled samples, a common
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Figure 6.1: The Synthetic samples are generated by mixing itself with its nearest
neighbours based on the representations.

approach to mitigate the negative impact of noisy labels is to detect the mislabeled

samples and eliminate them in the first stage, then train a new classifier with the

remaining clean samples in the second stage (Thulasidasan et al., 2019a; Kim et al.,

2019; Huang et al., 2019). However, the first stage’s filter mechanism for distinguish-

ing the mislabeled samples from the others is critical to the second stage’s classifica-

tion performance. If the filtering mechanism only removes a few mislabeled samples,

the unfiltered mislabeled samples still affect the (supervised) loss and deteriorate the

classification performance. On the other hand, if too many samples, including clean

samples, are eliminated, the remaining data may not be rich enough to generalize

to held-out data effectively in the second stage. Therefore, is it possible to robustly

train DNNs on noisy data without discording the informative training samples?

In this paper, we propose an algorithm for combating the negative influence of

noisy labels. Our main idea is to generate new synthetic samples that effectively hide

the information from the noisy labels, allowing robustly training the DNNs. Specif-

ically, for each training sample, we search its K nearest neighbours based on the
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learned representations. Then we linearly combine the samples with their nearest

neighbours in terms of their images and labels to create synthetic samples. By train-

ing DNNs with these synthetic samples, our approach effectively reduces the noisy

supervision from mislabeled samples and enhances the task performance. Take the

case in Fig. 6.1 as an example – Suppose we simply average the three images and

their labels, then the new image is a mixed dog image and the new label is a smoothed

label with the probability of 2/3 for dog class and 1/3 for cat class. It is clear to

observe that training DNNs with the synthetic samples is more reasonable than train

them with the original ones (e.g. a dog image with a wrong label cat).

Instead of simply averaging the samples with its nearest neighbours, we assign dy-

namic weights to these selected samples and convexly combine them to generate the

synthetic samples. Ideally, the weights for clean samples should be large to preserve

the correct information while small for mislabeled samples to suppress the wrong su-

pervision. Previous work (Arpit et al., 2017) has observed that DNNs learn the clean

pattern before memorizing the complex noisy pattern during training. Specifically,

DNNs learn from clean samples at ease and receive inconsistent error supervision

from the wrong samples before over-fitting to the entire dataset. Therefore, the pre-

dictions and given labels are likely to be consistent on clean samples and inconsistent

on wrong samples, resulting in the separation of their loss values in the early learning

phase. Based on this observation, we propose to estimate the weights by fitting a

two-component Gaussian Mixture Model (Permuter et al., 2006) to the per-sample

loss distribution and calculate the posterior probability of the loss value to measure

whether a sample is clean or not, allowing the mixing strategy to be dynamic in

training.
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To enhance the robustness of our approach, we propose a strategy to estimate

target distribution based on model predictions and given noisy labels. The original

noisy labels in our loss function are substituted with new soft labels, which has al-

ready been proven to effectively improve the generalization in knowledge distillation.

In our scenario, the label quality is improved as the wrong labels have been gradu-

ally corrected. Subsequently, the labels of synthetic samples become more accurate,

providing a more stable supervisory signal during training.

Our main contributions are summarized as follows:

� We provide insights into learned representation in early learning stage. Based

on it, we propose to generate new synthetic samples to robustly train DNNs,

by aggregating the original samples with their top-K nearest neighbours.

� We estimate the dynamic weights by unsupervised learning in the creation of

synthetic samples. The weights are proportional to the clean probability of

samples, thereby maintaining correct information while eliminating the wrong

information from the mislabeled samples.

� We demonstrate that the proposed method outperforms the state-of-the-art

methods on two standard benchmarks with simulated label noise and two real-

world noisy datasets. We also provide extensive ablation study and empirical

analyses to verify the effectiveness of different components.

6.4 Related work

Different approaches have been proposed to combating noisy labels in classification

task, and they can be classified into the following categories:
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Robust loss functions. These studies (Ghosh et al., 2017; Zhang and Sabuncu,

2018; Wang et al., 2019; Ma et al., 2020) focus on developing noise-tolerant loss

functions. For instance, Ghosh et al. (2017) have proven mean absolute error loss is

a noise-tolerant loss function. GCE (Zhang and Sabuncu, 2018) applies a Box-Cox

transformation to probabilities which behaves like a generalized mixture of MAE and

CE.

Loss correction and Label correction. These approaches either iteratively relabel

the noisy labels with their own predictions (Tanaka et al., 2018; Wang et al., 2018;

Yi and Wu, 2019) or estimate the noise transition matrix (Patrini et al., 2017). For

example, Patrini et al. (2017) estimate the noise transition matrix and equally treat

all samples to correct the loss. Joint-optim (Tanaka et al., 2018) iteratively updates

the labels with soft or hard pseudo-labels of current predictions.

Sample selection by Curriculum Learning. These methods (Jiang et al., 2018;

Malach and Shalev-Shwartz, 2017; Han et al., 2018; Lu et al., 2022) effectively train

DNNs by selecting samples through a meaningful order (i.e. from easy samples to the

hard ones). MentorNet (Jiang et al., 2018) pre-trains a mentor network for selecting

clean samples to guide the training of the student network. Co-teaching (Han et al.,

2018) symmetrically train two networks by selecting small-loss instances in a mini-

batch to teach the other.

Semi-supervised learning and meta-learning. These methods either apply semi-

supervised learning techniques after explicitly differentiating noisy samples from train-

ing data (Li et al., 2020a; Kim et al., 2019; Nguyen et al., 2020) or use meta-learning

(Li et al., 2019). For example, Li et al. (2020a) divide the training data into clean

and noisy ones, then train two networks with a semi-supervised algorithm MixMatch
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(Berthelot et al., 2019). SELF (Nguyen et al., 2020) progressively filters out misla-

beled samples with a semi-supervised approach.

Regularization. ELR (Liu et al., 2020) prevents memorization of mislabeled samples

by using an explicit regularizer. CAR (Lu et al., 2021) proposes a confidence adaptive

regularization to prevent memorization of noisy labels by scaling the gradient.

In contrast to the aforementioned literature, our method trains DNNs on noisy

labels without: 1) consulting any clean subset; 2) eliminating training samples; 3)

applying augmentation techniques from semi-supervised learning; 4) using any prior

information. Specifically, we train DNNs with a new synthetic set created by ag-

gregating the original samples with their top-K nearest neighbours, which prevents

DNNs from overfitting to noisy labels during training.

6.4.1 Preliminary

Consider C-class classification problem, we have a noisy training set D̂ = {(xi, ŷi)}Ni=1,

where xi is an input and ŷi ∈ {0, 1}C is the one-hot vector corresponding to xi. Note

that the ground truth label yi is unobservable, and the observable noisy label ŷi is of

certain probability to be incorrect. The classification model maps each input xi to a

C-dimensional logits using a deep neural network model NΘ and then feeds the logits

into a softmax function to produce pi of the conditional probability of each class.

pi = softmax(NΘ(xi)) =
eNΘ(xi)

∑C
c=1 e

(NΘ(xi))c
. (6.1)

Θ denotes the parameters of the DNNs and (NΘ(xi))c denotes the c-th entry of logits

NΘ(xi). Traditionally, the model NΘ is trained via the cross-entropy (CE) loss to
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Figure 6.2: The proposed method MixNN consists of three parts. Part 1: Based on
the learned representations from the penultimate layer, we calculate each training
sample’s approximate K-nearest neighbours by using Hierarchical Navigable Small
World (HNSW) graph. Part 2: We aggregate the original sample with its K-nearest
neighbours by using the dynamic weights estimated from a Gaussian Mixture Model
that learned on per-sample loss distribution. Part 3: We gradually correct the noisy
labels through an exponential moving average strategy.

measure how well the model fits the training samples.

Lce(D̂,Θ) = − 1

N

N∑

i=1

{`ce}i = − 1

N

N∑

i=1

ŷ>i log(pi). (6.2)
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6.5 Methodology

We name our framework MixNN as it Mixes each training sample with its Nearest

Neighbours to train the DNNs. A diagram of our framework is shown in Fig. 6.2.

Generally, MixNN consists of three parts (boxed with different colors). In this section,

we first explore the representation distributions in the early learning stage. Then

we describe the details in MixNN, including mixing with nearest neighbours, K-

approximate nearest neighbour search, weight estimation, and noisy labels correction.

6.5.1 Representation Distributions

In the noisy label scenario, the training data consist of clean samples and mislabeled

samples. The goal of MixNN is to prevent the model from memorizing mislabeled

samples while continually learning from clean samples. To study whether the learned

representations are corrupted due to label noise, we plot the t-SNE graph (Van der

Maaten and Hinton, 2008) of learned representations (i.e. the embeddings from penul-

timate layer) in the early learning stage in Fig. 6.2 Part 1. As we can see, the learned

representations of majority clean samples still congregate in their true classes, while

the representations of mislabeled samples disperse in all classes. For clear illustra-

tion, we zoom in a random region in frog (pink) class and display the samples in the

right as an example. In this region, we observe that most of the frog images have

learned correct representations, only a few samples from other classes have learned

‘corrupted’ representations (e.g. the ship image shouldn’t have a fog representation).

Besides, most of the mislabeled samples in frog class are also frog images though

attached wrong labels from other classes.
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This observation motivates us to consider whether we can refer the correct in-

formation from the mislabeled samples’ nearest neighbours. To achieve our goal, we

generate a new training set where each sample is mixed with its K nearest neighours.

Ideally, the correct image features are most likely to be preserved while the negative

influence of noisy labels can be mitigated, yields achieving robustness to label noise.

6.5.2 Mixing with Nearest Neighbours

Our main idea is to use the correct knowledge from nearest neighbours to mitigate

the detrimental impact of noisy labels. For each training sample xi in a mini-batch,

we generate a synthetic training sample x̃i by convex linearly combining it with its

K nearest neighbours. We denote K nearest neighbours of a training sample (xi, ŷi)

as ΦK(xi) = {(x̄ki , ȳki )}Kk=1 = {(x̄1
i , ȳ

1
i ), (x̄

2
i , ȳ

2
i ), . . . , (x̄

K
i , ȳ

K
i )}. Hence, we define the

image of a synthetic training sample as

x̃i = λixi +
K∑

k=1

βki x̄
k
i ,

K∑

k=1

βki = 1− λi, (6.3)

where λi is a dynamic scalar value denoting the weight of original training sample.

βki denotes the weight of k-th nearest neighbour. We have λi+
∑K

k=1 β
k
i = 1 to ensure

the synthetic training sample still follows the same distribution of original sample

after normalization. Similarly, we calculate the new label ỹi of the new sample by

ỹi = λiŷi +
K∑

k=1

βki ȳ
k
i ,

K∑

k=1

βki = 1− λi. (6.4)

We then train our model with the synthetic training set D̃ = {(x̃i, ỹi)}Ni=1. Based on

D̃, we use the cross-entropy loss as the measure of how well the model fits the D̃. We

151



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

denote

p̃i = softmax(NΘ(x̃i)) =
eNΘ(x̃i)

∑C
c=1 e

(NΘ(x̃i))c
. (6.5)

Thus, the new loss L(D̃,Θ) becomes

− 1

N

N∑

i=1

ỹ>i log(p̃i)

=− 1

N

N∑

i=1

(λiŷi +
K∑

k=1

βki ȳ
k
i )T log(p̃i)

=− 1

N

N∑

i=1

λiŷ
>
i log(p̃i)

︸ ︷︷ ︸
first term

− 1

N

N∑

i=1

(
K∑

k=1

βki ȳ
k
i )> log(p̃i).

︸ ︷︷ ︸
second term

(6.6)

Compared to CE loss in Eq. (6.2), the new loss is more resistant to noisy labels. In

Eq. (6.6), the first term is similar to the CE loss, except it is weighted by λi. The

target in the second term is mixed by labels from K nearest neighbours. In Section

6.5.4, we will generate λi → 1 for a clean sample xi, causing
∑K

k=1 β
k
i → 0. Therefore,

the new loss reduces to exact CE loss for clean samples. For mislabeled samples, since

λi → 0, the new loss relies on the second term. According to Section 6.5.1, labels of K

nearest neighbours ȳki are likely to be the correct labels. The second term penalizes

model prediction that are inconsistent with mixed target
∑K

k=1 β
k
i ȳ

k
i , mitigating the

impact of noisy labels on training DNNs.

6.5.3 Approximate Nearest Neighbour Search

In our method, we search the K-Nearest Neighbors (KNN) for each training sample

based on the learned representation. Assume the learned representation of a training
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sample is a query vector. A naive approach to performing exact KNN search is to

directly compute the distances (e.g. Euclidean distance and Cosine distance) between

the query and every element in the training set. Hence, the complexity of the naive

approach is O(dN), where N is the size of training set and d is the dimension of

representation vector.

Previous study (Har-Peled et al., 2012) has demonstrated that exact KNN search

solutions may offer a substantial search speedup only in the case of relatively low

dimentional data (e.g. d < 20) due to “curse of dimensionality”. For instance,

the complexity of KNN search in KD-tree (Bentley, 1975) is O(2d log(N)) which

is exponential to the dimension of representations. In our case d can be large. For

example, the dimension of representation in penultimate layer for ResNet34 (He et al.,

2016a) is 512. Therefore, it is inefficient to directly calcuate the exact KNN.

To overcome this problem, a concept of Approximate Nearest Neighbours Search

(ANNS) (Har-Peled et al., 2012) was proposed, which relaxes the condition of the

exact search by allowing a small number of errors. The quality of an inexact search is

defined as the ratio between the number of found true nearest neighbours and K. In

this paper, we adopt the Hierarchical Navigable Small World (HNSW) graph (Malkov

and Yashunin, 2018) as our search index. It is a fully graph based incremental ANNS

structure that can offer a superior logarithmic complexity scaling. The search index

in HNSW is a multi-layered structure where each layer is a proximity graph. Each

node in the graph corresponds to one of the representations. A nearest neighbour

search in HNSW adopts a “zooming-in” style. It starts at an entry point node in

the uppermost layer and recursively performs a greedy graph traversal in each layer

until it reaches a local minimum in the bottommost one. The maximum number
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of connections per element in all layers can be made a constant, thus allowing a

logarithmic complexity scaling of routing in a navigable small world graph. In this

paper, we use Euclidean distance as the measure of similarity and the overall search

complexity scaling is O(log(N)). When K = 4, the original exact KNN search costs

5.25 millisecond per sample in our experiment. When using HWSW, the search time

is reduced to 0.034 millisecond per sample, which is quite efficient.

6.5.4 Weight Estimation

In mixing functions Eq. (6.3) and Eq. (6.4), the weight λi indicates how confidently

we can trust the original sample, whereas β1
i , ..., β

K
i indicates how much knowledge

is referred from these nearest neighbours. Ideally, we want to preserve correct in-

formation from the clean samples while dampening the wrong information from the

mislabeled samples. In other words, the weights should be able to indicate the ‘prob-

ability’ of a training sample being correctly labeled or not.

Due to the early learning phenomenon, the samples with small-loss values are

more likely to be correctly labeled. Therefore, existing sample selection methods

(Han et al., 2018) select the clean samples according to the magnitude of loss values.

In this paper, we investigate the per-sample loss distribution and find that there

is a separation between the loss distribution of correctly labeled samples and loss

distribution of mislabeled samples. As shown in Fig. 6.3 (a) and (c), the normalized

loss values of the clean samples are in expectation smaller than the mislabeled ones.

Even in the case of extreme label noise (e.g. 80% labels are incorrect), their loss

distributions can be differentiated. To estimate the probability of a sample being

clean, we introduce a two-component Gaussian Mixture Model (GMM) (Permuter
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et al., 2006) to fit the per-sample loss distribution as shown in Fig. 6.3 (b) and

(d). The probability density function (pdf) of GMM with M components on the per

sample loss value ` can be defined as

P (`) =
M∑

m=1

πmG(` | µm, σ2
m),

M∑

m=1

πm = 1, (6.7)

where πm is the coefficient for the linear convex combination of each individual pdf

G(` | µm, σ2
m). In our case, we use an Expectation-Maximization (EM) algorithm to

estimate the πm, µm and σ2
m. Therefore, we obtain the probability of a sample being

clean or mislabeled through the posterior probability:

P (m | `) =
P (m)P (` | m)

P (`)
=

πmG(` | µm, σ2
m)∑M

m=1 πmG(` | µm, σ2
m)

(6.8)

where m = 0(1) indicate correct (wrong) labels. Note that we always calculate the

cross-entropy loss to estimate the clean probability for all samples after every epoch.

But we use our loss defined in Eq. (6.6) for training the model which contains multiple

loss terms to deal with label noise.

While mislabeled samples benefit from combining with clean ones, clean samples

are contaminated by mislabeled ones, whose training objective is incorrectly modified.

The goal of mixing strategy in Eq. (6.3) and Eq. (6.4) is to use the dynamic weights to

reduce the contribution of mislabeled samples when they are combined with correctly

labeled ones. We denote the per sample loss value of xi as `(xi). Thus the dynamic

weights are calculated by

λi =
P (m = 0 | `(xi))

P (m = 0 | `(xi)) +
∑K

k=1 P (m = 0 | `(x̄ki ))
, (6.9)
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Figure 6.3: Train on CIFAR-10 with 40% and 80% label noise after 10 epochs with
cross-entropy loss. Plots (a) and (c): The ground truth normalized loss distribution.
Plots (b) and (d): The pdf of mixture model and two components after fitting a
two-component GMM to per-sample loss distribution.
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βki =
P (m = 0 | `(x̄ki ))

P (m = 0 | `(xi)) +
∑K

k=1 P (m = 0 | `(x̄ki ))
. (6.10)

We then use the above weights to guide the generation of synthetic training sample

(x̃i, ỹi). Consider K = 1, there are totally four mixing cases: clean-clean, clean-

wrong, wrong-clean, and wrong-wrong. By using dynamic weights, it largely avoids

generating the confusing input to the network in clean-wrong and wrong-clean cases,

while retaining the strengths for clean-clean and wrong-wrong combinations. More

discussion on these four cases is in Section 6.6.

6.5.5 Noisy Labels Correction

Despite that the synthetic training samples set D̃ = {(x̃i, ỹi)}Ni=1 is better than

directly using given noisy training dataset D̂ = {(xi, ŷi)}Ni=1. Nevertheless, using the

noisy labels ŷi in Eq. (6.4) and Eq. (6.6) may be less effective as ŷi is likely to

be incorrect, especially when the noise rate is extremely high. Therefore, a better

estimation of ground truth label yi can further improve the performance. It has

been observe that most predictions in early learning stage are correct. Based on this

observation, we use an exponential moving average strategy to gradually estimate the

soft target ti by using the noisy label ŷi and model prediction pi. We update ti in

each epoch E by

ti =





ŷi if E < Es

αti + (1− α)pi if E ≥ Es

(6.11)

where Es is the epoch that starts performing label correction and 0 ≤ α < 1 is the

momentum. We then replace the noisy label ŷi in Eq. (6.4) and Eq. (6.6) with the
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estimated soft target ti. Consequently, using ti facilitates the model to memorize

more correctly labeled samples and to generate a better new mixed label ỹ.

6.6 Case Discussion

To explain how MixNN works, we discuss the possible cases when mixing with one

nearest neighbour (K = 1). We also provide a toy example in Fig. 6.4 to better

illustrate each case. The synthetic samples (x̃i, ỹi) are generated by the following

four ways.

Case 1: Both (xi, ŷi) and its nearest neighbour (x̄1
i , ȳi

1) are clean samples. Based on

the analysis of representation distributions in the early learning phase, both xi and x̄1
i

are most likely to be the images from the same class. In this case, the new mixed input

is a convex linear combination of two similar images, i.e., x̃i = λixi + β1
i x̄

1
i . And its

corresponding label is ỹi = λiŷi+β
1
i ȳ

1
i . Since ŷi = ȳ1

i and λi+β
1
i = 1, then the mixed

label ỹi = ŷi = ȳ1
i . Therefore, the new sample (x̃i, ỹi) is similar to the sample after

applying augmentation strategy (Zhang et al., 2018b) which encourages the model

to behave linearly in-between training samples, resulting in reducing the number

of undesirable oscillations when predicting hard samples. The DNNs trained with

such samples will be better calibrated (Thulasidasan et al., 2019b). In other words,

the prediction softmax scores are much better indicators of the actual likelihood of

predictions, which avoids producing the overconfident wrong predictions and improves

the estimation of dynamic weights in Section 6.5.4.

Case 2: (xi, ŷi) is clean sample and its nearest neighbour (x̄1
i , ȳi

1) is mislabeled

sample. Similarly, the new mixed input is most likely to be a combination of two

images from the same class, while their labels are inconsistent. In Fig. 6.4 case 2, the
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Case 1: clean—clean

Case 2 and Case 3: clean—wrong

Case 4: wrong—wrong

[0 1 0 0] [0 1 0 0]

0.5 ⨉ 0.5 ⨉+ = 
[0 1 0 0]

[0 1 0 0] [1 0 0 0]

0.5 ⨉ 0.5 ⨉+ = 
[0.5 0.5 0 0]

[0 1 0 0] [1 0 0 0]

0.8 ⨉ 0.2 ⨉+ = 
[0.2 0.8 0 0]

simply averaging

dynamic weight estimation

[1 0 0 0] [1 0 0 0]

0.5 ⨉ 0.5 ⨉+ = 
[1 0 0 0]

without noisy label correction

[0.3 0.4 0.2 0.1] [0.3 0.6 0 0.1]

0.5 ⨉ 0.5 ⨉+ = 

[0.3 0.5 0.1 0.1]

with noisy label correction

Figure 6.4: A toy example for illustrating the different cases in MixNN. We use the
one-hot label vector and each entry indicates four different classes (i.e. dog, cat, fox
and monkey).

mixed label becomes an ambiguous target if simply averaging the samples. However,

with estimated dynamic weights, the mixed label is determined and correct. Our

method to generate the mixed label is similar to label smoothing Szegedy et al.

(2016) which scales and translates the original noisy label ŷi to (1 − γ)ŷi + γ/C,

but preserves the label with maximal probability when γ < 1. Different from the

label smoothing that uses the fixed uniform distribution to scale the noisy labels, our

approach adopts the dynamic weights, where λ, β1, . . . , βK are learned from data, to
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adaptively adjust the mixed label for better performance.

Case 3: (xi, ŷi) is mislabeled sample and its nearest neighbour (x̄1
i , ȳi

1) is clean

sample. This case is similar to case 2, so we do not further discuss it.

Case 4: Both (xi, ŷi) and its nearest neighbour (x̄1
i , ȳi

1) are mislabeled samples. In

this case, the mixed input is combined with two images from the same class, but

their labels are both incorrect. Thus the mixed sample is not promised to improve

the generalization capacity as shown in Fig. 6.4. However, the noisy labels are very

likely to be corrected after using label correction. Therefore, the mixed label can be

a reasonable target compared to the original noisy one.

6.7 Experiments

In this section, we first test the efficacy of the proposed method on two benchmark

datasets with simulated label noise. Then we provide ablation study and qualita-

tive analyses to investigate the effect of different components. All experiments are

implemented in Pytorch and run on a single NVIDIA A100 GPU.

6.7.1 Effectiveness on Simulated Label Noise

We conduct the experiments with simulated label noise on the two benchmarks

CIFAR-10 and CIFAR-100.

Label Noise Simulation. Given CIFAR-10 and CIFAR-100 are initially clean, we

follow the way in (Patrini et al., 2017) to corrupt these two benchmarks manually

by label transition matrix Q, where Qij = Pr[ŷ = j | y = i] denotes the probability

that noisy label ŷ is flipped from clean label y. Generally, the matrix Q has two
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representative label noise models. (1) Symmetric noise is generated by uniformly

flipping labels in each class to one of the other class labels with probability ε. (2)

Asymmetric noise is a simulation of fine-grained classification with noisy labels in the

real world, where the annotators are more likely to make mistakes only within very

similar classes. In this paper, the asymmetric noisy labels are generated by flipping

truck → automobile, bird → airplane, deer → horse and cat ↔ dog for CIFAR-10.

For CIFAR-100, the noise flips each class into the next, circularly within super-classes.

Network and Optimizer. We use ResNet34 (He et al., 2016a) for both datasets,

and train them using SGD with a momentum of 0.9, a weight decay of 0.001, and

a batch size of 128. The networks are trained for 300 epochs. We use the cosine

annealing learning rate (Loshchilov and Hutter, 2016) where the maximum number

of epoch for each period is 10, the maximum and minimum learning rate is set to

0.02 and 0.001 respectively. We warm up our networks 10 epochs for CIFAR-10 and

30 epochs for CIFAR-100 with cross-entropy loss. We do not perform early stopping

since we don’t assume the presence of clean validation data. All test accuracies are

recorded from the last epoch of training. The reason that we train the model 300

epochs is to fully evaluate whether the model will memorize the mislabeled samples,

avoiding the interference caused by early stopping (Li et al., 2020b).

Hyperparameters. We set K = 1 since we find that a larger K worsens the

performance. Es should be smaller than the epoch that model starts memorizing

mislabeled samples. We estimate this epoch by (Lu and He, 2022). In this paper, we

fix Es = 60 and α = 0.9 by default. More discussions on choice of K and α can be

found in Section 6.7.4.

Results on CIFAR-10 and CIFAR-100 Table 6.1 shows the classification test
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Dataset CIFAR-10 CIFAR-100
Noise type symm asymm symm asymm

Method/Noise ratio 20% 40% 60% 80% 40% 20% 40% 60% 80% 40%
CE 86.98 ± 0.12 81.88 ± 0.29 74.14 ± 0.56 53.82 ± 1.04 80.11 ± 1.44 58.72 ± 0.26 48.20 ± 0.65 37.41 ± 0.94 18.10 ± 0.82 42.74 ± 0.61
F-correction (Patrini et al., 2017) 87.99 ± 0.36 83.25 ± 0.38 74.96 ± 0.65 54.64 ± 0.44 83.55 ± 0.58 39.19 ± 2.61 31.05 ± 1.44 19.12 ± 1.95 8.99 ± 0.58 34.44 ± 1.93
Bootstrap (Reed et al., 2015) 86.23 ± 0.23 82.23 ± 0.37 75.12 ± 0.56 54.12 ± 1.32 81.21 ± 1.47 58.27 ± 0.21 47.66 ± 0.55 34.68 ± 1.10 21.64 ± 0.97 45.12 ± 0.57
GCE (Zhang and Sabuncu, 2018) 89.83 ± 0.20 87.13 ± 0.22 82.54 ± 0.23 64.07 ± 1.38 76.74 ± 0.61 66.81 ± 0.42 61.77 ± 0.24 53.16 ± 0.78 29.16 ± 0.74 47.22 ± 1.15
SCE (Wang et al., 2019) 89.83 ± 0.32 87.13 ± 0.26 82.81 ± 0.61 68.12 ± 0.81 82.51 ± 0.45 70.38 ± 0.13 62.27 ± 0.22 54.82 ± 0.57 25.91 ± 0.44 49.32 ± 0.87
NCE+RCE (Ma et al., 2020) - 86.02 ± 0.09 79.78 ± 0.50 52.71 ± 1.90 79.59 ± 0.40 - 59.48 ± 0.56 47.12 ± 0.62 25.80 ± 1.12 46.79 ± 0.96
Mixup (Zhang et al., 2018b) 93.58 89.46 78.32 66.32 81.66 69.31 58.12 41.10 18.77 49.61
Joint Optim (Tanaka et al., 2018) 92.25 90.79 86.87 69.16 - 58.15 54.81 47.94 17.18 -
PENCIL (Yi and Wu, 2019) - - - - 91.01 - 69.12 ± 0.62 57.79 ± 3.86 fail 63.61 ± 0.23
RoG+D2L (Lee et al., 2019) - 87.00 78.00 - - - 64.90 40.60 - -
M-correction (Arazo et al., 2019) - 92.30 86.10 74.10 - - 70.10 59.50 39.50 -
MentorNet (Jiang et al., 2018) 92.00 91.20 74.20 60.00 - 73.50 68.50 61.20 35.50 -
O2U-net (Huang et al., 2019) - 90.30 - 43.40 - - 69.20 - 39.40 -
NLNL (Kim et al., 2019) 94.23 92.43 88.32 - 89.86 71.52 66.39 56.51 - 45.70
DAC (Thulasidasan et al., 2019a) 92.91 90.71 86.30 74.84 - 73.55 66.92 57.17 32.16 -
SELF (Nguyen et al., 2020) - 91.13 - 63.59 - - 66.71 - 35.56 -
ELR (Liu et al., 2020) 91.16 ± 0.08 89.15 ± 0.17 86.12 ± 0.49 73.86 ± 0.61 90.12 ± 0.47 74.21 ± 0.22 68.28 ± 0.31 59.28 ± 0.67 29.78 ± 0.56 73.26 ± 0.64
MixNN (Ours) 93.91 ± 0.12 92.89 ± 0.02 91.66 ± 0.07 86.08 ± 1.01 90.25 ± 0.76 74.81 ± 0.14 72.97 ± 0.14 67.56 ± 0.17 48.81 ± 0.06 68.18 ± 0.11

Table 6.1: Test Accuracy (%) on CIFAR-10 and CIFAR-100 with different ratios of
symmetric and asymmetric label noise. We compare with existing methods under the
same backbone ResNet34. The average accuracy and standard deviation of 3 ran-
dom runs are reported. symm/asymm represent symmetric/asymmetric label noise
respectively. Bold indicates the best results. - indicates the result is not reported.

accuracies of our approach on CIFAR-10 and CIFAR-100 with different levels of sym-

metric and asymmetric label noise. As we can see, MixNN achieves the highest

accuracy in most cases, especially in challenging ones. For example, on CIFAR-10

with 80% symmetric label noise, MixNN outperforms the best state-of-the-art method

(74.84% of DAC) by more than 11%. In the hardest case (i.e. CIFAR-100 with 80%

symmetric label noise), we observe that most existing methods achieve relatively low

test accuracies and PENCIL even fails to converge. However, MixNN still achieves

the best accuracy up to 48.81%. Note that on CIFAR-10/CIFAR-100 with 20% sym-

metric label noise, NLNL and DAC obtain superior performance and even outperform

our approach. However, these two methods are more complex and perform multiple

training stages for different purposes. For example, NLNL performs three training

stages including a) Division of training data into either clean or noisy data with a

DNN model. b) Training initialized DNN with clean data from the first stage and

then updating noisy data’s label following the output of DNN trained with clean
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data. c) Clean data and label-updated noisy data are both used for training initial-

ized DNN in the final stage. In contrast, our method conducts an end-to-end learning

manner which is much simpler than NLNL and also achieves excellent performance.

In summary, MixNN shows a consistently strong performance across all datasets with

different types and ratios of simulated label noise.

6.7.2 Ablation Study

We study the effect of removing different components to provide insights into what

makes MixNN successful. The results are in Table 6.2. First, we remove the dynamic

weight estimation in MixNN. Instead, we average (AVG) the selected samples or use

random (RDM) weights from a Beta distribution in mixing function. We observe

that merely averaging the selected samples does not perform well in all noisy cases,

especially when the noise ratio is large. In comparison, using random weights may

result in a surprising performance. For instance, it achieves excellent performance

in CIFAR-100 with 40% asymmetric label noise. Since asymmetric label noise is

concentrated inside each class, the estimated weights may fail to capture the clean

probability of difficult samples, forcing the mixing function to use an average way.

However, using the random weights is likely to appropriately assign the weights for

the challenging samples, reducing the impact of asymmetric label noise. We also

remove the label correction to see how it affects the performance. Without label

correction, the performance suffers, especially when the noise ratio is high. Further,

we investigate the performance of MixNN when using random samples instead of

using K nearest neighbours. We observe that the performance is marginally poorer

in the low ratio of label noise. However, when the training data contains high ratios

163



Ph.D. Thesis - Yangdi Lu McMaster - Computing & Software

Dataset CIFAR-10 CIFAR-100
Noise type symm asymm symm asymm
Noise ratio 40% 80% 40% 40% 80% 40%

Baseline CE 81.88 ± 0.29 53.82 ± 1.04 80.11 ± 1.44 48.20 ± 0.65 18.10 ± 0.82 42.74 ± 0.61
Mixup 89.46 ± 0.47 66.32 ± 0.92 81.66 ± 1.73 58.12 ± 0.87 18.77 ± 1.14 49.61 ± 1.39
MixNN 92.89 ± 0.02 86.08 ± 1.01 90.25 ± 0.76 72.97 ± 0.14 48.81 ± 0.06 68.18 ± 0.11
MixNN w/o weight estimation (AVG) 88.79 ± 0.33 58.53 ± 0.15 82.27 ± 0.10 64.21 ± 0.19 27.91 ± 0.31 59.73 ± 0.21
MixNN w/o weight estimation (RDM) 91.92 ± 0.09 78.72 ± 0.13 89.91 ± 0.27 71.08 ± 0.25 41.14 ± 0.18 72.98 ± 0.47
MixNN w/o label correction 91.73 ± 0.01 74.31 ± 0.49 88.73 ± 0.11 66.09 ± 0.50 30.18 ± 0.52 63.66 ± 0.43
MixNN w/o K nearest neighbours 92.19 ± 0.04 76.58 ± 0.25 88.69 ± 0.17 71.46 ± 0.08 42.02 ± 0.48 68.61 ± 0.16

Table 6.2: Ablation study results in terms of test accuracy (%) on CIFAR-10 and
CIFAR-100.

of noisy labels, the performance suffers a large decline, demonstrating the benefit of

using K nearest neighbours in MixNN.

6.7.3 Learning Stability and Gradient Analysis

In section 3.5, we have demonstrated the failure of CE when trained DNNs with noisy

labels. The training accuracy constantly increases indicates the DNNs eventually

overfit the noisy labels, resulting in a drop of accuracy on the clean test set. To verify

the denoising effect of MixNN, we show its learning stability by plotting the training

and test accuracy vs. the number of epochs in Fig. 6.5(a) on the CIFAR-10 with 60%

label noise. We observe that the training accuracy stabilizes at around 40% after 60

epochs. It means the DNNs only fit the clean samples, resulting in no drop in test

accuracy.

We further investigate the gradient coefficient of clean and mislabeled samples

when using MixNN. In Fig. 6.5(b), we observe that the gradient of mislabeled samples

is close to 0, letting the gradient of clean samples dominates the whole gradient

throughout the training. Therefore, MixNN forces the model to learn from clean

samples rather than mislabeled samples. In addition, we notice that there is an
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Figure 6.5: For plots (a) and (b), we train MixNN on CIFAR-10 with 60% symmetric
label noise. Plot (a) shows the training and test accuracy vs. the number of epochs.
Plot (b) shows the gradient coefficient vs. the number of epochs. Plot (c) shows
the effect of different K on performance. Plot (d) shows the sensitivity of α on
performance.
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Figure 6.6: Confusion matrix of corrected labels w.r.t clean labels on CIFAR-10 with
60% symmetric label noise. The y-axis is the clean labels. The x-axis is the original
noisy labels and corrected labels for plots (a) and (b), respectively.

obvious gradient drop for clean samples when starting using noisy label correction

(Note that we start label correction from epoch 60), which demonstrates the label

correction effectively suppresses gradient inversion.

6.7.4 Choice of K and α

The mixing functions Eq. 6.3 and Eq. 6.4 contain a parameter K to control the

number of nearest neighbours mixed with original sample. To study the effect of K

on our approach, we test different K on CIFAR-10. As shown in Fig. 6.5(c), MixNN

achieves the worst performance as it reduces to regular training (i.e. CE) when K = 0.

However, the performance of MixNN starts decreasing with the continuing increase of

K. To explore whether the performance drop is due to dynamic weight estimation, we

add another set of experiments where we simply use averaging strategy (abbreviated

as MixAVG). We observe that MixAVG has a similar tendency on performance with
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(a) CE (symm ε = 0.2) (b) CE (symm ε = 0.4) (c) CE (symm ε = 0.6)

(d) CE (symm ε = 0.8) (e) SCE (Wang et al., 2019)
(symm ε = 0.2)

(f) SCE (Wang et al., 2019)
(symm ε = 0.4)

(g) SCE (Wang et al., 2019)
(symm ε = 0.6)

(h) SCE (Wang et al., 2019)
(symm ε = 0.8)

(i) MixNN (symm ε = 0.2)

(j) MixNN (symm ε = 0.4) (k) MixNN (symm ε = 0.6) (l) MixNN (symm ε = 0.8)

Figure 6.7: t-SNE plots of feature representations learned by CE, SCE, and our
proposed method MixNN on CIFAR-10 with different ratios of label noise. Different
colours represent the different classes in CIFAR-10.
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the increase of K. Therefore, dynamic weight estimation is not the reason causing

performance drop. We then conjecture that the reason is the over-mixture of input

images. Since the resulting image is the mixture of K images, larger K leads to

a more complex input. To avoid the influence of noisy labels, we conduct another

set of experiments that use MixAVG on clean training data. We observe a similar

performance drop when increasing K. Therefore, a reasonable K can suit our needs,

while a large K makes it more difficult for the model to learn from complicated inputs,

resulting in performance degradation. Figure 6.5(d) shows the test accuracy when

using different α ∈ {0.85, 0.9, 0.95} on CIFAR-10. We observe that the sensitivity to

hyperparameter α is quite mild.

6.7.5 Effectiveness of Noisy Label Correction

In Section 6.5.5, the estimated target ti is calculated by an exponential moving average

between the given noisy labels and model predictions, thus our method can gradually

correct the noisy labels. We use the confusion matrix to evaluate the quality of labels

before and after using our method. In Figure 6.6 shows the results on CIFAR-10 with

60% symmetric label noise. Our approach corrects the noisy labels impressively well

for all classes. Furthermore, our mixing strategy is more reliable to obtain the accurate

mixed labels using the corrected soft labels. We also calculate the correction accuracy

of our strategy. Correction accuracy can be calculated by 1
N

∑N
i 1{argmax yi =

argmax ti}, where yi is the ground truth label of training sample xi. We evaluate the

correction accuracy on CIFAR-10 and CIFAR-100 with 40% symmetric label noise.

Our approach successfully corrects a huge amount of labels and obtains recovered

accuracy of 95.25% and 84.86%, respectively. More results on other noise ratios can
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be found in supplementary materials.

6.7.6 Feature Representations

We further investigate the representations learned by our approach compared to that

learned by CE loss and SCE (Wang et al., 2019). We extract the high-dimensional

representations at the penultimate layer and project them to a 2D embedding by

using t-SNE (Van der Maaten and Hinton, 2008). The projected representations are

illustrated in Fig. 6.7 for 20%, 40%, 60% and 80% symmetric label noise respectively.

Under all settings, the feature representations learned by our approach are of sig-

nificantly better quality than that of CE and SCE with more separated and clearly

bounded clusters. We find that SCE always keeps the feature representations of mis-

labeled samples in their true classes, the same as what CE does in the early learning

stage, which prevents the model from memorizing them. However, the boundary

formed by the SCE becomes increasingly blurred as the noise ratio rises (see ε = 0.8

case). In contrast, our approach gradually corrects the noisy labels to clean labels,

resulting in most of the feature representations in different classes are corrected.

6.8 Conclusion

In this paper, we explore the representation distribution in the early learning stage

and propose a method called MixNN for robust learning with noisy labels. MixNN

mitigates the negative influence of noisy labels by training with the synthetic samples

obtained by mixing the original training samples with their K nearest neighbours.
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There are two key elements to our approach. The mixing strategy is dynamically ad-

justed by the learned Gaussian Mixture Model on per-sample loss distribution. The

soft targets in our loss function are gradually corrected by using an exponential mov-

ing average on the given labels and model predictions. Through extensive experiments

across multiple datasets with simulated and real-world label noise, we demonstrate

that MixNN consistently exhibits substantial performance improvements compared

to state-of-the-art methods. Importantly, the proposed approach works with any

classifier “out-of-the-box” without any changes to architecture or training procedure.

In the future, we are interested in adapting MixNN to other research domains such

as natural language process (NLP) and object detection, and believe MixNN is a

promising algorithm for training robust DNNs against label noise.
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Chapter 7

Conclusion and Future Work

The core issue for solving learning with noisy labels is reducing the learning error.

Through the error analysis, we decompose the learning error into approximation error,

estimation error and fitting error. In this thesis, we propose five different approaches

to reduce estimation error and fitting error effectively.

We first propose Co-matching, which uses two networks with different strengths

of augmented inputs to keep divergence and to achieve better ensemble effect. To

avoid the influence of noisy labels, we introduce an unsupervised matching loss for

knowledge distillation. In addition, we fit a mixture model to sample loss distribution

to select the clean samples without the need of known noise rates. We provided the

theoretical analysis on our loss functions and demonstrate the effectiveness of Co-

matching on both benchmark and real-world datasets.

Although Co-matching achieves impressive performance, it requires more compu-

tation power (two networks) and the noisy labels are not corrected. We then propose

a simple and effective method SELC. SELC leverages the model predictions of pre-

vious epochs to correct the noisy labels, thus preventing the model from overfitting
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to noisy labels. By evaluating SELC on different types of label noise, we observe its

superior performance over existing approaches. Also, the labels after using SELC are

much cleaner than the original noisy labels.

Since SELC utilizes the ensemble predictions, it requires an extra space to store

them. We then propose a regularization method NAL. NAL introduces an attention

branch and a noise attention loss to learn the attention weights for distinguishing the

mislabeled samples from clean samples. NAL can effectively diminish the gradient of

mislabeled samples, mitigating the effect of noisy labels. We also provide extensive

empirical analyses and evaluate its effectiveness across multiple datasets with different

types and ratios of label noises.

Since NAL requires a extra branch to learn the attention weights, we then propose

a simpler approach: EM-enhanced loss functions. We observe the fluctuation of model

output in learning with noisy labels and propose to stabilize the model output for

consistent predictions during training. We revealed a new insight into noise-robust

loss functions that: EM can make non-robust loss functions robust to label noise

without suffering from the underfitting problem, outperforming most existing robust

loss functions such as MAE, RCE and NCE. We provide both empirical and theoretical

analyses to verify the effectiveness of proposed method. Moreover, our experimental

results demonstrate that the proposed method achieves superior performance over

the state-of-the-art losses on both simulated and real-world datasets.

Finally, we explore the representation distribution in the early learning stage and

propose a method called MixNN for robust learning with noisy labels. MixNN mit-

igates the negative influence of noisy labels by training with the synthetic samples

obtained by mixing the original training samples with their K nearest neighbors.
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Our methods Universal Computation resource Training complexity Performance #stars Require noise assumption Theoretical guarantee

Co-matching (Lu et al., 2022) ?? ?? ?? ?? 8 No Partial
SELC (Lu and He, 2022) ? ? ? ?? ? ? ? ? ? ? 11 No No

NAL (Lu et al., 2021) ? ? ? ? ? ? ? ? ? ?? 11 No Partial
EM-enhanced loss ? ? ? ? ? ? ? ? 8 Yes Fully

MixNN (Lu and He, 2021) ?? ?? ? ? ? ? 8 No No

Table 7.1: Comparison of the proposed methods. ?, ??, and ? ? ? stand for Bad,
Medium, and Good.

There are two key elements to our approach. The mixing strategy is dynamically ad-

justed by the learned Gaussian Mixture Model on per-sample loss distribution. The

soft targets in our loss function are gradually corrected by using an exponential mov-

ing average on the given labels and model predictions. Through extensive experiments

across multiple datasets with simulated and real-world label noise, we demonstrate

that MixNN consistently exhibits substantial performance improvements compared

to state-of-the-art methods.

In summary, we compare all proposed methods regarding the universal, compu-

tation resource, training complexity, and performance in Table 7.1. There are still

multiple open problems for future research. Currently, label noise has been extensively

studied in image classification task. Other research areas, such as graph learning and

federated learning, remain to be explored. On the methodological front, we hope

that our works will trigger interest in designing new techniques, such as network

architectures or loss functions, that inherently provide robustness to label noise.
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