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Abstract
Using computational approaches utilizing large datasets to investigate public health
information is an important mechanism for institutions seeking to identify strate-
gies for improving public health. The art in computational approaches, for exam-
ple in health research, is managing the trade-offs between the two perspectives:
first, inference and second, prediction. Many techniques from statistical methods
(SM) and machine learning (ML) may, in principle, be used for both perspectives.
However, SM has a well established focus on inference by building probabilistic
models which allows us to determine a quantitative measure of confidence about
the magnitude of the effect. Simulation-based validation approaches can be used
in conjunction with SM to explicitly verify assumptions and redefine the speci-
fied model, if necessary. On the other hand, ML uses general-purpose algorithms
to find patterns that best predict the outcome and makes minimal assumptions
about the data-generating process; and may be more effective in a number of situ-
ations. My work employs both SM- and ML- based computational approaches to
investigate particular public health problems. Chapter One provides philosophical
background and compares the application of the two approaches in public health.
Chapter Two describes and implements penalized Cox proportional hazard models
for time-varying covariates time-to-event data. Chapter Three applies traditional
survival models and machine learning algorithms to predict survival times of cancer
patients, while incorporating the information about the time-varying covariates.
Chapter Four discusses and implements various approaches for computing pre-
dictions and effects for generalized linear (mixed) models. Finally, Chapter Five
implements and compares various statistical models for handling univariate and
multivariate binary outcomes for water, sanitation and hygiene (WaSH) data.
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1.1 Background

Public health aims at promoting and improving population health at the indi-
vidual, community, national, or regional level (Marathe and Ramakrishnan 2013;
Santos et al. 2019; Wiemken and Kelley 2020) through various interventions such
as prevention of existing and emerging diseases, promotion of healthy lifestyles,
timely detection and response to emerging infectious diseases. The goal is to keep
the population healthy and ensure prolonged life (Wiemken and Kelley 2020; Bz-
dok et al. 2020). The need for observing public health has been highlighted in
academic research and mainstream media. For instance, the recent outbreak of
COVID-19 has been widely publicized to alert the population and advise on ap-
propriate measures to be taken to keep the public healthy and safe (Ahmad et al.
2021).

Emergence and re-emergence of diseases continue to pose challenges to pub-
lic health researchers in preparing for potential disasters and building a strong
response framework in awake of such occurrences. Developing and providing com-
putational techniques to study the dynamics of public health problems can go a
long way in helping public health researchers in preparing for the outbreaks and
facilitating decision making and policy formulation (Santos et al. 2019; Wiemken
and Kelley 2020; Ahmad et al. 2021). In public health, however, deciding on
appropriate computational tools and approaches can be challenging for several
reasons. For instance, time sensitivity, variability, uncertainty, and a large amount
of information associated with public health data (Mhasawade et al. 2020). Nev-
ertheless, computational approaches are increasingly becoming crucial in solving
public health-related problems.

Technological advancements and innovations have made it easy for organiza-
tions to collect electronic data in public and private institutions. Consequently,
there has been incredible growth in the size of data in the public health sector and
other domains, such as social media, healthcare, bioinformatics, image processing,
search engines, and so on. For example, rapid advancement in genomics technolo-
gies combined with the low cost of sequencing has led to the generation of extensive
amounts of cancer genomic data (Cagan and Meyer 2017b). This growth presents

2

http://www.mcmaster.ca/
https://cse.mcmaster.ca/
https://cse.mcmaster.ca/


Doctor of Philosophy– Steve Bicko Cygu; McMaster University– Computational
Science & Engineering

challenges for effective and efficient data handling and analysis. Such challenges
may include data sets with more predictors than number of observations (p > n)
or several redundant or irrelevant predictors. The term big data has been widely
used in the literature to describe this kind of data (Marathe and Ramakrishnan
2013; Santos et al. 2019; Dash et al. 2019; Bzdok et al. 2020). Using computa-
tional approaches utilizing big datasets to investigate public health problems is an
important mechanism for institutions seeking to identify strategies for improving
public health – it is a step towards advocating for strategies for improving the
population health (Schaik et al. 2019).

The art in computational approaches, for example, in health research, is manag-
ing the trade-offs between two perspectives: first, inference and second, prediction.
Prediction aims at forecasting unobserved outcomes from a set of predictors. It
makes it possible to establish the best courses of action (e.g., cancer therapy choice)
without necessarily requiring an understanding of the underlying process. On the
other hand, inference generates statistical, mathematical (or both) models of the
data-generation process to formalize understanding or test hypotheses about how
the system behaves. In public health research, the two perspectives are not mutu-
ally exclusive (Bzdok et al. 2018; Schaik et al. 2019). For example, one may: 1) use
a single statistical tool for the two perspectives; or 2) want to infer which biological
processes are associated with cancer mortality and predict a cancer diagnosis or
prognosis from measured biomarkers.

Take, for example, a simple linear regression, extensively used by public health
investigators – the same model can be used for two very different goals: 1) in-
ference, to investigate the impact of a particular input variable on the outcome
variable beyond chance, and 2) prediction, to enable us to generalize how well the
outcome variable can be guessed from the “unseen” data. The first scenario aims
to mechanistically describe the aspects of the inner workings of a phenomenon
under investigation, while the second scenario aims to make accurate predictions
of future observations.

The two scenarios in the linear model example above differ in terms of mo-
tivation, but the mathematical formulation underlying the parameter estimation
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is, in most cases, equivalent. We would argue that the underlying scientific in-
vestigation’s desired goal should advise how analysis tools are chosen, and how
they are used. Inference-based questions, as mentioned above, are more focused
on statistical association and significance testing by examining the effect of the
individual input variables on the outcome variable. This is most common in con-
trolled experimental design studies and may involve formulating a null hypothesis
(Wasserstein and Lazar 2016; Amrhein et al. 2017; Szucs and Ioannidis 2017).

Much published public health research that uses inference-based approaches re-
lies heavily on null-hypothesis testing. This involves rejecting or failing to reject a
null hypothesis of no difference, association or effect depending on the relationship
or effect being investigated, based on a p-value cutoff. There are some limitations
to this approach: first, it does not give a clear indication of the magnitude of the
statistical differences, associations, or effect sizes; and second, the statistical infer-
ence becomes more of a binary (“yes” or “no”) decision making process (Amrhein
et al. 2017; Ioannidis 2018; Dushoff et al. 2019). The use of hypothesis testing
may be preferable in some cases. For example, if the scientific goal is to deter-
mine which predictors have the most impact on the outcome, hypothesis testing
is ultimately a good choice.

As an alternative way to overcome some limitations involving hypothesis testing,
there has been growing attention focusing on using confidence intervals (CIs) in
public health research (D. Redelings et al. 2012). CIs provide a way to assess and
report the precision of a point estimate, such as the proportion of households with
access to clean water, average household income, or parameter estimates from a
linear model. They provide a mechanism to quantify the degree of uncertainty
around a point estimate due to sampling variation at a particular confidence level
(usually 95%). In other words, CIs describe how the point estimate could differ
in the presence of a “different dataset” if any other underlying condition remained
the same.

Traditionally, most public health empirical research has focused on using tradi-
tional inferential approaches to, for example, assess the evidence of interventions.
These approaches are important for answering questions such as “which prognosis
factors are strongly associated with high mortality in cancer patients?” or “what
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social, economic, and demographic factors contribute most to improved water ser-
vices among slum dwellers?”.

In public health studies, traditional statistical techniques based on generalized
linear models are commonly used for drawing conclusions underlying the scien-
tific inquiry (Bzdok et al. 2018; Bzdok and Ioannidis 2019; Bzdok et al. 2020).
These techniques’ performance and suitability are data-focused and make various
assumptions about the data and the model used. Further, as problems become
more challenging with advanced research questions, it is becoming more difficult to
meet traditional approaches’ assumptions, partly due to complex and non-linear
relationships between variables, and hence, the need for advanced methods – pre-
diction approaches. Flexible prediction approaches are particularly well suited for
summarizing these potentially rich datasets to discern patterns (Efron and Hastie
2016; Bzdok et al. 2020).

Prediction approaches provide a way to verify whether the model-derived rela-
tionships predict “unseen” data points (Bzdok et al. 2020). For example, predictive
machine learning algorithms can derive the survival time of new cancer patients
(whose survival outcome is not yet observed) based on clinical and demographic
information. Prediction-based approaches may be less transparent but have the
potential to generate patient-specific predictions in a very fast and effective way.
Patient-specific predictions can be used to develop individualized treatment op-
tions (Katzman et al. 2018a; Paulus and Thompson 2021).

Moreover, prior studies have shown the potential of prediction approaches, espe-
cially machine learning algorithms in public health and biomedical data (Hinton
and Salakhutdinov 2006; Esteva et al. 2017; Poplin et al. 2018; Hannun et al.
2019). Despite this huge potential, the empirical success of predictive models may
not fully satisfy the scientific curiosity underlying the investigation to provide an
understanding of the research problem.

In prediction, the purpose is to search through all the possible meaningful
patterns in the data to extract knowledge about regularities (Bzdok et al. 2018;
Bzdok and Ioannidis 2019; Bzdok et al. 2020). This approach is, for example,
suited for questions like “can we use available predictors to accurately predict
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cancer reccurrence?”. The success of predictive models is usually quantified using
a prediction accuracy metric. In some cases, the discovered relationships may be
opaque and not accessible to the investigator – “black box”. Prediction approaches
use external validation to improve the prediction accuracy of the trained model in
identifying the outcomes of new observations in the “unseen” data.

In public health research, like any other field, investigators have had different
perspectives concerning the best ways to analyze and handle new kinds of data
sources, especially for big data. Traditional inference-based approaches mentioned
above were introduced and predominantly used when the data was scarce, or there
was limited access to the data, and have been revised, or even in some cases, re-
searchers advised to use them with a lot of caution (Amrhein et al. 2017; Ioannidis
2018). There has been a growing literature promoting the use of prediction-based
algorithms capable of providing quick insights into the big and complex datasets
(Bzdok and Ioannidis 2019; Santos et al. 2019; Wiemken and Kelley 2020; Ahmad
et al. 2021). Such predictive models are gaining momentum in public health and
other biomedical fields (Jordan and Mitchell 2015; LeCun et al. 2015; Bzdok and
Ioannidis 2019). However, it might not be easy to distinctly categorize a particu-
lar analysis tool into a particular category like “statistics” or “machine-learning”
(Bzdok and Ioannidis 2019).

The need to improve predictive performance may necessitate the use of more
complicated prediction-based models as opposed to the widely used inference-
based, arguably more transparent, approaches such as linear models, the test of
association, and hypothesis testing, which have been widely used in public health
studies (Visscher et al. 2017; Bzdok and Ioannidis 2019). The data-driven predic-
tive models aimed at identifying non-linear relationships between variables have
a strong legacy in machine learning methods and have continued to gain recogni-
tion in public health over recent years (Efron and Hastie 2016; LeCun et al. 2015;
Bzdok and Ioannidis 2019).

In principle, many statistical methods (SM) and machine learning (ML) tech-
niques may be used for both perspectives. However, SM has a well-established
focus on inference by building probabilistic models, which allow us to determine a
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quantitative measure of confidence about the magnitude of the effect. Simulation-
based validation approaches can be used with SM to verify assumptions and rede-
fine the specified model, if necessary. On the other hand, ML uses general-purpose
algorithms to find patterns that best predict the outcome and makes minimal as-
sumptions about the data-generating process; and may be more effective in several
situations, for example; 1) where the number of predictors exceeds the number of
observations (wide data), 2) high-dimensional data with high storage and com-
putational requirements, and 3) in the presence of complicated non-linear interac-
tions (Bzdok et al. 2018). However, despite convincing predictive performance and
flexibility, the lack of explicit models in most ML methods can make ML results
difficult to link to prior public health knowledge directly.

1.2 Research Aim

This research employs both SM- and ML- based computational approaches to in-
vestigate particular public health problems. The former primarily uses simulation
to validate and refine our assumptions and make causal inferences about the es-
timated model parameters. The latter uses cross-validation to evaluate models
for maximized predictive performance on unobserved outcomes. I focus on two
specific objectives:

• To build and compare traditional and machine learning methods to predict
survival times for cancer patients.

• To investigate the contribution of demographic and economic factors to im-
proved water, toilet facilities, and garbage collection among the Nairobi ur-
ban poor using multivariate multilevel models for binary outcomes.

1.3 Goals

The following are some of the intended contributions of this research to the existing
literature:
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1. To discuss, extend and implement penalized Cox proportional hazard models
to handle time-varying covariate time-to-event data.

2. To build and compare traditional and hazard-based machine learning models
that can be used to predict survival times of cancer patients while incorpo-
rating the information about time-varying covariates.

3. To extend and implement frameworks for summarizing and visualizing pre-
dictions and effects for generalized linear (mixed) models.

4. To provide an alternative method for bias correction for predictions and
effects for generalized linear (mixed) models.

5. To provide a more in-depth understanding of the public health data in the
context of water, sanitation, and hygiene (WaSH) and extend the coverage
of computational approaches to these different types of data.

6. To compare various statistical models for handling univariate and multivari-
ate binary outcomes for WaSH data.

1.4 Thesis Outline

The remainder of the thesis is organized as follows:

In Chapter 2, I describe and implement an algorithm and R package (pcox-
time) for penalized Cox proportional hazard (CPH) models with time-dependent
covariates. Until recently, the standard R packages for fully penalized Cox models
could not incorporate time-dependent covariates. To address this gap, I imple-
mented a proximal gradient descent algorithm for fitting penalized Cox models
and applied it to real and simulated data sets.

In Chapter 3, I focus on the application of machine learning algorithms to
cancer data. Using data for adults diagnosed with cancer from a population-based,
retrospective study collected from January 2008 to December 2015 from Ontario,
Canada, I build, validate, and compare traditional CPH models and CPH-based
machine learning models for both time-invariant and time-varying covariates and
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further compare the performance of these models to a prior analysis implemented
by Seow et al. (2020).

In Chapter 4, I discuss and implement various approaches for computing pre-
dictions and effects. I further explore and demonstrate approaches for correcting
bias in the central estimates for generalized linear (mixed) models involving non-
linear link functions. I use simulation to illustrate two (mean-based and observed-
value-based) approaches for generating predictions and effects, and show that they
can produce substantially different results.

In Chapter 5, I describe, develop, perform simulation-based validation and
apply a joint modeling approach to analyze binary outcomes. The approach takes
into account the longitudinal nature of the data to model all the three water,
sanitation, and hygiene (WaSH) outcome variables (improved water, toilet facili-
ties, and garbage disposal). The analysis is based on a generalized linear mixed
model approach; and compares separate (univariate) and joint (multivariate) mod-
els for binary outcomes to investigate the contribution of demographic and socio-
economic factors to WaSH access in two informal urban settlements in Nairobi,
Kenya, namely Korogocho and Viwandani.
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Chapter 2

Penalized Cox Proportional
Hazard Model for
Time-dependent Covariates

The text I present here is a manuscript already submitted for publication and is in
revision
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Abstract

The penalized Cox proportional hazard model is a popular analytical
approach for survival data with a large number of covariates. Such
problems are especially challenging when covariates vary over follow-
up time (i.e., the covariates are time-dependent). The standard R
packages for fully penalized Cox models cannot currently incorporate
time-dependent covariates. To address this gap, we implement a vari-
ant of gradient descent algorithm (proximal gradient descent) for fitting
penalized Cox models. We apply our implementation to real and sim-
ulated data sets.

Keywords: survival, time-dependent, Cox proportional hazard, elastic net, penal-
ized, proximal

2.1 Introduction

Survival analysis studies event times, such as time to cancer recurrence or time
to death. Its goal is to predict the time-to-event (survival time) using a set of
covariates, and to estimate the effect of different covariates on survival. Survival
models typically attempt to estimate the hazard, the probability (density) of the
occurrence of the event of interest within a specific small time interval. Binary
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classification methods from machine learning can be used in problems that focus
on predicting whether an event occurs within a specified time window. However,
while binary classifiers can predict outcomes for a specified time window, they fail
to account for one of the unique characteristics of survival data — censoring. In
survival data, some of the subjects may be lost to follow-up, or may be event-free
by the end of the follow-up time; hence the event times represent censoring times
rather than failure (death, recurrence, etc.) times. Since binary classifiers consider
only whether or not the event occurred in the last observation window, they lack
the interpretability and flexibility of models that consider hazards as a function of
time (Kvamme et al. 2019).

Cox proportional hazard (CPH) models are the most common approach in
survival analysis. Traditionally, the CPH model has been applied in problems
where the number of observations, n, is much larger than the number of covariates,
p. In the modern era of big data, however, researchers often encounter cases where
p ≈ n (or p � n). In cancer research, for example, rapid advances in genomic
technologies have led to the generation of vast amounts of cancer data (Cagan
and Meyer 2017a) — presenting inherent challenges for effective and efficient data
analysis. Penalized regression methods such as lasso, ridge or elastic net offer a
statistically convenient way of handling high-dimensional data, especially when
building predictive models. The subclass of penalized methods which are sparsity-
inducing (e.g., lasso and elastic net) can also be used to select useful predictive
features from a large set.

The standard CPH model (i.e., with no time-dependent covariates) assumes
that the hazard ratio is constant over the entire follow-up period, or equivalently
that each covariate is fixed over time and has a constant multiplicative effect on
the hazard function. This assumption is problematic when covariates of interest
themselves change over time. For example, cancer patients’ healthcare access may
change over the course of a study. Some implementations of CPH models allow
such time-dependent covariates. However, their use requires more attention than
the fixed (time-independent) covariates (Hochstein et al. 2013; Therneau et al.
2017; Austin et al. 2020).
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Many authors have implemented CPH models with penalization, but many im-
plementations (Gui and Li 2005; Park and Hastie 2007; Sohn et al. 2009; Goeman
2010) are computationally inefficient, due to their use of the Newton-Raphson al-
gorithm (Gorst-Rasmussen and Scheike 2012). Some newer implementations are
more efficient: Simon et al. (2011) describe and implement an impressively fast al-
gorithm coxnet, implemented in the glmnet package, for fitting regularized CPH
models via weighted cyclic coordinate descent. This method is computationally
efficient in handling high-dimensional problems. Yang and Zou (2013) proposed
and implemented the cocktail algorithm, which is a mixture of coordinate descent,
the majorization-minimization principle, and the strong rule for solving penalized
CPH models in high dimensional data. The cocktail algorithm (implemented in
the fastcox package) always converges to the correct solution and is slightly faster
than the coxnet algorithm. However, these implementations, the benchmark R
packages for penalized Cox models, have some limitations. The implementations
by Simon et al. 2011 and Yang and Zou 2013 do not support time-dependent co-
variates; the implementation by Goeman 2010 does incorporate time-dependent
covariates, but only implements naive elastic net, neglecting subsequent improve-
ments in the algorithm (Simon et al. 2011).

Other, non-CPH-based, approaches have also incorporated time-dependent co-
variates in penalized models for time-to-event-data. Most such approaches have
used generalized additive models to implement semiparametric regression meth-
ods in the context of survival models (Gorst-Rasmussen and Scheike 2012; Bender
et al. 2018). Gorst-Rasmussen and Scheike 2012 used a cyclic coordinate descent
algorithm to develop a penalized semiparametric additive hazard model (in the
ahaz package). The model defines a hazard function as the sum of the baseline
hazard and the regression function of the covariates — it is intrinsically linear thus
theoretically guarantees convergence, and can handle time-dependent covariates.
However, currently, it only implements lasso penalization.

In this paper, we describe and implement an algorithm and R package (pcox-
time) for penalized CPH models with time-dependent covariates. The general
properties of penalized methods make this algorithm a useful tool for handling
high-dimensional problems. We describe how existing computational approaches
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for CPH modeling can be adapted to obtain penalized methods for time-dependent
covariates in time-to-event data. To solve the optimization problem, we exploit
a variant of the gradient descent algorithm known as proximal gradient descent
(as outlined in Parikh and Boyd 2014) with Barzilai-Borwein step-size adjustment
(Barzilai and Borwein 1988). Unfortunately, the gradient-descent approach here is
intrinsically slower than methods based on coordinate descent (Simon et al. 2011);
we are working to implement coordinate descent. In the meantime, the capabilities
and convenience of pcoxtime will still be useful for moderately large problems.

We test our package on simulated data with time-dependent covariates, and
compare its performance with that of the penalized. We also provide examples of
its usage on real data.

2.2 Methods and algorithms

2.2.1 Cox model with time-independent covariates

Survival data is often presented in the form {ti, δi, xi}ni=1, where ti is the observed
event time (failure time or censoring time) for individual i, δi is an indicator
variable for whether the observed endpoint is a failure (rather than censoring),
and xi is a vector of covariates (xi,1, xi,2, · · · , xi,p).

The CPH model (Cox 1972) defines the hazard function at time t as

hi(t) = h0(t) exp (x>i β), (2.1)

where h0(t) is the non-parametric baseline hazard and β is the coefficient vector
of length p.

In a simple case where there are no ties, with t1 < t2 < · · · < tk representing
unique ordered event (or failure) times, we can define the risk set Ri, of individuals
who are still at risk of failing (not yet censored or failed) at time ti – individuals
with event time tj ≥ ti. The likelihood function corresponding to the order of
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events (Simon et al. 2011; Yang and Zou 2013) is given by

L(β) =
∏
i:δi=1

exp (x>i β)∑
j∈Ri

exp (x>j β) , (2.2)

and we can thus optimize the parameters β by maximizing the partial log-likelihood:

`(β) =
∑
i:δi=1

x>i β − log
∑
j∈Ri

exp (x>j β)
 . (2.3)

The Cox model in Equation 3.1 is fitted in two steps — first, the parametric part
is fitted by maximizing the partial log-likelihood in Equation 2.3, and then the
non-parametric baseline hazard is estimated.

Following the survival (Therneau 2020) package, here we use a slightly more
general formulation, where the observed survival data is of the form {tstart

i , tstop
i , δi, xi}ni=1,

where tstart
i and tstop

i bracket the period in which the event time for the ith individ-
ual occurred. This formulation allows for greater flexibility in defining the time
scale on which the analysis is based (e.g., time since diagnosis vs. time of followup);
it will also allow us to address left censorship in the observation of outcomes and
(later) in the observation of covariates. The risk set at time ti is now defined as
Ri(t) = {j : (tstart

j < ti)∩ (ti ≤ tstop
j )}. The first condition, (tstart

j < ti), ensures the
start time was observed before the event, while the second condition, (ti ≤ tstop

j ),
ensures that individual j either experienced the event or was censored at a later
time point than ti.

2.2.2 Cox model with time-dependent covariates

When a covariate changes over time during the follow-up period, the observed
survival data is of the form {tstart

i , tstop
i , δi, xi(t)}ni=1. The only difference is that

xi is now a (piecewise constant) function of time. Using Breslow’s approximation
(Breslow 1972) for tied events, the partial log-likelihood is defined as

`(β) =
k∑
i=1

 ∑
s∈Di

x>s (t)β
− di log

 ∑
j∈Ri(t)

exp(x>j (t)β)
, (2.4)
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where di is the number of failures at time ti, k < n (if there are ties), Di are the
set of indexes j for subjects failing at time ti and the description of t1, t2, · · · , tk re-
mains the same as in the previous case (Harrell Jr 2015). The parameter estimates
β̂ are obtained by minimizing −`(β).

2.2.3 Algorithm

Our algorithm extends the partial log-likelihood in Equation 2.4 by adding the
penalty term. We let Pα,λ(β) be a mixture of `1 (lasso) and `2 (ridge) penalties.
The penalized Cox partial log-likelihood (objective function) is defined as

Ω(β)α,λ = −`(β) + Pα,λ(β),

where
Pα,λ(β) = λ

(
α

p∑
i=1
|βi|+ 0.5(1− α)

p∑
i=1

β2
i

)
(2.5)

as proposed by Zou and Hastie 2005, with λ > 0 and 0 ≤ α ≤ 1. The lasso penalty
(∑p

i=1 |βi|) induces sparsity by selecting a subset of nonzero coefficients. It works
well in high-dimensional applications, but will eliminate all but one of any set
of strongly multicollinear terms. On the other hand, the ridge penalty (∑p

i=1 β
2
i )

shrinks coefficients towards but never all the way to zero; hence it gives non-
sparse estimates and can give correlated predictors approximately equal weights.
The elastic net penalty combines the strength of lasso and ridge penalties for
improved predictive performance (Simon et al. 2011). As α increases, the sparsity
and the magnitude of non-zero coefficients decreases, i.e., the solution becomes
less ridge-like and more lasso-like.

Using Equation 2.5, our minimization problem becomes

β̂ = arg min
β

Ω(β)α.λ. (2.6)

Parameter estimation

The lasso penalty is not differentiable at β = 0. We thus solve the minimization
problem above using proximal gradient descent by decomposing Equation 2.6, the
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objective function, as f(β) = g(β) + h(β), with

g(β) = −`(β) + 0.5λ(1− α)
p∑
i=1

β2
i

and

h(β) = λα
p∑
i=1
|βi|.

In this form, we split the objective function, arg minβ Ω(β)α,λ, into two parts, one
of which is differentiable. Specifically, g(β) is differentiable and convex and h(β) is
convex but not necessarily differentiable. The proximal gradient operator (Parikh
and Boyd 2014) to update β is given by

β(k) = proxγkh

(
β(k−1) − γk∇g(β(k−1))

)
, k = 1, 2, 3, · · · (2.7)

where γk is the step size determined via Barzilai-Borwein step-size adjustment
(Barzilai and Borwein 1988). Park and Hastie 2007 shows that proxγkh

(.) reduces
to (elementwise) soft thresholding

proxγkλα
(xi) =


xi − γkλα xi ≥ γkλα

0 −γkλα ≤ xi ≤ γkλα

xi + γkλα xi ≤ −γkλα

(2.8)

and

∇g(β) = −∇`(β) + λ(1− α)
p∑
i=1

βi

= −
k∑
i=1

 ∑
s∈Di

x>s (t)− di
∑
j∈Ri(t) x

>
j (t) exp(x>j (t)β)∑

j∈Ri(t) exp(x>j (t)β)

+ λ(1− α)
p∑
i=1

βi

= π(β) + λ(1− α)
p∑
i=1

βi. (2.9)

Our package implements the Karush–Kuhn–Tucker (KKT) conditions check de-
scribed in Yang and Zou 2013 to test that the β estimates are valid. We did not
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come across any convergence problems in the examples analyzed here (i.e., the
KKT conditions were always satisfied)

To train an optimal model, we need to choose a value of λ. With a large
value of λ the penalty terms in Equation 2.6 will dominate, driving coefficients to
zero, while a small λ value will lead to overfitting. We can use cross-validation
to pick an optimal λ from a set of λ values (known as a regularization path)
λ1 < λ2, · · · , < λmax. We want λmax to be large enough that β = 0, and λ1 to be
small enough to give a result close to the unpenalized solution (this choice enables
the warm-start approach employed in glmnet).

From Equation 2.8 and Equation 2.9 notice that if π(β) ≤ αλγk, then βk = 0
minimizes our objective function. Thus we set λmax to be

λmax = 1
Nαγk

max
β


k∑
i=1

 ∑
s∈Di

x>s (t)
− di
|Ri(t)|

 ∑
j∈Ri(t)

x>j (t)
 , (2.10)

where |Ri(t)| denotes the cardinality of the risk set Ri(t). If α = 0, we set 1/Nαγk
in Equation 2.10 to 1/0.001Nγk.

In our implementation, we set λmin = ελmax, and compute solutions over a grid
of m values of λ decreasing from λmax to λmin, where λi = λmax(λmin/λmax)i/(m−1)

for i = 0, · · · ,m−1 (Simon et al. 2011). The default value of k is 100 (the number
of distinct λ values). If n ≥ p, the default value of ε is set to 0.0001; otherwise
(i.e., if n < p), ε = 0.01 (Yang and Zou 2013; Simon et al. 2011).

Cross-validation

Most implementations cross-validate over a range of λ values for a fixed α. How-
ever, our implementation allows the user to choose a range of α, 0 ≤ α ≤ 1; in
this case the algorithm will pick the α-λ pair that corresponds to the lowest cross-
validated partial likelihood deviance (CV-PLD) or highest cross-validated Harrell’s
concordance index (CV-C-index) (Harrell Jr et al. 1996).

To find the CV-PLD for each λ-α pair, we perform k-fold cross-validation —
the training data is split into k folds, and the model is trained on k − 1 folds and
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validated on the left-out part via some predictive performance measure k times.
Here, we implement two metrics i.e., CV-PLD and CV-C-index (Dai and Breheny
2019). The CV-PLD is:

̂CV-PLD(λ) = −2
K∑
k=1

`(β̂−k(λ))− `−k(β̂−k(λ)) (2.11)

where `(β̂−k(λ)) is the log partial likelihood evaluated at β̂−k using the whole
dataset and `−k(β̂−k(λ)) is the log partial likelihood evaluated at β̂−k on the re-
tained data (everything except the left-out part). The β̂−k values denote the
penalized estimates using the retained data. We choose the λ which minimizes
Equation 2.11. Note that Equation 2.11 gives different (and usually better) re-
sults than simply evaluating the partial likelihood on the held-out set (sometimes
called the basic approach), because the likelihood of any observation depends on
other elements in the risk set.

The alternative cross-validation metric, CV-C-index, uses the concordance statis-
tic for Cox models, known as the cross-validated C-index, based on Harrell’s con-
cordance index (Harrell Jr et al. 1996). It computes the probability that, for a
random pair of individuals, the predicted survival times of the pair have the same
ordering as their true survival times. Our implementation is similar to that of the
survival package (Therneau 2020).

2.2.4 Prediction

Once β̂ is estimated, we can estimate the baseline hazard function (ĥ0(t)), and
hence the survival function (Ŝ0(t)). We first compute the cumulative hazard func-
tion

ĥ0(t) =
∑

i∈yj<ti

σi∑
j∈Ri(t) exp(x(t)>j β̂)

(2.12)
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and then, for a given covariate vector, xi, the estimated hazard, ĥ(t|xi)i, and
survival functions are

ĥ(t|xi)i = ĥ0(t) exp (x>i (t)β̂)

Ŝ(t|xi)i = exp
(
−ĥ(t|xi(t))i exp (x>i (t)β̂)

)
.

2.3 Illustrations

In the following sections, we demonstrate the practical use of pcoxtime on real and
simulated data sets. In the first two examples, we consider real data sets with time-
independent covariates and then a time-dependent covariates. The last example
compares pcoxtime with penalized on a simulated data set with time-dependent
covariates.

2.3.1 Time-independent covariates

We use the sorlie gene expression data set (Sorlie and Tibshirani 2003), which
contains 549 gene expression measurements together with the survival times for 115
females diagnosed with cancer. This data set was also used by Gorst-Rasmussen
and Scheike 2012 to demonstrate the performance of the ahaz package.

We perform a penalized survival regression by varying both α and λ. If a range
of α values is desired, we suggest first running the analysis for an intermediate
range of α values. If the minimum cross-validation likelihood deviance (Min. CV-
PLD) based on k-fold cross-validation (over all λ values considered) is at the
lower bound of the range considered, then extend the range of the α vector to
lower (positive) values; if it is at the upper bound, extend the range upward.
In this example, we cross-validate several α values at the same time by setting
α = {0.1, 0.2, 0.4, 0.6, 0.8, 1}. For each α, we analyze a solution path of λ values
and use 10-fold cross validation to choose the optimal (Min. CV-PLD) value of α
and λ.

We first load the data as follows:

R> data("sorlie", package = "ahaz")
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It is common practice to standardize the predictors before applying penalized
methods. In pcoxtime, predictors are scaled internally (but the user can choose
to output coefficients on the original scale [the default] or to output standardized
coefficients). We make the following call to pcoxtimecv to perform 10-fold cross-
validation to choose the optimal α and λ.

R> cv_fit1 <- pcoxtimecv(Surv(time, status) ~., data = sorlie,

+ alphas = c(0.1, 0.2, 0.4, 0.6, 0.8, 1), lambdas = NULL,

+ devtype = "vv", lamfract = 0.8, refit = TRUE, nclusters = 4

+ )

Progress: Refitting with optimal lambdas...

In order to reduce the computation time, we use lamfract to set the proportion
of λ values, starting from λmax, to 80%. Setting lamfract in this way specifies
that only a subset of the full sequence of λ values is used (Simon et al. 2011).

Once cross-validation is performed, we can report the λ and α for which CVE
attains its minimum (λ = 0.796, α = 0.1) and view the cross-validated error plot
(Figure 2.1) and the regularization path (Figure 2.3).

R> print(cv_fit1)

Call:

pcoxtimecv(formula = Surv(time, status) ~ ., data = sorlie, alphas = c(0,

1), lambdas = NULL, lamfract = 0.8, devtype = "vv", refit = TRUE,

nclusters = 4)

Optimal parameter values

lambda.min lambda.1se alpha.optimal

0.7960954 2.215183 0.1

R>

R> cv_error1 <- plot(cv_fit1, g.col = "black", geom = "line",

+ scales = "free")

R> print(cv_error1)

R>

R> solution_path1 <- (plot(cv_fit1, type = "fit") +
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α = 0.6 α = 0.8 α = 1

α = 0.1(Min. CV − PLD) α = 0.2 α = 0.4
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Figure 2.1: Plots of the cross-validated error rates for a sequence of λ values at
different α values. If a vector of α values is specified, pcoxtimecv automatically chooses
the α that minimizes CV-PLD (Min. CV-PLD). In this example, we choose from α =
{0.1, 0.2, 0.4, 0.6, 0.8, 1}. The left dotted line indicates the minimum error; the right
dotted line indicates the largest value of λ that fits the simplest model whose error is
within one standard deviation of the minimum cross-validation error (Hastie et al. 2009).
In this case, the best fit occurs when α = 0.1 (more ridge-like, top left panel); note that
panels differ in their horizontal and vertical scales.

+ #ylim(c(-0.03, 0.03)) +

+ labs(caption = "(a) sorlie") +

+ theme(plot.caption = element_text(hjust=0.5, size=rel(1.2)))

+ )

R> print(solution_path1)

Next, we fit the penalized model using the optimal α and λ:

R> ## Optimal lambda and alpha
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R> alp <- cv_fit1$alpha.optimal

R> lam <- cv_fit1$lambda.min

R>

R> ## Fit penalized cox model

R> fit1 <- pcoxtime(Surv(time, status) ~., data = sorlie,

+ alpha = alp, lambda = lam

+ )

R> print(fit1)

Call:

pcoxtime(formula = Surv(time, status) ~ ., data = sorlie, alpha = alp,

lambda = lam)

66 out of 549 coefficients are nonzero

n = 115 , number of events = 38

We then plot the predicted survival function for each patient and the average
survival function (Figure 2.4).

R> surv_avg <- pcoxsurvfit(fit1)

R> surv_df <- with(surv_avg, data.frame(time, surv))

R> surv_ind <- pcoxsurvfit(fit1, newdata = sorlie)

R> splot_sorlie <- plot(surv_ind, lsize = 0.05, lcol="grey")

R> splot_sorlie <- (splot_sorlie +

+ geom_line(data = surv_df, aes(x = time, y = surv, group = 1),

+ col = "red") +

+ labs(caption = "(a) sorlie") +

+ theme(plot.caption = element_text(hjust=0.5, size=rel(1.2)))

+ )

R> print(splot_sorlie)

2.3.2 Time-dependent covariates

We now repeat the analysis outlined above in the context of survival data with
time-dependent covariates. We consider the chronic granulotomous disease (cgd)
data set from the survival package (Therneau 2020), which contains data on time
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to serious infection for 128 unique patients. Because some patients are observed
for more than one time interval, with different covariates in each interval, the data
set has 203 total observations.

We load the data and perform cross-validation:

R> data("cgd", package = "survival")

R> dat <- cgd

R> cv_fit2 <- pcoxtimecv(Surv(tstart, tstop, status) ~ treat + sex +

+ ns(age,3) + height + weight + inherit + steroids + propylac +

+ hos.cat, data = cgd, alphas = c(0.2, 0.5, 0.8), lambdas = NULL,

+ devtype = "vv", lamfract = 0.6, refit = TRUE, nclusters = 4

+ )

Progress: Refitting with optimal lambdas...

Here, we choose α = {0.2, 0.5, 0.8} for 10-fold cross-validation.

R> print(cv_fit2)

Call:

pcoxtimecv(formula = Surv(tstart, tstop, status) ~ treat + sex +

ns(age, 3) + height + weight + inherit + steroids + propylac +

hos.cat, data = cgd, alphas = c(0.2, 0.5, 0.8), lambdas = NULL,

lamfract = 0.6, devtype = "vv", refit = TRUE, nclusters = 4)

Optimal parameter values

lambda.min lambda.1se alpha.optimal

0.01477729 0.3834742 0.5

The Min. CV-PLD (optimal) hyperparameter values are λ = 0.015 and α = 0.5
(Figure 2.2).

R> cv_error2 <- plot(cv_fit2, g.col = "black", geom = "line",

+ g.size = 1)

R> print(cv_error2)

We plot the solution path (Figure 2.3) and fit the penalized model based on
the optimal λ and α:
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α = 0.2 α = 0.5(Min. CV − PLD) α = 0.8
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Figure 2.2: Cross-validated error rates for the cgd data.

R> solution_path2 <- (plot(cv_fit2, type = "fit") +

+ labs(caption = "(b) cgd") +

+ theme(plot.caption = element_text(hjust=0.5, size=rel(1.2)))

+ )

R> print(solution_path2)

R>

R> alp <- cv_fit2$alpha.optimal

R> lam <- cv_fit2$lambda.min

R>

R> ## Fit penalized cox model

R> fit2 <- pcoxtime(Surv(tstart, tstop, status) ~ treat + sex +

+ ns(age,3) + height + weight + inherit + steroids + propylac +

+ hos.cat, data = cgd, alpha = alp, lambda = lam
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Figure 2.3: Regularization paths for the sorlie and cgd models. The values at the
top of the plot give the number of nonzero coefficients (size of the model) at various λ
values.

+ )

R> print(fit2)

Call:

pcoxtime(formula = Surv(tstart, tstop, status) ~ treat + sex +

ns(age, 3) + height + weight + inherit + steroids + propylac +

hos.cat, data = cgd, alpha = alp, lambda = lam)

11 out of 13 coefficients are nonzero

n = 203, number of events = 76

Again, we use the fit2 object to plot the predicted individual and average
survival curves (Figure 2.4).
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Figure 2.4: Predicted individual and average (red) survival probabilities for sorlie,
left, and cgd, right, data sets.

R> surv_avg <- pcoxsurvfit(fit2)

R> surv_df <- with(surv_avg, data.frame(time, surv))

R> surv_ind <- pcoxsurvfit(fit2, newdata = cgd)

R> splot_cgd <- (plot(surv_ind, lsize = 0.05, lcol = "grey") +

+ geom_line(data = surv_df, aes(x = time, y = surv, group = 1),

+ col = "red") +

+ labs(caption = "(b) cgd") +

+ theme(plot.caption = element_text(hjust=0.5, size=rel(1.2)))

+ )

R> print(splot_cgd)
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2.3.3 Simulated data set

In this section, we test our package on simulated data with time-dependent covari-
ates, and compare its performance with that of the penalized algorithm. We first
describe our data simulation process and then report the performance results.

We provide a user-friendly wrapper, simtdc, for the extended permutational
algorithm for simulating time-dependent covariates provided by the PermAlgo
package (Sylvestre and Abrahamowicz 2008).

We simulated a data set for 120 unique individuals with a follow-up time of
up to 10 time units (years), 100 time-dependent and 900 time-fixed covariates —
all drawn from a normal distribution with a mean of 0 and standard deviation
of 1 with the true effect size, expressed on log hazard scale, of each covariate
drawn from a uniform distribution [0, 2]. Since some individuals were observed
in more than one time interval there were 444 observations, of which we used 299
observations for training and the remainder for testing. Covariates affected relative
hazard only; event times were chosen assuming a constant total hazard rate of 0.2.
Censoring times were chosen uniformly over the time period.

We compared our proximal gradient descent algorithm, pcoxtime, to the combi-
nation gradient descent-Newton-Raphson method from penalized (Goeman 2010).
The two packages use different elastic net penalty specifications (penalized uses
λ1 and λ2 for the lasso and ridge penalties instead of an overall λ and a mixing
parameter α). We used α = 0.5 and the default range of λ values in pcoxtime,
then used a convenience function from [the development version of] pcoxtime to
calculate values of λ1 and λ2 for penalized. Although the two approaches are sim-
ilar, penalized has two possible limitations: (1) it cross-validates elastic net in two
steps, finding a value of the ridge penalty λ2 for each value of the lasso penalty λ1

in order to fit an elastic net; for k-fold CV, this two-step procedure will require
k times as much computational effort. (2) Possibly to compensate for this ineffi-
ciency, it uses Brent’s algorithm to search for the optimal hyperparameter values
(rather than using a parameter grid as we and others do), which risks converging
to a local optimum (Goeman 2018).
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To compare the predictions of penalized and pcoxtime, we used two approaches
to choose the hyperparameters for penalized: (1) “pcoxtime-λ1-based”, using the
optimal α and λ chosen by pcoxtime model to calculate the λ1 and λ2 values
for the penalized model (we call this the pcox-pen model). (2) “penalized-λ1-
based”, training the penalized model using the optimal λ1 value determined by
penalized from a vector of λ values generated from pcoxtime’s cross-validation
(we call this the pen-pen model). The two predictions were then compared to
pcoxtime’s estimates (pcox).

The two pcoxtime fits (pcox-pen and pen-pen) gave very similar estimates
of the optimal λ (16.31 and 14.94, respectively). Comparing these results with
pcoxtime’s, all three approaches gave similar estimates and confidence intervals
for Harrell’s C-statistic (Therneau 2020) (both pcox and pcox-pen gave C =
0.65[0.51, 0.77], while the pen-pen values differed by a few percent: C = 0.64[0.50, 0.74]).

The pcoxtime package took about 30 times as long as penalized to compute
the complete solution path (1162 seconds vs. 38 seconds), probably because our
current implementation uses C++ only for likelihood computation and coefficient
estimation for each λ; the solution paths are computed in R. All computations
were carried out on an 1.80 GHz, 8 processors Intel Core i7 laptop. Table 2.1
compares the features of the different packages available for fitting penalized CPH
models.

2.4 Comparison among packages

In this section, we compare the capabilities of pcoxtime to some of the most gen-
eral and widely used R packages for penalized CPH models — glmnet, fastcox
and penalized. Computational speed is important in high-dimensional data anal-
ysis; packages using coordinate descent based methods (glmnet and fastcox) are
usually much faster than gradient descent based methods (pcoxtime and penal-
ized) (Simon et al. 2011). Table 2.1 summarizes some important capabilities of
the packages.
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pcoxtime glmnet fastcox penalized
Supported models
Time-dependent covariates yes no no yes
Penalty parameterization λ, α λ, α λ, α λ1, λ2

Post model predictions
Survival and hazard functions yes no no yes
Model diagnostics & validation yes no no no
(prediction error, Brier score,
calibration plots, etc.)

Table 2.1: Capabilities of pcoxtime, glmnet, fastcox and penalized packages.

2.5 Conclusion

We have shown how the penalized CPH model can be extended to handle time-
dependent covariates, using a proximal gradient descent algorithm. This paper
provides a general overview of the pcoxtime package and serves as a starting point
to further explore its capabilities.

In future, we plan to improve the functionality of pcoxtime. In particular, we
plan to implement a coordinate descent algorithm in place of the current proximal
gradient descent approach, which should greatly improve its speed.
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Abstract
The Cox proportional hazard model is commonly used in evaluating
risk factors in cancer survival data. The model assumes an additive,
linear relationship between the risk factors and the log hazard. How-
ever, this assumption may be too simplistic. Further, failure to take
time-varying covariates into account, if present, may lower prediction
accuracy. In this retrospective, population-based, prognostic study of
data from patients diagnosed with cancer from 2008 to 2015 in On-
tario, Canada, we applied machine learning-based time-to-event pre-
diction methods and compared their predictive performance in two
sets of analyses: 1) yearly-cohort-based time-invariant and 2) fully
time-varying covariates analysis. Machine learning-based methods –
gradient boosting model (gbm), random survival forest (rsf), elastic
net (enet), lasso, ridge, and deepsurv neural network (nnet) – were
compared to the traditional Cox proportional hazard (coxph) model
and the prior study which used the yearly-cohort-based time-invariant
analysis. Using Harrell’s C index as our primary measure, we found
that using both machine learning techniques and incorporating time-
dependent covariates can improve predictive performance. Gradient
boosting machine showed the best performance on test data in both
time-invariant and time-varying covariates analysis.
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3.1 Introduction

Early diagnosis and accurate prognosis can improve the clinical management of
cancer patients. Good prognostic tools can help in treatment planning (Seow et
al. 2011), aid communication with patients and patients’ decision-making about
surgery and treatments; and also help in timely and effective symptom manage-
ment (Papachristou et al. 2018). Measuring cancer patients’ wellbeing is signifi-
cant in assessing response to treatment and capabilities for various types of care
(Hayward et al. 2010). For instance, integrating palliative care interventions with
oncological care for advanced cancer patients can lead to improved quality of life,
reduced symptom burden, fewer hospital visits, and reduced health costs (Seow
et al. 2011; Seow et al. 2016; Seow et al. 2020). Predictive computational methods
that predict symptoms, patients’ wellbeing, and survival time can help clinicians
customize treatment regimes and give timely interventions.

Traditional statistical methods such as Kaplan-Meier and Cox proportional
hazard (CPH) models have been used to model survival data (Cox 1972; Fujino et
al. 2003; Seow et al. 2020). These techniques estimate the probabilities of survival
by assuming an additive, linear relationship between the risk factors (covariates)
and the log hazard, i.e., proportional hazard assumption. In clinical survival data,
three specific challenges have been identified (Simon et al. 2011; Ishwaran et al.
2014; Montazeri et al. 2016): 1) high dimensional data (large number of features),
2) data censoring (i.e., time-to-event is imperfectly observed), and 3) violation of
the proportional hazard assumption. Studies on the accuracy of clinical prediction
of survival time have found poor agreement with the actual survival times, showing
that practitioners’ predictions tend to be longer than actual survival times (Chow
et al. 2001; Cheon et al. 2016; Seow et al. 2020).

Additional challenges in accurate prediction of survival of cancer patients emerge
from the growing complexity of cancer, variant treatment options, heterogeneous
patient populations and failure to account for measurements which change over
time (time-varying covariates) (Seow et al. 2020). In survival data, time-varying
covariates are common. For example, cancer patients’ chemo-therapy treatment
plan or healthcare access may change over the course of the study. The standard
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CPH model assumes that the covariates are time-invariant and have a constant
linear effect over the entire follow-up period (Cygu et al. 2021; Yao et al. 2021).
Time-invariant CPH models have been extended to handle time-varying covariates
(Andersen and Gill 1982).

The use of ML methods in predicting the risk of death of cancer patients from
clinical data is not new (Gupta et al. 2014; Kourou et al. 2015; Montazeri et al.
2016; Mihaylov et al. 2019). Depending on how these methods are applied, they
can be considered standard ML methods (directly applied to predict the outcome of
interest such as survival status) or hazard-based ML methods (modified to handle
time-to-event data). Standard ML methods use binary classification to predict the
survival status of subjects within a particular time window. Since binary classifiers
consider only whether or not the event occurred in the last observation window,
they lack the interpretability and flexibility of models that consider hazards as
a function of time (Cygu et al. 2021). Most hazard-based ML methods, such
as artificial neural networks (ANN) (Katzman et al. 2018b), survival trees and
random forest (Wang et al. 2019; Bou-Hamad et al. 2011), predict events of interest
using covariates measured at the time of diagnosis, not accounting for the time-
varying covariates. Furthermore, only a few of these models have incorporated
patient-reported cancer diagnosis related outcomes such as level of pain as potential
covariates to build predictive models (Seow et al. 2020).

In this paper, we build, validate and compare traditional CPH models and
hazard-based ML models, using both time-invariant and time-varying covariates
(including both clinical and patient reported variables). We compare the perfor-
mance of our models to the prior yearly-cohort-based time-invariant traditional
CPH model with backward variable selection implemented by Seow et al. (Seow
et al. 2020).
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3.2 Results

3.2.1 Performance of the machine learning models

The results of our comparisons on training and testing datasets are shown in Fig-
ure 3.1, summarized by the 2.5%, 50% and 97.5% quantiles of the estimated Har-
rell’s C index on 200 bootstrap resamples of the respective datasets. The details of
these comparisons are given in the Model evaluation and comparison section. The
ML algorithms we used fall into 4 groups: penalized Cox model, i.e., elastic net
(enet), lasso and ridge; gradient boosting machine (gbm); neural network (nnet);
and random survival forest (rsf). We also compare with the traditional (non-ML)
CPH model used by Seow et al. (Seow et al. 2020), i.e., traditional CPH model
with backward variable selection (BS coxph) as well as full traditional CPH (full
coxph). Due to computational and implementation constraints, rsf and nnet were
not implemented on the fully time-varying covariates analysis.
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Figure 3.1: A comparison of Harrell’s concordance scores (C index) for the yearly-
cohort-based time-invariant (yearly) and fully time-varying (full) covariates analysis.
Higher values are better. The yearly-cohort-based estimates obtained in Seow et al.
(Seow et al. 2020) were available for training data only. For comparison, we provide
both training and test C index scores. Generally, gradient boosting machine slightly
performs better than all the other models. On the other hand, random survival forest
and neural network models overfit.

On the yearly-cohort-based time-invariant analysis, gradient boosting machine
(gbm) had the highest score in the test data across all the cohorts. For the train-
ing data, the BS coxph method matches the earlier results almost exactly (as
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expected). Neural network (nnet) had the highest score on the training data but
performed the worst on the testing data, indicating that the fit was not reliable.

On the fully time-varying covariates analysis, gbm’s predictive performance was
again higher than all other models, on both training and testing data. The per-
formance of the other models (including the traditional models) was similar. The
models were generally able to achieve better prediction when using the fully time-
varying covariates than when using yearly-cohort-based time-invariant covariates.
Separate cohort comparisons are provided in Supplementary Figure S1.

3.2.2 Temporal performance of the models

To evaluate the performance of the models at different survival marks, we use the
time-dependent AUC. Figure 3.2 shows the distributional summary of the time-
dependent AUC achieved in 200 replicates of bootstrapped samples of the test
data. The central point represents the median (50%) quantile, while the lower and
upper ends of the lines represent lower (2.5%) and upper (97.5%) quantiles of the
estimates. Higher values indicate better performance, narrower ranges indicate
more stable algorithms.
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Figure 3.2: Time-dependent AUC scores evaluated at different time points. The scores
are based on 200 bootstrapped samples (50 for nnet and rsf due to computational lim-
itations) of the test data. Models with higher scores and narrower confidence intervals
are better performers. As with the concordance index, models do better with the fully
time-varying covariates (full), and gbm does better than other models.

In both fully time-varying and yearly-cohort-based time-invariant covariates,
gbm model has slightly better estimates with comparatively narrower confidence
intervals. Estimates based on the fully time-varying covariates are generally better
than estimates based on the yearly-cohort-based time-invariant covariates.

38

http://www.mcmaster.ca/
https://cse.mcmaster.ca/
https://cse.mcmaster.ca/


Doctor of Philosophy– Steve Bicko Cygu; McMaster University– Computational
Science & Engineering

3.2.3 Most prognostic predictors

Figure 3.3 shows permutation-based importance scores (see Methods) for the top
15 features in each data set for both gbm (the top performing model), and for BS
coxph (for the benchmark model). Palliative care, cancer type, age and cancer
stage were identified as important in all cases.
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Figure 3.3: Variable importance scores together with the corresponding 2.5%, 50%
and 97.5% quantiles, based on the best (gbm) and benchmarking models (BS coxph).
Notably, palliative care, age of the patient, cancer type and cancer stage stood out,
across the cohorts, as some of the most important prognostic factors on survival of
cancer patients.

To compare the features across the cohorts, we ranked all the features and
counted the number of times each feature was among the top 5 across all the
models and cohorts (Figure 3.4).
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Figure 3.4: The number of times, frequency, a given feature is ranked, on top 5, by
a particular model in a given cohort as one of the most important feature. Low rank
means a particular feature is predictive and hence important.

3.3 Discussion

Compared to machine learning algorithms, traditional CPH models are less suited
for prediction, although the full (unselected) CPH may be better for inference
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about the impact of a specific predictor. If our interest is to predict time-to-
event of cancer patients based on a number of clinical, medical and self-reported
predictors, machine learning-based models may be preferable over traditional CPH
models in analyses that consider more data at once.

Fitting models which incorporate fully time-varying covariates require special
attention; only a subset of the models fitted in the yearly-cohort-based time-
invariant models could support this kind of analysis. Thus, in the full dataset
incorporating time-varying covariates, in addition to traditional CPH, only gradi-
ent boosting and penalized models were implemented.

Harrell’s C index was measured on mutually exclusive training and testing
datasets. For overfitted models, we would expect the model to perform well on
the training set but poorly on the testing set. Other than random survival forest
and deepsurv neural network, none of the models appeared overfitted. Penalized
models did not show major improvement in predictive performance over the tra-
ditional CPH model with backward variable selection model which was slightly
better than the full traditional CPH model.

Our results show that ML-based methods can provide more accurate alter-
natives to traditional hazard-based methods in both yearly-cohort-based time-
invariant and full time-varying covariates. However, CPH model with backward
variable selection performed comparably to the ML-based methods, as has also
been seen elsewhere (Spooner et al. 2020; Seow et al. 2020). Cox model with
gradient boosting machine had the highest predictive performance score in all the
comparisons done. This model has additional advantages of computational effi-
ciency and fewer hyperparameters when compared to methods like random forests
and neural networks.

In summary, time-varying covariates greatly improve model prediction, and
not only in the ML context. We also find that gradient-boosting machine (gbm)
improves performance across both the cohort and time-varying approaches, sug-
gesting that it may be a good choice in general for problems of this nature.
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3.4 Methods

3.4.1 Study participants

Subjects were adults diagnosed with cancer from a population-based, retrospec-
tive prognostic study, as confirmed by the provincial cancer registry in Ontario,
Canada, from January 1, 2008, to December 31, 2015.

The study was reviewed by Hamilton Integrated Research Ethics Board and
deemed exempt because it used de-identified secondary data.

Patients and the public were not involved in this research. It used de-identified,
secondary administrative data analysis, (which is allowed to be used for research
purposes), and thus patient consent was not obtained. Seow et al. (Seow et al.
2020) provide a detailed description of the data and study setting.

3.4.2 Availability of data and materials

The de-identified administrative data are not publicly available and may be ob-
tained from a third party, ICES (formerly the Institute for Clinical Evaluative
Sciences) for researchers who meet the criteria for permissible access. These
data represent secondary data analysis and are not owned or collected by the
study authors. A data request can be sent here: https://www.ices.on.ca/About-
ICES/ICES-Contacts-and-Locations/contact-form.

We provide all the R codes used for the analysis in the form of a workflow
R package for the analysis of similar datasets, which can be accessed on GitHub
through https://github.com/CYGUBICKO/satpred.

3.4.3 Data pre-processing

A number of pre-processing steps were undertaken to prepare the dataset for mod-
elling. To avoid excluding cases or variables from the dataset, a “missing” category
was created for the patient-reported categorical variables. Numerical variables,
such as age, were mean-centered.
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3.4.4 Analysis plan

We performed two classes of analysis which were based on the structure of the data,
yearly cohort (yearly-cohort-based covariates) and full dataset (fully time-varying
covariates), as summarized in Figure 3.5.

Figure 3.5: The blue dotted rectangle indicates the major analytical contribution of
this paper. We also replicated analyses by Seow et al. (Seow et al. 2020), indicated
by red rectangle. We performed two classes of analysis depending on the nature of the
dataset. The first set of analyses closely followed modelling procedure in Seow et al.
(Seow et al. 2020) which is based on yearly cohorts (we refer to these as yearly cohort
models) and, by construction, takes care of changing covariates over the observation
period. We then used hazard-based ML models and compared predictive performance
to prior results in Seow et al. (Seow et al. 2020), which used traditional CPH model
with backward variable selection. The second set of analyses used both traditional CPH
and hazard-based ML models which directly incorporate time-varying covariates on the
full dataset. We refer to these as full dataset models. We also compared predictive
performance of the full dataset models to those of yearly cohort models.

Yearly cohort models

To account for changing covariates in a traditional CPH model, Seow et al. (Seow
et al. 2020) created yearly cohort datasets. Each year that a patient survived
post-diagnosis, they were entered into a separate cohort model; thus, only patients
who survived to a certain point (survival mark) contributed to the corresponding
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conditional analysis. Cohort definitions are summarized in the Figure 3.6. Our first
set of hazard-based ML models used these yearly cohort datasets and compared the
predictive performance with those obtained from traditional CPH models fitted in
the prior analyses by Seow et al. (Seow et al. 2020). In addition to our ML fits,
we also replicated the traditional CPH model together with the backward variable
selection procedure in Seow et al. (Seow et al. 2020) with slight modifications.
For instance, our models used 75% − 25% as opposed to 60% − 40% train–test
partition.

Figure 3.6: The yearly cohorts defined by Seow et al. (Seow et al. 2020).

Full dataset models

Both traditional CPH and hazard-based MLmodels which incorporate time-varying
covariates require the dataset to be in a specific format – that is, counting process
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format (Thomas and Reyes 2014; Allison 2010; Fox 2002). The data are expanded
from one record-per-subject to one record-per-interval between each event time,
per subject, such that each record corresponds to the interval (365 days in this
case) of time during which the entries of time-varying covariates are treated as
constant. Once this special dataset, which combines all the yearly cohorts, has
been constructed, the event time is now defined by (start, stop] interval during
which the subject was continuously at risk of the event, and events can only occur
at the end of the interval. For example, for an individual who survived for 3 years,
the “at-risk” interval is defined as (0, 365], (365, 730] and (730, 1095], representing
the segments in which they are event free and uncensored.

Currently, only penalized, gradient boosting machine and random forest imple-
mentations support time-varying covariates for survival analysis. Due to compu-
tational challenges, we only fitted and compared penalized, i.e., lasso, ridge and
elastic net and gradient boosting machine models, in addition to the traditional
CPH model. All computations were carried out on a server with 4 clusters, each
with 8 Intel Xeon 3.40 GHz CPUs and a 128 GB RAM.

3.4.5 Model selection

A total of 4 classes of machine learning algorithms and traditional Cox proportional
hazard models capable of handling censored data were used in this analysis. The
outcome of interest was time to death (days) as recorded in the Vital Statistics
database (Seow et al. 2020). The following classes of models were trained and
evaluated:

1. Traditional Cox proportional hazard model: Implemented for both time-
invariant and time-varying covariates.

2. Penalized Cox regression: lasso, ridge and elastic net. Implemented for both
time-invariant and time-varying covariates.

3. Random survival forests: Capable of handling both time-invariant and time-
varying covariates but requires large amount of computer memory for large
datasets due to large forests constructed during model training. Due to this
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challenge, we trained random forest on only a subset of data (2000 cases) for
each cohort in the time-invariant covariates analysis.

4. Generalized boosted regression models: Cox-based gradient boosting ma-
chine (gbm) were implemented for both time-invariant and time-varying co-
variates datasets.

5. Neural network: A multi-layer feed-forward neural network for survival data.
Similar to random forest, this model also runs into memory issues and conse-
quently, was trained on a subset of data and, currently, capable of handling
only time-invariant covariates.

A brief description of these algorithms can be found in the Supplementary
Methods S1.

Each of the hazard-based ML algorithms outlined above has at least one hyper-
parameter and, as result, requires parameter tuning. For this, we perform 10-
fold cross validation. For penalized approaches (lasso, ridge and elastic net), the
hyper-parameters are tuned using cross-validated partial log-likelihood; for random
survival forest, neural networks and gradient boosting machine, Harrell’s concor-
dance index C is used. For the Cox proportional hazard model, we apply stepwise
variable elimination on the multivariate model which fits all the covariates and
identifies a subset of important variables according to Akaike’s information crite-
rion. The final CPH model is then fitted using only those variables selected in the
stepwise procedure. A list of hyper-parameters that were tuned can be found in
Supplementary Table S1, together with the R packages used to implement each of
the models.

3.4.6 Model evaluation and comparison

The models implemented in this work have different strengths and limitations in
terms of assumptions, interpretability, computational efficiency, etc. In this work,
we focus on comparing the predictive accuracies of these models. We implemented
the following metrics to evaluate and compare the performance of our models on
the test data:
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• Harrell’s concordance index (C index). In survival analysis, a pair of
patients is called concordant if the risk of the event predicted by a model is
lower for the patient who experiences the event at a later time-point. The
concordance index is the frequency of concordant pairs among all comparable
pairs of subjects. Pairs are incomparable if their event times are equal, or
if either subject is censored before the other subject experiences an event
(Therneau 2022). Harrell’s C index can be used to measure and compare
the discriminative power of a risk prediction models (Harrell Jr et al. 1996).
It provides a holistic measure of the model performance over the entire time
period, while accounting for censoring.

• Time-dependent AUC. The Receiver Operating Characteristic (ROC)
curve and the associated area under curve (AUC) are widely used in medical
research to quantify the discriminating power of machine learning models.
The ROC curve plots the probability of both true positive (proportion of
positive class correctly classified by the model) and the false positives (pro-
portion of the negative class incorrectly classified by the model) at various
cut off values of the risk score. The AUC summarizes the probabilities of true
and false positives over all possible cut off values into a value ranging between
0 and 1; and gives an overall measure of predictive accuracy of a predictive
model. The standard ROC considers the event status and the risk scores
as fixed over time; however, in many medical applications, these quantities
may change over the follow-up time; in such situations, binary classification
of cases (as true positive and true negative) without taking into account the
time-to-event may be inappropriate. Heagerty et al. (Heagerty et al. 2000)
proposed a time-dependent ROC which extends the standard ROC curve
analysis for binary outcome data to time-to-event data (see Supplementary
Methods S2).

To evaluate the sensitivity and uncertainty of the predictive performance mea-
sures, we applied bootstrap resampling to estimate the 2.5%, 50% and 97.5% quan-
tiles of the distribution of the scores. We used 200 bootstrap resamples of both
training and test datasets. The training estimates were included for comparison
with those reported in Seow et al. (Seow et al. 2020).
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3.4.7 Identifying prognostic features

A permutation-based variable importance score was used to identify the most
important prognostic features. For each replicate, we randomly resample the values
of a focal predictor and record how our metric changes due to this perturbation.
The key idea is that if a particular predictor has high power to predict the response,
then randomly permuting its observed values will lead to a considerable change in
the predictive accuracy of the model. In this case, we conclude that this predictor
is important. In our implementation, Harrell’s C index is used as a measure of
predictive power.
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3.5 Supplementary Methods S1: Machine learn-
ing algorithms

Standard machine learning methods use binary classification to predict the sta-
tus of a subject. Such binary classifiers lack the interpretability and flexibility of
models that consider event times explicitly (Cygu et al. 2021). Several machine-
learning algorithms have been extended to estimate hazards and use a survival-
model paradigm to consider event times (and handle observation censoring). Be-
low, we summarize the traditional Cox proportional hazard model approach and
give a short description of some hazard-based ML approaches.

3.5.1 Cox proportional hazard model (coxph)

Time-invariant covariate survival data is often presented in the form {ti, δi, xi}ni=1,
where ti is the observed event time for individual i, δi is an indicator variable for
censored or observed event of interest, and xi is a vector of covariates. Traditional
hazard-based methods such as Cox proportional hazard (CPH) model (Cox 1972)
is commonly used in survival data. The CPH model defines the hazard function
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at time t as
hi(t) = h0(t) exp (x>i β), (3.1)

where h0(t) is the non-parametric baseline hazard function and exp(xTi β) is the
relative hazard, which summarizes the effects of the covariates. Under the pro-
portional hazard assumption, the model parameters can be estimated by fitted
by minimizing a partial log-likelihood which does not involve the non-parametric
baseline hazard.

When covariates change over time during the follow-up period, the observed
survival data is of the form {tstart

i , tstop
i , δi, xi(t)}ni=1. The only difference is that xi

is now a (piecewise constant) function of time, and Equation 3.1 adjusted appro-
priately for downstream implementation (Cygu et al. 2021; Harrell Jr 2015).

Although CPH models are commonly used, especially when the main goal is to
make inference on how the covariates impact on the survival probabilities, they
assume a linear relation between the risk factors (covariates) and event hazard.
This assumption may be too simplistic in some contexts.

3.5.2 Penalized cox proportional hazard models

Traditional CPH models may overfit, particularly in the case of high-dimensional
data. Penalized methods such as lasso, ridge and elastic net offer a convenient
way of addressing overfitting. Lasso and elastic net can also be used to select a
subset of useful predictive feature while eliminating others.

Penalized methods add a penalty to the log-likelihood function, which has the
effect of shrinking the coefficient values towards zero, reducing sampling variance
and reducing the impact of less important features on the model. The `1 (lasso)
penalty is based on the absolute value of the coefficients. It typically reduces the
number of predictors used (by assigning zero coefficients to a subset of predictors).
The number of features selected by lasso is bounded by number of observations
(Tibshirani 2013). On the other hand, `2 (ridge) penalty is based on the square of
the coefficients. The ridge penalty shrinks the coefficients towards (but never all
the way to) zero. The elastic net (a combination of `1 and `2) penalties combines
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the strength of lasso and ridge for improved predictive performance (Simon et al.
2011).

Lasso, ridge and elastic net regression have all been extended to handle time-
varying covariates survival data and are evaluated here. See Cygu et al. (Cygu
et al. 2021) for a detailed discussion on penalized Cox proportional hazard model
for time-dependent covariates.

3.5.3 Random survival forest (rsf)

Random forests are ensembles of decision trees that are grown on bootstrapped
training samples of the original data by choosing m random samples of the original
set of p predictors at each split (node). Random survival forests (RSF) are random
forests adapted for survival analysis of censored data. In a random survival forest,
the feature and split point chosen is the one that maximizes the survival difference
between daughter nodes i.e., that maximizes the log rank statistic over all avail-
able split points and features (Ishwaran et al. 2008). As opposed to CPH-based
approaches, which assume linear combination of the covariates, RSF are capable of
automatically handling and identifying non-linear and complex interactions. RSF
are free of assumptions and due to the randomization during splitting, and lends
itself to feature selection through measures of variable importance. A possible
drawback of RSF is the bias in splitting in the presence of predictors with mul-
tiple possible split points, e.g., categorical predictors with many levels (Spooner
et al. 2020). In our implementation, we ran into computational memory issues
due to large forests constructed in model training. As a result, we trained RSF
on only a subset of the time-invariant cohorts dataset. A detailed description of
RSF is outlined in Ishwaran et al. (Ishwaran et al. 2008). We used the following
hyperparameters for our random survival forest fits:

• The number of trees to grow, ntree.

• The number of variables randomly selected for splitting a node, mtry.

• Minimum size of a node (after splitting), nodesize.

• The rule for splitting nodes, splitrule (log rank or log rank score).
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Yao et al. (Yao et al. 2021) generalized the conditional inference and relative
risk survival forests to incorporate time-varying covariates and proposed a more
general framework for estimating survival function in the presence of time-varying
covariates. However, due to computational limitations, we did not implement this
method.

3.5.4 Generalized boosted regression models (gbm)

Boosting is an iterative method which uses an ensemble technique to train weak
learners sequentially, where each new model that is added to the ensemble learns
from the “mistakes” of the previous models.

There are two main approaches to boosting in survival analysis: likelihood-
based and gradient boosting. Likelihood-based boosting uses base learners that
maximize the overall likelihood in each boosting step, selecting only the base-
learner which leads to largest increase in the likelihood. On the other hand, gra-
dient boosting is equivalent to iteratively re-fitting the residuals of the ensemble
model at each step. With correct choice of boosting steps, boosted models are re-
sistant to overfitting and work well in high-dimensional data (Spooner et al. 2020).
In this work, we used gradient boosting machine with the following hyperparam-
eters:

• The number of trees, n.trees.

• The shrinkage parameter, shrinkage, which controls the rate at which
boosting learns. Small values of shrinkage require using large values of
n.trees.

• The interaction depth, interaction.depth, which controls the complexity
of the boosted ensemble i.e., the highest level of variable level interaction. A
value of 1 implies an additive model, a value of 2 implies a model with up
to 2-way interactions, etc.
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3.5.5 Neural networks (nnet)

We implemented a multi-layer feed-forward neural network, DeepSurv (Katzman
et al. 2018b), of which the output is the negative partial log-likelihood, param-
eterized by the weights of the networks. The hidden layers are fully connected,
not necessarily of the same size, and are passed through nonlinear activation func-
tions. The output layer has a single node with a linear activation which gives
the output ĥi(t) (log-risk hazard estimate). Due to computational limitations, we
implemented this model on a subset of the data. In addition, the current imple-
mentation does not support time-varying covariates. We considered the following
hyperparameters for tuning:

• The number of hidden layers, layers.

• Size of the hidden the layers, num_nodes, which defines the number of
network weights and consequently the complexity.

• The dropout rate, dropout. Overfitting is a potential problem in neural
networks. In particular, when there are multiple hidden layers, the problem
is more often because of the large number of weights in comparison to the
number of samples. Dropout is a technique that can be used to deal with
this problem by randomly dropping some of the nodes, together with their
connections (Srivastava et al. 2014).

• Stochastic gradient descent learning rate, learning_rate, which determines
the step size of the weight iteration.

3.6 Supplementary Methods S2: Model evalua-
tion methods

3.6.1 Time-dependent AUC

Let R be the estimated or predicted risk score, T denote the time to the occurrence
of the event of interest and t define some time horizon. The individual’s event
status at t is defined as D(t) = 1{T ≤ t}, which equals 1 if the event has occurred
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and 0 otherwise. Assuming that a higher value of R is associated with higher risk
of event occurrence and that individual is predicted to have experienced event in
the interval (0, t] if R > c, where c is some cut off value, otherwise the individual
is predicted to be event free in the interval (0, t]. Heagerty et al. (Heagerty et al.
2000) defined the sensitivity and specificity at the time horizon t as

Sensitivity(c, t) = P (R > c|T ≤ t)

Specificity(c, t) = P (R ≤ c|T > t). (3.2)

The major difference between the definition of sensitivity and specificity in stan-
dard binary case and the definition in Equation 3.2 is that the latter is defined with
respect to the time horizon t. Sensitivity(c, t) and Specificity(c, t) are referred to
as time-dependent sensitivity and specificity, respectively, and the resulting ROC
curve (plot of Sensitivity(c, t) against 1 − Specificity(c, t)) is the time-dependent
ROC curve at time horizon t. For our analysis, we used R software package
risksetROC which implements this extension (Heagerty and Zheng 2005; Hea-
gerty and Paramita Saha-Chaudhuri 2012).
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3.7 Supplementary Figure S1: Harrell’s C-index
for each cohort
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Figure 3.7: A comparison of Harrell’s concordance scores (C index) for the full dataset
and the yearly cohorts. Higher values are better. For comparison with Seow et al. (Seow
et al. 2020), we provide both training and test C index scores. Generally, gradient
boosting machine slightly performs better than all the other models. On the other
hand, random survival forest and neural network models seem to overfit.
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3.8 Supplementary Table S1: Tuning parame-
ters

Models R package Data Tuned hyper-parameters

Cox PH model; backward selection survival; rms All
Ridge glmnet Year 0 alpha=0, lambda=0.0250

Year 1 alpha=0, lambda=0.0238
Year 2 alpha=0, lambda=0.0184
Year 3 alpha=0, lambda=0.0162
Year 4 alpha=0, lambda=0.0147
Full alpha=0, lambda=0.0203

Elastic Net glmnet Year 0 alpha=0.4, lambda=0.0024
Year 1 alpha=0.8, lambda=0.0011
Year 2 alpha=0.6, lambda=0.0011
Year 3 alpha=0.8, lambda=0.0006
Year 4 alpha=0.2, lambda=0.0014
Full Alpha=0.5, lambda=0.0007

LASSO glmnet Year 0 alpha=1, lambda=0.0012
Year 1 alpha=1, lambda=0.0010
Year 2 alpha=1, lambda=0.0007
Year 3 alpha=1, lambda=0.0005
Year 4 alpha=1, lambda=0.0004
Full alpha=1, lambda=0.0004

Random survival forest randomForestSRC Year 0 ntree=1000, mtry=20, nodesize=10, splitrule=”logrank”
Year 1 ntree=1500, mtry=20, nodesize=10, splitrule=”logrank”
Year 2 ntree=1500, mtry=20, nodesize=10, splitrule=”logrank”
Year 3 ntree=1000, mtry=20, nodesize=10, splitrule=”logrank”
Year 4 ntree=1000, mtry=20, nodesize=10, splitrule=”logrank”

Gradient boosting machine gbm and gbm3 Year 0 shrinkage=0.1, n.trees=3548, interaction.depth=2
Year 1 shrinkage=0.1, n.trees=3541, interaction.depth=2
Year 2 shrinkage=0.1, n.trees=2711, interaction.depth=2
Year 3 shrinkage=0.1, n.trees=2112, interaction.depth=2
Year 4 shrinkage=0.1, n.trees=1443, interaction.depth=2
Full Shrinkage=0.1, n.trees=2982, interaction.depth=2

Neural network survivalmodels Year 0 num_nodes=32, learning_rate=0.001, dropout=0.2
Year 1 Layers=1, num_nodes=128, learning_rate=0.001, dropout=0.2
Year 2 layers=1, num_nodes=128, learning_rate=0.01, dropout=0.2
Year 3 layers=4, num_nodes=32, learning_rate=0.01, dropout=0.2
Year 4 layers=1, num_nodes=128, learning_rate=0.01, dropout=0.1

Table 3.1: Tuning parameters
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Abstract
In generalized linear (mixed) models that involve complex multiplicative interac-
tions, multi-parameter variables, additional non-focal predictors or a non-linear
link function, outcome plots (prediction and effect plots) can aid in understanding
difficult-to-interpret coefficient estimates. Outcome plots depend on the choices
we make about the non-focal predictors. The most common approach is to gen-
erate estimates (central estimates, predictions and effects) at a reference point,
usually the mean of non-focal predictor. We call this mean-based approach and
it estimates effect of an average case in the population. In the presence of ad-
ditional non-focal predictors, non-linear link functions, random effect terms, etc.,
mean-based approach generates estimates that are biased and may not be con-
sistent with the observed quantities. An alternative is the observed-value-based
approach which estimates the average effect in the population. Moreover, effect-
styled confidence intervals provides an alternative and a more clear way to describe
uncertainty associated with the focal predictor. In addition to theoretical and me-
thodical comparison, using simulation, we illustrate the two approaches and show
that they can produce substantially different results and that observed-value-based
approach can not only produce estimates consistent with the observed values, but
also appropriate for bias correction. We also present an alternative way, effect-
styled confidence intervals, to describe uncertainties associated with the central
estimates.

4.1 Introduction 1

Plots of predicted values of an outcome against predictors (often called effect 2

plots or prediction plots) are often a useful way to summarize the results of a 3
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regression model. These can be used to illustrate model uncertainty or to give 4

a more explicit quantitative sense of how the outcome is expected to change. 5

In generalized models with a non-linear link function, or models with a spline 6

or polynomial response to an input variable, they can also aid in understanding 7

difficult-to-interpret coefficient estimates (Brambor et al. 2006; Berry et al. 2012; 8

Leeper 2017). 9

To make an outcome plot, we use a focal predictor on the x-axis and cen- 10

tral estimate (predicted values) on the y-axis. The resulting plot will depend 11

on choices we make about other (non-focal) predictor(s). In ordinary (Gaussian) 12

linear regression, the non-focal choices may have a simple additive effect on the 13

central estimate. However, when the focal predictor has interactions or non-linear 14

response functions (e.g., spline or polynomial), non-focal choices can also affect 15

the slope of the estimate. Additional challenges arise when dealing with “mixed” 16

models, which incorporate random effects. 17

As noted, the outcome plots described above are often called prediction plots 18

or effects plots. We endeavor here to make a conceptual distinction. The primary 19

distinction between the two lies in how we describe the uncertainties around the 20

central estimate. If our goal is to predict what we learn about the outcome variable 21

by measuring the focal predictor, then we may want to capture a variety of sources 22

of uncertainty, including that due to the intercept, focal and non-focal predictors, 23

and random effects. Conversely, if we wish to focus on the effect of a focal predictor 24

only, we might want to isolate uncertainty due to coefficients associated with that 25

predictor. If we follow this convention, we expect effects plots to have narrower 26

confidence intervals (CIs) than prediction plots. 27

The other distinction relates not to the method of calculating CIs, but to the 28

model chosen for the plot. In general, if we want to predict based on a focal 29

parameter, we are likely to want to fit a univariate model that only contains terms 30

related to that predictor. If we want to know the effects of a predictor, we may 31

want to control for covariates with a multivariate model, in order to estimate 32

“direct” effects; leave covariates out, in order to estimate “total” effects (direct 33

plus indirect); or take an intermediate strategy. Shi et al. (Shi et al. 2017), 34

for example, used multivariate effects plots to visualize estimated direct effects of 35
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different predictors in a paper that compared the difference in sexual risk behaviors 36

between circumcised and uncircumcised men. 37

Producing this sort of outcome plot has some challenges, including: 38

1. choosing the reference point for non-focal predictors in multivariate models 39

2. uncertainty estimation – appropriate choice of anchor for computing confi- 40

dence intervals in effects plots 41

3. biases induced by non-linear transformations of the response variable in gen- 42

eralized linear models (especially generalized mixed models). 43

Representative values for a focal predictor are generally chosen using quantiles, 44

or equally spaced values, for a continuous predictor; or an exhaustive set of levels 45

for a categorical predictor. The central estimates are then calculated by holding the 46

non-focal predictors at a reference point (a value chosen for a non-focal predictor) 47

while varying the focal predictor, with the goal that the estimates represent how the 48

model responds to the changes in the focal predictor (Fox and Hong 2009; Hanmer 49

and Ozan Kalkan 2013). These values have been called: predictor effects (Fox and 50

Hong 2009), marginal predictions (Leeper et al. 2017) or estimated marginal means 51

(Lenth 2022). In this article, we refer to these quantities as the central estimates 52

of the outcome. 53

In a model with non-focal predictors such as multivariate models, reference 54

points can be chosen as the average of the non-focal linear predictor variables – we 55

call this approach mean-based reference point and is currently not implemented in 56

commonly used R software packages. We introduce an alternative choice for the 57

reference point. 58

For a linear model, the averaging is done on the linear scale, i.e., linear av- 59

eraging. As a result, the model-center estimates (made using the mean-based 60

approach) are unbiased. However, in a model with non-linear link function, this 61

is not usually true. When averaging is done on a separate link scale, the mean 62

of the estimates is not the same as the estimate at the mean point. This leads 63

to bias: in this case a systematic difference between the values seen on average 64

for a given value of the focal predictor and the value predicted by the mean-based 65
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approach. An alternative to the mean-based reference point is the observed-value- 66

based approach, discussed later, which involves computing the prediction over the 67

population of non-focal predictors and then averaging across the values of the focal 68

predictor (Hanmer and Ozan Kalkan 2013). 69

This article will discuss and implement various approaches for computing pre- 70

dictions and effects plots. We further explore and demonstrate, using simulated 71

data, approaches for correcting bias in central estimates for generalized models 72

involving non-linear link functions, including models with random effects. The 73

proposed method and R software package will complement the existing ones by 74

providing: 1) a straightforward way to generate effects plots (in our sense), and 75

2) a robust way to correct for non-linear averaging bias in generalized (mixed) 76

models. 77

4.2 Definitions 78

In order to discuss the statistical background and mathematical formulation of 79

the proposed approaches, we need to understand and formally define a number of 80

terms, some of which have been introduced in the previous section: 81

Input variables Refers to the observed (or scientific) variables underlying an 82

inference or exploration. For example, the regression models described by 83

Eq. 4.16 and Eq. 4.17 both have 3 input variables – x1, x2, x3. 84

Focal predictors We call the input variable on the x-axis of an outcome plot the 85

focal predictor. Any other input variables are “non-focal” predictors. 86

Model matrix Refers to the design matrix whose rows include all combination
of input variables. Consider an example for three hypothetical households
– the first household head is a Christian with an income of $50, the second
household head is Muslim with an income of $100 while the third house-
hold head is a Jew with an income of $77. Suppose we want to model the
household size (hhsize) as function of these household characteristics, i.e.,

hhsize = β0 + β1 × income + β2[r] × religion + error.
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The model matrix corresponding to this model is given by
Intercept income religionJew religionMuslim

1 50 0 0
1 100 0 1
1 77 1 0

 .

The first column represents the constant term in our model, β0. For contin- 87

uous input variables, the representation in the model matrix is the same as 88

the corresponding input variables (for example second column representing 89

income). For categorical variables, however, by default, the model matrix 90

creates additional dummy variables using the reference cell parameteriza- 91

tion. This means that, if an input variable has L factor levels, then there 92

will be L − 1 dummy columns representing all but the first level created in 93

the model matrix. In our example, the column religion is missing and 94

instead we have religionJew and religionMuslim; the missing category 95

religionChristian is treated as the reference category. 96

Linear predictor variables Refer to the variables which are combined to make 97

the linear predictor (corresponding to the columns in the model matrix). 98

Each input variable may correspond to one or more linear predictor vari- 99

ables. Input variables with more than two categories (for instance religion in 100

our previous example), or input variables with non-linear response functions 101

(e.g., spline or polynomial) will correspond to more than one linear predictor 102

variable – we call such multi-parameter variables (MPVs). 103

Model center Is the value of the central estimate calculated using focal and non- 104

focal model center values. It is a calculation that is equal to the average of 105

central estimates for a linear model (identity link function) without complex 106

interactions. The average of the linear predictor variables corresponding to 107

the focal and non-focal predictors are the focal and non-focal model cen- 108

ter, respectively. Focal and non-focal model center values are also referred 109

to as center point. For simple continuous input variables, averaging linear 110

predictor variables is the same as averaging the input variables (see Fig 4.1). 111
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Reference point The values (or sets of values) chosen for non-focal predictors, 112

when estimating the predictions and effects. Typically the center point, but 113

can also be chosen as a baseline value or as a mean across categories. We 114

will also discuss using a set of quantiles or observations as a reference. 115

Anchor The value chosen for the focal predictor when estimating effect-style con- 116

fidence intervals. The anchor choice does not affect the central estimates, 117

nor prediction-style. Often chosen as the center point of the linear predictor 118

variables corresponding to the focal predictor. 119

Prediction-style and effect-style plots A prediction-style plot is about pre- 120

dicting observations for a given value of the focal predictor. For this, we 121

want to use the classic curved confidence intervals. An effect-style plot at- 122

tempts to visualize the effect of a focal predictor and are characterized with 123

narrower confidence intervals. Unlike a prediction-style plot, where the confi- 124

dence intervals capture the uncertainty associated all predictors in the model, 125

the effect-style plot focuses on uncertainty associated with the focal predictor 126

only and depend on the anchor. 127

4.3 Statistical formulation 128

To estimate the central estimate of an outcome plot on the response scale, we need 129

a link function g and appropriate values of the focal predictor Xf and reference 130

point for the non-focal predictors X{n}. As previously mentioned, we can either 131

use mean-based or observed-value-based reference point. 132

Using mean-based reference point, the central estimate is

η̂fi = β̂Xf
c

ŷfi = g−1(η̂fi ), (4.1)

where Xf
c = {Xf ,X{n}c } is a centered model matrix with appropriately chosen 133

values of the focal predictor Xf and centered non-focal linear predictor variables 134

X{n}c constructed by replacing the corresponding values in the model matrix with 135

their averages. 136
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On the other hand, using observed-value-based reference point, Eq. 4.1 becomes

η̂fj = β̂Xf
j

ŷfi = mean
j

g−1(η̂fj ), (4.2)

where Xf
j = {Xf

j ,X{n}} is the model matrix of the jth observation and X{n} is the 137

entire population of the non-focal linear predictor variables. Here, we generate a 138

vector of size J ×N and then average over the values of the focal predictor; J and 139

N represents the number of focal values and population of non-focal predictors, 140

respectively. 141

For identity link function, e.g., in a simple linear model, Eq. 4.1 and Eq. 4.2 142

are equivalent. In the subsequent sections, we will first discuss general formula- 143

tion of mean-based approach and how to generate associated confidence intervals. 144

Thereafter, we will discuss the second approach, observed-value-based, and its 145

application to bias correction. 146

4.3.1 Mean-based approach 147

An alternative formulation of Eq. 4.1 involves expressing the linear predictor as
the sum of the focal and non-focal predictors’ linear predictors. In particular,

η̂fi (xf , x̄{n}) = β̂fxf +
∑

β̂{n}x̄{n} (4.3)

ŷfi = g−1
(
ηi(xf , x̄{n})

)
(4.4)

where xf and x̄{n} are columns of Xf
c corresponding to focal predictor and non- 148

focal predictors, respectively. 149

In a model with MPVs or input variables with complex interactions, construc- 150

tion of η̂fi (xf , x̄{n}) is not usually straightforward since we want x̄{n} to be or 151

represent the “true” model center. We therefore illustrate some of these cases. 152
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Dealing with multi-parameter variables 153

Multi-parameter variables (MPVs) such as splines, polynomials, etc., can be within
the focal predictor, or within non-focal predictor(s). To distinguish the two, sup-
pose the model which describes the hypothetical simulation of household size based
on a number of socio-demographic factors such as age and wealth index is

hh sizei = β0 + βA1Agei + βA2Age2
i + βA3Age3

i

+ βWWealthindexi + εi. (4.5)

In the first case, with Age as the focal predictor, is a cubic polynomial with three
linear predictor variables (Agei,Age2

i and Age3
i ). In this case, each linear predictor

variable is evaluated separately across the chosen levels of the focal predictor, Agei.
Specifically, the linear predictor variables are treated as additional columns of the
model matrix evaluated with the same values chosen for the focal predictor, while
non-focal predictors are fixed at their reference point as discussed in the previous
section. The central estimates associated with Age on the linear predictor scale
become

η̂fi (Agei,Wealthindex{n}) = β̂0 + β̂A1Agei + β̂A2Age2
i + β̂A3Age3

i

+ β̂WWealthindex{n}. (4.6)

In the second case, with Wealthindex as the focal predictor, the non-focal predic-
tor, Age, is a cubic polynomial. In this case, the non-focal linear predictor variables
(Agei,Age2

i and Age3
i ) are all treated as separate non-focal linear predictor vari-

ables and an appropriate choice of reference point applies just like in the models
without MPVs. For instance, in mean-based approach, we average all non-focal
MPVs. Thus

η̂fi (Wealthindexi, {Age ,Age2,Age2}
{n}

) = β̂0 + β̂A1Age + β̂A2Age2 + β̂A3Age3

+ β̂WWealthindexi. (4.7)
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Dealing with interactions in input variables 154

Interactions can be between non-focal predictors or between focal and non-focal
predictors. Handling former case is similar to that of the second case in MPVs
(Eq. 4.7). In the latter case, consider model described by Eq. 4.17. The interaction
is between the focal, x2, and non-focal, x3, predictors. In this case, the values of
the focal predictors are chosen as previously described and the reference point for
the interacting non-focal predictor is predetermined or appropriately chosen set
of values. In our example, suppose we pick i and j unique values of the focal
predictor, x2, and interacting non-focal predictor, x3, respectively. The central
estimate on linear predictor becomes

η̂fi (x2i, x3j, x̄
{n}
1 ) = β̂0 + β̂1x̄

{n}
1 + β̂2x2i + β̂3x3j + β̂23x2ix3j.

The main point is that, in the case of non-interacting non-focal predictors, the 155

reference point is a center point while in the case of interacting non-focal predictors, 156

the choice of the reference point is not necessarily a center point but can be any 157

appropriate value or set of values. 158

4.3.2 Uncertainty estimation 159

We describe the uncertainty around the estimates using confidence intervals (CIs).
In principle, every prediction has a different CI. The conventional way to compute
variances for predictions is

σ2
i = Diag(X?ΣX?>), (4.8)

so that the confidence intervals are η̂fi ± qσi, where Σ is the variance matrix of 160

β̂ and q is an appropriate quantile of Normal or t distribution (Fox and Hong 161

2009). This generates conventional CIs which incorporate all the uncertainties – 162

including the uncertainties due to the intercept and non-focal predictor. We call 163

this prediction-style CIs. 164
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Effect-style CIs 165

But what if we are interested in the uncertainty as a result of the focal predictor 166

only (effect-style CIs), so that the CIs are η̂fi ±qσ
f
i , i.e., effects? For effect-style CIs, 167

we need an anchor and centered model matrix with all non-focal linear predictor 168

variables set to zero. 169

Let Xf
c be a centered model matrix previously defined, and let A be an anchor

matrix, with the same dimensions and entries of all non-focal linear predictor
variables as Xf

c . Let Af be the column of A corresponding to focal linear predictor
variable defined in Xf

c . Any appropriate values can be chosen for Af but for model
center (center-anchored), we use Af̄ which is the mean of the focal predictor. Thus

σ2
i = Diag((Xf

c −Af̄ )Σ(Xf
c −Af̄ )

>
). (4.9)

We can see that ∀ Xf = Af , Xf
c − Af = 0, hence σ2

i = 0. Similarly, for all 170

values of Xf close to anchor point Af̄ , the term (Xf
c −Af̄ ) and σ2

i goes to 0 and 171

σ2
i = 0 if Xf = Af̄ . This means that σ2

i close to the anchor point are smaller 172

than those away from the anchor point; and results to confidence intervals which 173

are narrower around the anchor or crosses at the anchor point for simple models. 174

In other words, this shows the effect of changing the focal value from the anchor 175

value. By setting Af = 0, we get the variances for the prediction-style CIs in 176

Eq. 4.8. 177

An alternative way to compute σ2
i in Eq. 4.9 is by zeroing-out the covariance 178

matrix, which involves setting all the non-focal linear predictor variables in Σ to 0. 179

This procedure can be implemented in commonly used R packages for effect plots 180

and prediction plots, but only works when the input variables are centered prior 181

to model fitting, in case of numerical variables, and more complicated when the 182

input variables are categorical. The anchor approach, however, does not require 183

the input variables to be centered prior to model fitting since the computation of 184

Xf
c −Af̄ affects only the intercepts and non-focal predictor linear variables – the 185

slopes and variance corresponding to the focal predictor linear variables are not 186

affected. 187
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4.4 Bias correction 188

When dealing with non-linear link functions and additional non-focal predictors, 189

generated estimates may not reflect the observed response due to the bias, i.e., a 190

term we use to describe a situation in which the central curve does not align well 191

with the observed data points – the central curve is either below or above majority 192

of the observed data points. In such cases, bias correction is needed when back- 193

transforming the estimates to the original scales. The common approach for bias- 194

adjustment is second-order Taylor approximation (Duursma and Robinson 2003; 195

Hanmer and Ozan Kalkan 2013); already implemented in emmeans (Lenth 2022). 196

Here, we describe and implement a different approach – observed-value-based ap- 197

proach for bias correction. Hanmer and Kalkan (Hanmer and Ozan Kalkan 2013) 198

discussed and implemented observed-value-based and input-variable-based mean- 199

based approaches in binary response models only. Our formulation is more general 200

and can easily be extended to other link functions other than logistic. 201

We can directly compare the outcome estimate at the model center for non-focal
parameters (mean-based estimate) with the average of predictions evaluated across
the population values of non-focal predictors (observed-value-based estimate, the
colon below indicates that we are comparing two quantities):

g−1
(
ηfi (x̄f , x̄{n})

)
: 1
n

n∑
i=1

g−1
(
ηfi (x̄f , x{n})

)
. (4.10)

In an ordinary linear model, the link function g is the identity function, so the two 202

means are the same. For non-trivial link functions, we expect them to be different 203

in general. 204

From Jensen’s inequality, the exponential link function, for example, is concave 205

up; hence we expect the right-hand side of Eq. 4.10 to be greater than the left-hand 206

side, i.e., the average of the predictions is greater than the prediction at the average 207

of the focal and non-focal parameters. On the other hand, the logistic function 208

is concave up and concave down at low and high probabilities, respectively. We 209

expect a pattern similar to that of exponential function when the logistic function 210

is concave up and the opposite when the logistic function is concave down. In other 211
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words, the mean-based approach can under-estimate the prediction in exponential 212

and low probability logistic functions and over-estimate in high probability logistic 213

function. 214

4.4.1 Observed-value-based approach for bias correction 215

An alternative approach to choosing a reference point is to compute central esti- 216

mates over all observations of the non-focal predictors (members of the population) 217

(Hanmer and Ozan Kalkan 2013). The non-linear transformation involved in these 218

computations is always one-dimensional; all of the multivariate computations re- 219

quired are at the stage of collapsing the multidimensional set of predictors for some 220

subset of the population to a one-dimensional distribution of η̂fi (xf , x{n}), which 221

is a function of the chosen values of the focal predictor and the whole sample of 222

non-focal predictors, as opposed to the definition in Eq. 4.3. More specifically: 223

• compute linear predictor associated with whole sample of the non-focal pre- 224

dictors, η̂{n}j = ∑
β̂{n}x{n} 225

• compute linear predictor associated with the chosen values focal predictor, 226

η̂fi = β̂fxf 227

• for every value of the focal linear predictor, η̂fi , compute

η̂fj (η̂fi , η̂
{n}
j ) = η̂fi + η̂

{n}
j

= η̂fj (xf , x{n}). (4.11)

Once Eq. 4.11 is computed, we back-transform the estimates to the original
scale and average over the levels of the focal predictors, j:

ŷfi = mean
j

g−1
(
η̂fj (xf , x{n})

)
. (4.12)

71

http://www.mcmaster.ca/
https://cse.mcmaster.ca/
https://cse.mcmaster.ca/


Doctor of Philosophy– Steve Bicko Cygu; McMaster University– Computational
Science & Engineering

We make similar adjustments to compute the variances of the predictions at
every level of the focal predictor:

σ2
j = Diag(Xf

jΣXf
j

>) (4.13)

and

CIi = mean
j

g−1
(
η̂fj (xf , x{n})± qσfj

)
. (4.14)

We make further adjustments for models with random effects components to
correct the bias induced by the random effects components. We treat the ran-
dom effects components as additional non-focal predictors in the observed-value
approach and modify Eq. 4.11. In particular

τ {n} = Zb

η̂fj (xf , x{n}, τ {n}) = η̂fj (xf , x{n}) + τ {n} (4.15)

where Z and b are the design matrix and a vector of random effects, respectively. 228

4.5 Mean-based vs. observed-value-based 229

In the observed-value-based approach, the ensemble of predictions and CIs are 230

back-transformed before averaging, see Eq. 4.12, so we do not need to worry about 231

the non-linear averaging. In other words, the averaging is no longer on the link 232

scale and is likely to be bounded by the original data scale. In simple linear 233

models without interactions, averaging on the link scale is identical to averaging on 234

the response, so both approaches yield similar results. However, picking a single 235

value, e.g., the mean of the predictor, on which to draw conclusions about the 236

effect can be problematic, unrealistic, or not contained in or representative of the 237

population. In addition, the mean-based approach fails to use every value of non- 238

focal predictors hence not utilizing the full potential of the information contained in 239

the data. This may limit the inferences we can make about the entire population. 240

In general, the mean-based approach provides the predictions of an average case, 241
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whereas the observed-value-based approach summarizes the predictions over the 242

entire population. In some applications, the effect of an average case might not be 243

generalizable to the entire population, especially if the average does not represent 244

the population. This might not be a problem in the observed-value-based approach 245

since it focuses on specific observations – the prediction is first obtained for each 246

observation and then averaged across the levels of the focal predictor. 247

Another potential concern with the mean-based approach arises when direct 248

naive use leads to a rare or meaningless basis for generalization. For example, 249

if our sample has 20% Jews, 30% Muslims, and 50% Christians. One approach 250

(default in common packages) is assigning equal category weight, i.e., 1/3 Jews, 1/3 251

Muslims, and 1/3 Christians (the “sum-to-zero” approach). The second approach 252

(our default) is setting dummy categorical variables in the model matrix to their 253

means, which, by default, set them to their sample means or observed proportions. 254

The first or second approach translates to prediction for a household head who is 255

1/3 or 50% Christian, respectively (Hanmer and Ozan Kalkan 2013). The second 256

approach seems more realistic and will converge to the population mean in many 257

cases. 258

The observed-value-based approach is not entirely foolproof. For instance, simi- 259

lar to the mean-based approach, in the case of continuous focal predictors, choosing 260

the representative values of the focal predictors can be very challenging, especially 261

if the cases are not evenly distributed around the minimum and the maximum val- 262

ues or within some subgroups defined in the population. In addition, the observed- 263

value-based approach can be computationally intensive for large datasets. 264

4.6 Simulation examples 265

We start by comparing our proposed approach with the existing implementations 266

and then illustrate the construction of outcome plots. We also demonstrate that 267

the mean-based approach works well for interactions and MPVs, and that the 268

observed-value approach can correct the bias induced by non-linear averaging. 269
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4.6.1 Comparison with other implementations 270

The most commonly used R software packages for outcome plots (emmeans and 271

effects), by default, use the average of input variables and “sum-to-zero” as the 272

reference point approach for continuous and categorical input variables, respec- 273

tively. However, there are a number of choices one can make when constructing 274

outcome plots – for example, in the presence of interactions, the default for em- 275

means and effects is to average the input variables and use these averaged values 276

for the interaction, as opposed to our preferred model-center approach (averag- 277

ing each linear predictor variable separately). The packages give the same results 278

as our method for models without interactions. However, when interactions are 279

present, the two approaches can produce substantially different results, with the 280

model-center approach more closely matching the observed values. 281

To illustrate this, we simulate data from the models below:

y = β0 + β1x1 + β2x2 + β3x3 + ε (4.16)

y = β0 + β1x1 + β2x2 + β3x3 + β23x2x3 + ε. (4.17)

We simulate using β0 = 5, β1 = −3, β2 = 1, β3 = 2, β23 = 5, {x1,2,3, ε} ∼ 282

Normal(0, 1), and then compare estimates from the emmeans, effects and our 283

proposed alternative (varpred) to the “true” central estimates (calculated using 284

the simulation parameters) and mean of the data, i.e., ȳ, as shown in Fig 4.1. 285
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Figure 4.1: A comparison of central estimates for emmeans, effects and varpred.
The horizontal dashed lines are the mean of the central estimates and simulated y,
¯̂y and ȳ, respectively. The grey points are averages of the simulated points binned
according to the value of x1. The trend lines represent the ŷ – central estimate. A: In
the absence of interaction, the predicted mean, ¯̂y, is the same in all three approaches and
closely matches the actual mean (truth); the central estimate likewise matches the truth
(horizontal lines). B: With a simple interaction between non-focal predictors, results
from emmeans and effects, but not from the proposed varpred, are biased

In the absence of interactions (Eq. 4.16), the three approaches produce identi- 286

cal estimates, which match the simulated values, Fig 4.1A. However, the estimates 287

start to differ in the presence of interactions, even as simple as the one in Eq. 4.17. 288

In particular, estimates from emmeans and effects are identical but differ from 289

varpred’s, which is very close to the simulated average (ȳ), Fig 4.1B. In the simple 290
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model, Fig 4.1A, the input variables are the same as the linear predictor vari- 291

ables, so all the three methods produce identical results. In the interaction model, 292

Fig 4.1B, there is an additional linear predictor variable (x2x3). emmeans and 293

effects first average the input variables to compute x̄2x̄3 while varpred first calcu- 294

lates the corresponding vector of linear predictor values and then averages. 295

Our implementation, varpred, can generate both prediction-style and effect- 296

style plots. However, as previously mentioned, it is hard to generate an effect- 297

style plot in emmeans and effects. We consider Eq. 4.16 and use x2 as the focal 298

predictor, and compare prediction and effect plots using varpred. We also compare 299

different anchors for the effect plot. See Fig 4.2. 300
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Figure 4.2: Prediction and effect plots. The description of horizontal, vertical,
and trend lines remain the same as above. A: The wider dashed curves correspond
to the conventional prediction curves, while the narrower curves crossing at the center
point represent the effect from varpred. For simple OLS models, the effect-style curves
cross at the center point (center-anchored, the default). The prediction-style curves
incorporate the uncertainties due to the intercept term and other non-focal predictor,
while effect-style curves only consider the focal predictor’s main effect uncertainty. B:
center- and zero- anchored effects. The zero-anchored effect means that the anchor is at
the zero value of the focal predictor. The choice of the anchor does not affect the central
estimates.

For a prediction-style plot, the confidence intervals are wider because they 301

include uncertainties associated with the intercept and non-focal predictors but 302

are narrower and cross at the mean of the focal predictor. In other words, with 303

varpred, we can generate effects indicating uncertainty due only to changes in the 304
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focal predictor (thus in the case of a simple focal predictor, there is no uncertainty 305

at the anchor point, in this case, the model center). 306

4.6.2 Prediction- and effect-style plots for MPVs 307

To illustrate the distinction between predictions and effects in MPVs, we simulated 308

a multivariate model described in S1 Appendix. We also used the same model to 309

illustrate how predictions and effects differ if MPVs are in the focal or non-focal 310

predictor. In particular, we generated two sets of mean-based predictions and 311

effects: 1) one with age as the focal predictor (a cubic polynomial - MPV); and 312

2) one with Wealthindex as the focal predictor (linear). We used the center point 313

as the anchor for the effects in both cases, as shown in Fig 4.3. 314
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Figure 4.3: Central estimate, prediction and effect plots for cubic polynomial
and simple focal predictors. A: The focal predictor is a MPV cubic polynomial. B:
The focal predictor is linear, with MPV non-focal predictor. The central estimates
(dashed central curves or lines) are the same for predictions and effects in both cases.
We use the model center as the anchor for effect-style CIs. For a simple predictor
(panel B), this corresponds simply to the mean of the input variable; thus, the effect
curves intersect at that point. For an MPV predictor (panel A), the center point does
not correspond to a single value of the predictor, and the curves do not cross. The
horizontal black and yellow dashed lines are observed and predicted average household
size, i.e., hh size and ̂hh size, respectively.

We expect the CIs for effect-style plots to cross at the anchor point in a model 315

with a simple focal predictor. On the other hand, if the focal predictor is an 316

MPV, the center point is not expected to correspond to a single value of the focal 317

predictor. In this case, the effects will be narrower than the predictions plots but 318

will not necessarily intersect. For linear models, we expect mean of the data, the 319
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average of the central estimates and the prediction at the model center to all be 320

identical. 321

4.6.3 Bias correction 322

We simulated data motivated by the water, sanitation, and hygiene (WaSH) study 323

in which we were interested in investing the contribution of demographic and socio- 324

economic factors to improved WaSH indicators among slum dwellers in Nairobi, 325

Kenya. In this particular study, we used the mean-based approach to generate 326

the predicted probabilities. However, we noticed that the predictions consistently 327

over- or under- estimated the observed proportions; and did not align well with 328

the observed data points. To demonstrate this, we consider a binary-outcome 329

simulation with two input variables (described in S2 Appendix), such that Age has 330

a very small effect size in comparison to Wealthindex, and compared their effects 331

on the estimated probability of improved water quality as shown in Fig 4.4. 332
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Figure 4.4: Mean-based and observed-value-based central estimates. If the
focal predictor has a small effect size, mean-based and observed-value-based approaches
produce different estimates – A. However, in the case of strong effect size, the two
approaches produce very close estimates – B. The difference in mean-based and observed-
value-based is due to the bias induced by the non-focal predictor and the non-linear
averaging in the logistic model. The mean-based approach is affected by the non-linear
averaging. If the focal predictor has a small effect size, the bias is even pronounced
since the effect of non-linear averaging is primarily driven by the non-focal predictor(s)
with a strong effect. Since the observed-value-based approach averages over the whole
population of the non-focal linear predictor variables, it accounts for the effects of non-
linear averaging. The horizontal dashed lines correspond to the respective averages. The
vertical dashed lines represent the center point, and the point at which they intersect
the horizontal lines represents the expected “perfect” estimate at the model center. The
grey points are binned observations – observed proportions of improved water quality in
each bin.

If there were no effect of non-linear averaging, then we would expect the average 333

81

http://www.mcmaster.ca/
https://cse.mcmaster.ca/
https://cse.mcmaster.ca/


Doctor of Philosophy– Steve Bicko Cygu; McMaster University– Computational
Science & Engineering

observed proportion and the average predictions to intersect at the center point as 334

we see in Fig 4.3B. One possible reason for the variations we see in Fig 4.4 is the 335

non-linear averaging; since both observed status and predicted probabilities are 336

averaged on the response scale as opposed to the link scale. For example, if the 337

range of values is bigger than 0.5 (seemingly the case here), then we would expect 338

the averages to be slightly higher than we would expect at the center point. 339

In Fig 4.5, we use the results in Fig 4.4A and compare the central estimate, 340

prediction and effect plots associated with the central estimates. 341

A) Mean−based B) Observed−value−based
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Figure 4.5: Bias correction for central, effect and prediction estimates. As in
Fig 4.4, the observed-value based estimates match the pattern of the data better than
mean-based estimates.
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4.6.4 Mediated effect 342

Mediated effects provide a good example of some of the choices involved in showing 343

an effect-style plot. To illustrate this, consider an example in which age of the head 344

of the household (x) has a direct on the availability of improved water service in 345

the household (z), as well as an indirect effect through its effect on the income of 346

the head of the household (y), as illustrated below: 347

x y

z 348

The arrows above show the direction of influence, and the implication of x → y 349

and y → z is that x affects z in two ways. First, it has direct effect; second, it can 350

have an indirect effect by influencing y, regulated by parameter ρ as shown in S3 351

Appendix. 352

To make inferences about this mediated effect, we can ask questions about the 353

total and direct effects. In the first case, we want to fit a univariate model which 354

regresses z on x, excluding y. We refer to this as non-mediated model. In the 355

second case, we want to fit a multivariate model which regresses z on x and y. We 356

refer to this as mediated model. We simulated the data as shown in S3 Appendix 357

and fitted the two models – non-mediated and mediated. We compared mean- 358

based and the observed-value-based central estimates in both cases, as shown in 359

Fig 4.6. 360
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Figure 4.6: Mean-based and observed-value-based estimates for non-
mediated (total) and mediated (direct) effect models. A: In the absence of
a mediator variable, the central estimate aligns well with the observed data. B: In the
presence of indirect effect (mediator variable included), the central estimates do not align
with the observations. Since the models in A and B are linear models with identity link
functions, both approaches (mean-based and observed-value) give the same estimates.
The horizontal dashed lines are the respective average estimates and mean of the data
(¯̂z ≈ z̄). The vertical dashed black represents the center point, and the point at which
it crosses the horizontal lines represents the expected “perfect” estimate at the model
center. The grey points are the binned observations.

From Fig 4.6A, we see what we would expect if we simulated a univariate model 361

with no non-focal predictors, even though in the simulation, the effect of x on z is 362

mediated through y. This is the total effect of x, which only tells us the influence 363

of x on z. By ignoring y in the model, we can still capture the effect of x and 364

match the observed values using both approaches. However, if we control for the 365
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mediator variable y, the estimates do not necessarily match the observed values 366

since x indirectly affects z. By controlling for the mediator variable, we can get 367

an indication of the direct (very weak) effect of x on z (see Fig 4.6B). 368

4.7 Discussion and conclusion 369

Generalized linear (mixed) models are widely used in various fields, including pub- 370

lic health. In a model involving difficult-to-interpret coefficient estimates, an out- 371

come plot can aid in understanding and summarizing the results. In particular, 372

a prediction plot would be appropriate if the goal is to capture every uncertainty 373

in the model for a particular focal predictor or if we are interested in total ef- 374

fect. Conversely, an effect plot is preferable if we want to focus on the uncertainty 375

associated with a focal predictor only or if we are interested in the direct effect. 376

The mean-based approach is widely used to create outcome plots. However, in 377

a model with complex interaction, MPVs or categorical variables, it is sensitive to 378

the choice of the reference point. We have demonstrated that a model-center-based 379

reference point is generally a stable choice and provides estimates more consistent 380

with the observed quantities as compared to common input-variable mean-based 381

approach. 382

In a model with a non-linear link function such as a logistic or exponential func- 383

tion, the generated central estimate curve may not match well with the observed 384

data, i.e., our description for bias. In such a model, the observed-value-based ap- 385

proach provides a way to generate more consistent estimates and is preferable to 386

the widely used mean-based approach. 387

The argument and results we present in this paper support a greater need for 388

a shift in focus on how to summarize these kinds of models. From our theoretical, 389

methodological and simulation results, researchers using these models should, in 390

the absence of theoretical justification, report predictions based on the observed- 391

value approach or at least attempt to compare the two approaches before settling 392
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on the most appropriate in answering their research question. Moreover, we pro- 393

vide R package, varpred, which implements these methods and is available on 394

GitHub (https://cygubicko.github.io/varpred/). 395

Our simulation examples focused on simple linear and logistic models due to 396

their wide range of usage and application. These models also act as a starting 397

point for building other complex models, including mixed effect models and mod- 398

els with categorical predictors. The logic for extending to more complex models, 399

including other forms of non-linear link functions, is straightforward. The com- 400

ponents needed for extension are the correct linear predictor and the inverse link 401

function; everything else generalizes. In addition, our R package implementation 402

already extends to and supports most of the non-linear link functions and mixed 403

model framework, including multivariate binary outcome models. 404

4.8 Supporting information 405

S1 Appendix. Cubic polynomial interaction simulation. Consider a hy-
pothetical simulation which simulates household size as a function of household
wealth index and cubic function of the age of the household head, specified as
follows:

hh sizei = β0 + βA1Agei + βA2Age2
i + βA3Age3

i + βWWealthindexi + εi

Agei ∼ Normal(0, 1)

Wealthindexi ∼ Normal(0, 1)

εi ∼ Normal(0, 10)

β0 = 20

βA1 = 0.1

βA2 = 0.8

βA3 = 0.3

βW = −0.5

i = 1, · · · , 100 (4.18)
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S2 Appendix. Binary outcome simulation. Consider a simple simulation
for improved water quality in Nairobi slums, such that the status is 1 for improved
and 0 for unimproved water quality. In addition to the focal predictor, age of the
household head, we add wealth index. In particular:

statusi ∼ Bern(Pi)

logit(Pi) = ηi

ηi = β0 + βAAgei + βWWealthindexi
Agei ∼ Normal(0, 1)

Wealthindexi ∼ Normal(0, 1)

β0 = 5

βA = 0.5

βW = 1.5

i = 1, · · · , 10000 (4.19)

S3 Appendix. Mediated effect simulation. Next, we consider a simple 406

indirect mediation previously described and simulate a binary outcome model such 407

that: 408

zi = β0 + βxzxi + βyzyi

yi = ρxi +
√

1− ρ2yy

xi ∼ Normal(0, 1)

yy ∼ Normal(0, 1)

ρ = 0.8

β0 = 5

βxz = 0.2

βyz = 1.5

i = 1, · · · , 10000 (4.20)
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Abstract
Access to improved water, sanitation, and hygiene (WaSH) services remain a chal-
lenge to many households living in informal urban settlements in Kenya. To un-
derstand the temporal and household level dynamics between the WaSH services,
using data from Nairobi Urban and Demographic Surveillance System (NUHDSS),
this study employs separate (univariate) and joint (multivariate) outcome models
for binary outcomes to investigate the contribution of demographic and economic
factors to WaSH access in two informal urban settlements in Nairobi, Kenya,
namely Korogocho and Viwandani. The results showed a few differences, but no
any generalizable patterns, between the univariate and multivariate outcome mod-
els in terms of estimated effect sizes, prediction, and effect plots. However, the
multivariate outcome model estimated additional quantities – household and year
level correlation between the services. For example, at household level, the sta-
tus of toilet and garbage disposal services tend to move in the opposite direction,
i.e., households with improved water services are likelier to have improved toilet
and unimproved garbage disposal services. Most importantly, the result points to
the need for researchers and policymakers to consider the possibility of correla-
tion between WaSH indicators in ways beyond those explained by the explanatory
variables.

5.1 Introduction

Many residents of urban areas face multiple obstacles while accessing basic ser-
vices. These obstacles can be socio-economic, institutional, spatial, or political
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barriers; and are even more prevalent and severe in informal urban settlements
(Pierce 2017). In Kenya, the Nairobi Urban Health and Demographic Surveil-
lance System (NUHDSS) has collected data since 2003 on household-level access
to water, sanitation, and hygiene (WaSH) services in two major slums in Nairobi,
Kenya (Beguy et al. 2015). The NUHDSS data provides a useful starting point
for understanding the factors associated with trends in access to WaSH services in
slum areas.

Like other developing African countries, Kenya has experienced unprecedented
urban growth and urbanization, which has adversely affected the quality of life and
left many urban populations with a huge unmet demand for basic services. Nearly
two-thirds of urban residents have no access to improved sanitation (Chikozho et
al. 2019).

Even though WaSH services constitute some of the most basic requirements
for human health and dignity, they are either inadequate or unavailable in most
Nairobi slums (Chikozho et al. 2019). Several interventions have been intended
to upgrade most slums in Nairobi, focusing on infrastructural development issues,
especially in the Korogocho and Viwandani slums. However, these communities
still face various challenges, including overcrowding, poverty, alcohol, and crime-
related issues. In addition to widespread poverty, residents of these slums face
near-absence of most of the basic services they need to live healthy lives (Chikozho
et al. 2019; Iddi et al. 2021).

Our main study outcome is measured by three WaSH variables (drinking water,
toilet facilities, and garbage disposal). This is a challenging dataset for a number of
reasons. Specifically, we expect outcome variables to be correlated, beyond factors
explained by our predictors, due to causal interactions and unmeasured covariates.
We also expect temporal correlations between measurements from each household.
Dealing with these considerations is complicated because the outcome variables are
binary, and we thus cannot use standard techniques based on Gaussian responses.

We want a modeling approach that can: 1) control for household correlations,
2) address correlation between outcomes, and 3) estimate outcome-specific effects.
One way to address 1 and 2 would be by combining outcome indicators into scores
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(representing an aggregated assessment of outcomes for each household) and then
regressing the scores against the covariates. This method fails to address 3; because
it only shows how predictors connect to the aggregate outcome, not with particular
outcomes. Univariate-response models – with separate mixed logistic linear models
being fitted for each outcome, for example – may address 3 at the expense of 1 and
2. Specifically, separate models will ignore the fact that the outcomes observed
from the same subject (household) are likely to be correlated since they are subject
to shared influences that are distinctive to that particular household (LaLonde et
al. 2019). Ignoring such correlations may lead to poor estimates (Miro-Quesada et
al. 2004; Ivanova et al. 2016; Fang et al. 2018; LaLonde et al. 2019). Alternatively,
we can attempt to address all three goals by jointly modeling the three outcomes
(Fang et al. 2018; LaLonde et al. 2019).

There are several potential advantages to this joint-modeling approach. First,
due to its joint formulation, both outcome-specific and global effects can be esti-
mated (LaLonde et al. 2019). Second, the association between outcomes can be
captured in terms of correlation between household-level random effects (Ivanova
et al. 2016). Third, joint modeling may increase statistical power. However, as
noted above, correctly formulating and fitting these models is particularly chal-
lenging in our case of binary outcomes.

Prior studies have used NUHDSS data to explore WaSH indicators in informal
urban settlements. Chikozho et al. 2019 used a generalized estimating equation
(GEE) to model each of the three WaSH indicators. Iddi et al. 2021 applied multi-
state transition models to assess the effect of socio-economic factors on each of
the WaSH indicators. Although these two models accounted for the household-
level correlation between years, they did not address potential correlation between
WaSH services.

This study aimed to apply and validate a joint modeling approach to analyze
binary outcomes. Our approach took into account the longitudinal nature of the
data to model all three WaSH outcome variables (improved water, toilet facili-
ties, and garbage disposal). The analysis was based on a generalized linear mixed
model approach. We compared separate (univariate) and joint (multivariate) out-
come models based on simulated and NUHDSS WaSH data. By investigating the
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contribution of demographic and economic factors to WaSH access, we hope that
the identified, sometimes overlooked, factors will be helpful to the government and
other development workers seeking to extend and equalize access.

5.2 Methodology

5.2.1 Data acquisition and study design

We used data from a longitudinal NUHDSS covering two major urban slums,
Korogocho and Viwandani, in Nairobi, Kenya. The baseline survey that defined
the initial population for the NUHDSS was carried out between July–August 2002.
Subsequently, data from demographic, socio-economic, household characteristics,
and livelihood sources were collected yearly until 2015. We used a subset of data
from 2006 to 2015 because most of the covariates considered for the analysis were
collected from 2006. Beguy et al. 2015 give a complete description of the NUHDSS
study design and setting; Iddi et al. 2021 provide a summary of the household
characteristics of the study population.

WaSH outcomes

We considered three WaSH variables: Drinking water source, toilet facility type,
and garbage disposal method. Each of these is classified as improved or unimproved
– this follows WHO guidelines adapted by Chikozho et al. 2019 and Iddi et al. 2021
from Yu et al. 2016. Table 5.1 provides a summary of the classification scheme.
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Table 5.1: Classification of WaSH indicators (adapted by Chikozho et al. 2019 and
Iddi et al. 2021 from Yu et al. 2016)

Improved Unimproved

Drinking
water
source

• Piped water into dwelling,
plot or yard

• Public tap or standpipe
• Tube well or borehole
• Protected dug well with
hand pump

• Protected spring
• Rainwater collection from
the roof

• Unprotected dug well
• Unprotected spring
• Small water vendor (cart
with small tank or drum)

• Bottled water
• Tanker truck
• Rainwater collection from
surface run off

• Protected dug well with
bucket

Toilet fa-
cility type

• Flush, pour flush to piped
sewer system, septic tank or
pit latrine

• VIP latrine
• Pit latrine with slab
• Composting toilet

• Flush or pour flush to else-
where e.g., to open drain

• Pit latrine without slab
(slab with holes) or open pit

• Bucket
• Hanging toilet or hanging la-
trine

• No facilities, bush or field

Garbage
disposal
method

• Garbage dump
• Private pits
• Public pits
• Proper garbage disposal ser-
vices

• Other organized groups such
as the national youth service

• In the river
• On the road, railway line or
station

• In drainage, sewage or
trench

• Vacant, abandoned house,
plot or field

• No designated place or all
over

• Street boys or urchins
• Burning
• Other

Table 5.2 shows the descriptive statistics of the three WaSH outcomes. After
data cleaning, there were 53491 unique households, of which many were interviewed
more than once, for a total of 151730 observations, of which 90.1%, 19.3% and
47.5% showed improved water, toilet and garbage disposal services, respectively.
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Table 5.2: WaSH outcome variables

Overall
(N=151730)

Water source
Unimproved 15066 (9.9%)
Improved 136664 (90.1%)

Toilet type
Unimproved 122438 (80.7%)
Improved 29292 (19.3%)

Garbage disposal
Unimproved 79602 (52.5%)
Improved 72128 (47.5%)

There were 53491 unique households

Demographic and socio-economic explanatory variables

Table 5.3 shows the distribution and summary statistics of the demographic and
socio-economic variables used as explanatory variables in the analysis. The number
of interviews increased from 2006 to peak in 2011 and then dropped to the lowest
value in 2015. The majority (61.7%) of the respondents were from Viwandani.
The median age of the head of the household was 33 years; 77.9% of households
were reported to be male-headed; median household size was 3 members.

Table 5.3: Demographic and socio-economic explanatory variables

Overall
(N=151730)

Interview year
2006 8820 (5.8%)
2007 14727 (9.7%)
2008 15650 (10.3%)
2009 17917 (11.8%)
2010 19303 (12.7%)
2011 20283 (13.4%)
2012 18092 (11.9%)
2013 18550 (12.2%)
2014 17696 (11.7%)
2015 692 (0.5%)
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Table 5.3: Demographic and socio-economic explanatory variables (continued)

Overall

Slum
korogocho 58074 (38.3%)
viwandani 93656 (61.7%)

Age
Mean (SD) 35.29 (10.76)
Median [Min, Max] 33.00 [18.00, 70.00]

Gender
female 33605 (22.1%)
male 118125 (77.9%)

Household size
Mean (SD) 3.16 (2.04)
Median [Min, Max] 3.00 [1.00, 9.00]

Income (KSh.)
<1,000 616 (0.4%)
1,000-2,499 1959 (1.3%)
2,500-4,999 16106 (10.6%)
5,000-7,499 36209 (23.9%)
7,500-9,999 36180 (23.8%)
10,000-14,999 35506 (23.4%)
15,000-19,999 16514 (10.9%)
20,000+ 8640 (5.7%)

Expenditure (KSh.)
Mean (SD) 3338.86 (1682.44)
Median [Min, Max] 2970.00 [80.00, 9990.00]

House ownership
Not owned 140722 (92.7%)
Owned 11008 (7.3%)

Amount of food
Didn’t have enough 53112 (35.0%)
Had enough 98618 (65.0%)

Experienced household shocks
No 139184 (91.7%)
Yes 12546 (8.3%)

Self-rating
Mean (SD) 3.94 (1.34)
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Table 5.3: Demographic and socio-economic explanatory variables (continued)

Overall
Median [Min, Max] 4.00 [1.00, 10.00]

Dwelling index
Mean (SD) 0.00 (1.19)
Median [Min, Max] 0.04 [-4.36, 2.19]

Ownership index (within)
Mean (SD) 0.00 (1.72)
Median [Min, Max] -0.25 [-8.68, 10.77]

Ownership index (outside)
Mean (SD) 0.00 (2.33)
Median [Min, Max] 0.19 [-2.68, 12.41]

5.2.2 Data pre-processing

Joint outcome variable

Currently, the well-known frequentist frameworks (such as packages lme4 and
glmmTMB) in R software used for this kind of data do not have a natural syn-
tax for multivariate outcomes. Consequently, we restructured the data to long
format by generating a new categorical variable, Services, whose categories are
the old service types (water, toilet, and garbage disposal services), and recoded
the outcome variables to a single Status variable as shown in Table 5.4. The new
structure treats Services as a “repeated measure” from a particular household in
a particular year. It is used as an interaction for the model’s fixed and random
terms.

Table 5.4: The structure of multivariate data in long format.
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Predictors

Several data pre-processing steps were undertaken to prepare the dataset for mod-
eling. In particular; age was scaled (mean centered and divided by the standard
deviation); household size was log transformed; interview year was scaled;
self-rating, households’ rank on a scale of 1 (poorest) - 10 (richest), was scaled;
household shocks, a binary variable which indicated whether the household had
experienced fire, eviction, rape, floods, demolition, stabbing, mugging, severe ill-
ness, lay-off, theft or death, was created; income index was created by ranking
the income categories, the ranks were then scaled; dwelling index was generated
from principal component analysis (PCA) of scores for various indicators of floor,
lighting and wall materials; ownership index (within or outside) which indi-
cated whether households owned various household assets (where they resided or
elsewhere) at the time of interview was generated from PCA; expenditure which
referred to the total amount spent by households, in the past 7 days, on food,
energy, water and rent was scaled; and lastly, we created the service status in
the previous year variable which had the following categories; base year for the
first observation year, improved if the being predicted on each line service was
improved in the previous observational year, not observed if status in the previous
year was missing and unimproved if the service was unimproved in the previous
year.

5.2.3 Statistical analysis

We are interested in modeling multivariate (correlated) binary outcomes (three
response variables). One strategy, described by Chib 1998, is to use a multivariate
probit model based on modeling the underlying latent variables assumed to arise
from a multivariate normal distribution. While this is a convenient way of modeling
multivariate binary outcomes, its parameters are difficult to interpret. Instead,
for this analysis, we adopt the multivariate logistic regression model, which allows
marginal distributions to follow a logistic distribution (O’Brien and Dunson 2004);
the parameters of this model can be easily translated to odds ratio.

Let Yhy,s be the observed value of service (taking a value of 1 if improved) s in
household h and year y. Then, each observed outcome is distributed as Yhy,s ∼
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Bern(πhy,s), where πhy,s is the probability that household h has improved service s
in year y. Let X denote a matrix of covariates (demographic and socio-economic
factors, plus the lagged service indicator) to be included in the model. Random
variation is incorporated into the model via

τ (0)
s = β(0)

s + δ(y) + δ(h)

δ(y) ∼ MVN

0,


σ2

W

σWT σ2
T

σWG σTG σ2
G




δ(h) ∼ MVN

0,


σ2

W

σWT σ2
T

σWG σTG σ2
G


 .

Here δ(y) and δ(h) are the between-year and between-household variance of the yth

and hth year and household among the services, respectively. The full joint model
is defined as:

logit(πs) = τ (0)
s + Xβs (5.1)

where s ∈ {water(W), toilet(T), garbage(G)} services, logit(πs) = log(πs/(1− πs))
is a vector in the range (−∞,∞).

We fitted a generalized mixed model, i.e., a joint-outcome hierarchical logis-
tic regression model with shared random effects that accounts for the household
and year variations using R package glmmTMB. In particular, the random effects
specification accounted for the variation between the three outcomes of the same
household in a particular year and captured the unobserved factors specific to each
household (in a particular year) that may influence the three services; thus allow-
ing us to estimate the correlation between the services. We also fitted separate
univariate-outcome models for each of the three outcomes, and compared these
two sets of models based on coefficients and outcome plots.
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5.2.4 Simulation study

In order to understand the two (separate and joint) modeling approaches, we
performed simulation-based validation. The simulation was used to validate and
refine the proposed models before applying them to the real WaSH dataset.

We based this simulation study on the WaSH data described in the previ-
ous section, with a slightly different but mathematically equivalent formulation of
Equation 5.1, and simulated two outcome variables – status (improved or unim-
proved) of water and toilet services. More specifically, we simulated a multivariate
binary outcome model with intercept-only random effects for household and year
to jointly investigate the effect of covariates (age of head of household, wealth in-
dex, and income) on the predicted probabilities of improved services. Income had
an indirect effect on the services mediated through the wealth index.

All simulations and analysis were performed in R software.

5.3 Results

In this section, we first present the results from the simulation study and then
present results from the observed WaSH data.

5.3.1 Simulated data

Figure 5.1 compares the results from multivariate and univariate outcome mod-
els based on the simulated data described above. Figure 5.1a shows the 2.5%,
50%, and 97.5% quantiles of the estimated coefficients from 500 simulations and
compares them to the true values used to generate the random data. Figure 5.1b
shows the distribution of the correlation between the services estimated from the
joint model. Generally, the estimated coefficients successfully captured the true
parameters, and the joint model does not appear to indicate any bias.
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Figure 5.1: (a) Compares the lower, median, and upper quantiles of the estimated
coefficients for the joint (multivariate) and the separate (univariate) outcome models
from 500 simulations to the true coefficient values. The two models generally capture the
true coefficients and are not very different. (b) Shows the distribution of household and
year level water and toilet services correlation estimates, a by-product of the multivariate
outcome model. A high correlation between toilets and water at the household level
means that households with improved water services are likely to have improved toilet
services and vice versa. The vertical red line is the true correlation.

Figure 5.2 compares outcome plots for each predictor for one particular simula-
tion. They show how the predicted probabilities of improved water and toilet ser-
vices change at various levels of the predictor of interest, together with uncertainty
associated with the predictions (effect plots based on observed-value approach for
bias correction). We perform two comparisons: 1) effect plots for multivariate
and univariate models, and 2) effect plots generated from the two models and the
true central estimate. The two approaches substantially captured the expected
patterns and did not result in any clear differences.
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Figure 5.2: Effect plots for the multivariate and univariate outcome models for one
particular simulation. The central solid curves are the central estimates; they tell us
what we expect the probability of improved water or toilet services to be at a particular
value of the predictor of interest. The dashed curves represent effects at the 95% interval.
If the predictor has a strong effect, we expect central solid (black and orange) curves
to closely match the truth (blue solid curve), have narrow effects, and align well with
the simulated data (grey points). However, in the presence of a mediated effect, the
estimates do not necessarily align with the observed data – as we observe in the case of
income. Generally, the two modeling approaches give similar central estimate and effect
patterns.

5.3.2 WaSH data

This section presents the results of the two models based on WaSH data. Our
focus is to use effect plots to make inferences about the model parameters. How-
ever, we also present coefficient plots because they are commonly used for these
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kinds of studies. Figure 5.3 compares the baseline probabilities, i.e., the proba-
bility of improved service for an average household, taking all other factors into
consideration; and odds ratios for the coefficients, together with the correspond-
ing 95% confidence intervals, for the multivariate and univariate outcome models.
Figure 5.3a compares the probability of improved services at baseline. For in-
stance, an average household has over 90%, 50% and 30% probability of having
improved water, garbage disposal, and toilet services, respectively, at the baseline.
Figure 5.3b shows the odds ratios corresponding to the main effects.

Garbage

Toilet

Water

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Probability

Outcome Multivariate Univariate

(a) Baseline probabilities

Garbage Toilet Water

0.7 1.0 2.0 0.3 0.5 1.0 0.3 0.5 1.0

 Slum :  viwandani

 House ownership :  Owned

 Experienced shocks :  Yes

 Income rank

 Amount of food :  Had enough

 Expenditure

 Age

 Household size

 Ownership index (outside)

 Ownership index (within)

 Gender :  male

 Dwelling index

 Previous status :  Improved

 Previous status :  Not observed

 Previous status :  Unimproved

 Self − rating

 Interview year

Odds ratio

Outcome Multivariate Univariate

(b) Main effects

Figure 5.3: (a) The baseline probabilities of improved services for an average house-
hold compared to the observed proportions (red points). Households are likelier to have
improved water services, about equally likely to have unimproved or improved garbage
disposal services, and less likely to have improved toilet services. (b) Compares the odds
ratios corresponding to the main effects. For example, the odds of having improved
garbage and toilet services increase with a unit increase in the interview year but de-
crease in the case of water services. Household heads who are highly rated (as rich) are
associated with higher odds of an improved toilet and water services but lower odds of
improved garbage disposal services. Households that had unimproved garbage disposal
services in the previous year have lower odds of improving than in the base year (base-
line category). A similar pattern is observed for toilet services but almost equally likely
or unlikely for water services. Bold categories with ":" are categorical predictors with
the following baseline category: previous status (base year), gender (female), amount
of food (did not have enough), house ownership (rented), experienced shocks (no) and
slum (Korogocho).
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The estimated baseline probabilities in Figure 5.3a over-estimate the relatively
high proportion of improved drinking water, and under-estimate the relatively low
proportion of improved toilet facilities, as expected due to non-linear averaging
across sources of variation. Figure 5.4 shows effect plots with an observed-value-
based bias correction.

Garbage

Toilet

Water

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Probability

Outcome Multivariate Univariate 

Figure 5.4: Effect plot for the baseline probabilities of improved services, corrected for
bias due to non-linear averaging. The estimates closely match the observed proportions
(red points).

Figure 5.5, 5.6 and 5.7 compares effect plots for the two models.
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Garbage disposal
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Figure 5.5: Effect plots for garbage disposal comparing multivariate and univariate
outcome models. Households with older head of household have a low probability of
improved garbage disposal. Similar patterns are observed in large households, households
with a high index for items owned outside the households and highly rated households
(rated as rich). On the other hand, households that spent more have a higher probability
of improved garbage disposal services. Similarly, households with high income, which
were interviewed in recent years, had a high dwelling index and a high index for items
owned within the households have a higher probability of improved garbage disposal
services. Further, households that had enough to eat, had experienced at least one
household shock, were female-headed, did not own the house they lived in, had improved
garbage services in the previous year, and were from Korogocho have a higher probability
of improved garbage services than those in the corresponding category. There are no
clear differences in the estimates between the two modeling approaches.
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Toilet facilities
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Figure 5.6: Effect plots for toilet facilities comparing multivariate and univariate out-
come models. Households with older head of household that spent more and had high
incomes are associated with a low probability of improved toilet services. On the other
hand, large households, households which had a high index for items owned within the
households, households interviewed in recent years, households that had a high dwelling
index, and highly rated households are associated with a higher probability of improved
toilet services. Further, households that did not have enough to eat, had not experienced
at least one of the household shocks, were male-headed, did not own the house they lived
in, had improved toilet services in the previous year, and were from Korogocho have a
higher probability of improved toilet services. The effect of the ownership index (items
owned away from the place of residence) is unclear, as indicated by the almost-flat cen-
tral estimate line and wide effect plots. We observe few (in household size and ownership
index) differences in the estimates between the two modeling approaches.
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Drinking water
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Figure 5.7: Effect plots for water services comparing multivariate and univariate out-
come models. Households that spent more, had higher income, were interviewed in recent
years, had a high dwelling index, and had high ownership index (items owned within
the households) are associated with a low probability of improved water services. On
the other hand, large households, households that had high ownership index for items
owned away from where they resided and highly rated households are associated with
a high probability of improved water services. Further, households that did not have
enough to eat, had not experienced at least one of the household shocks, owned the
house, and were from Korogocho are associated with a higher probability of improved
water services. However, there are no clear differences between female and male-headed
households and the status of the improved water service in the previous year. Also,
the effect of the age of the head of household is unclear, as indicated by the almost-flat
central estimate line and wide effect plots. We also observe a few noticeable differences
between the two approaches, particularly age and ownership-related predictors.
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In Figure 5.8, we narrow down and compare predictions for the three outcomes
from the multivariate outcome model on the same scale.
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Figure 5.8: A comparison of effect plots for the multivariate outcome model. For all
three outcomes, households with older head of household are associated with a lower
probability of improved services. Households that had a high dwelling index, were
recently interviewed and had a high ownership index (items owned within the house-
holds) are associated with a higher probability of improved garbage disposal and toilet
but not water services. Households that spent and earned more are associated with a
higher probability of improved garbage disposal service but not toilet and water services.
Larger households, households that had a high ownership index (items owned away from
the place of residence) and were highly rated (as rich), are associated with a slightly
higher probability of improved water and toilet services but not garbage disposal ser-
vices. Households that had enough food and were headed by a female are associated
higher probability of improved garbage disposal services but not water and toilet services.
Households that owned the residential house are associated with a higher probability of
improved water services but not garbage disposal and toilet services. Households from
Korogocho, and households that had improved services in the previous year are associ-
ated with a higher probability of improved service across all three services.
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The joint modeling approach (multiple outcome) provides a way to estimate the
household and year-level correlation between the outcomes, as shown in Figure 5.9.

year

household

−1.0 −0.5 0.0 0.5 1.0

[Toilet, Water]

[Garbage, Toilet]

[Garbage, Water]

[Toilet, Water]

[Garbage, Toilet]
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Figure 5.9: Correlation (together with the Wald confidence intervals) between the
services at household and year level. Households with improved garbage disposal services
are less likely to have improved toilet or water services. On the other hand, households
with improved toilet services are more likely to have improved water services. Garbage
disposal and water services are likely to have opposite patterns within the households
and throughout the years. Toilet and water services are likely to have similar trends
across the years.

5.4 Discussion

In Kenya, informal urban slums continue to grow. This growth strains the avail-
able, mostly limited resources, infrastructure, health care systems and WaSH ser-
vices (Chikozho et al. 2019; Iddi et al. 2021). Since all three WaSH services were
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observed from the same household at the same time, they are likely to be corre-
lated. Therefore, it is important to explore how they correlate in ways beyond
those explained by the demographic and socio-economic factors.

Our results showed some differences between the univariate and multivariate
outcome models regarding estimated effect sizes. The multivariate outcome model
also allowed us to estimate household and year-level correlation between the ser-
vices. In particular, households with garbage disposal services were less likely to
have improved toilet and water services, while the latter two were correlated with
each other across households. Further, across the years, water and toilet services
were likely to move in the same direction (improve), but not garbage disposal
services.

Overall, we found that households were likelier to have improved water services
than the other WaSH services. This could be attributed to many governments’ and
stakeholders’ interventions to improve access to clean and safe water in informal
urban settlements (Chikozho et al. 2019). Concerning the service status in the
previous year, households with unimproved services in the previous year were
more likely to have improved water service and garbage disposal in the current
year. This was not the case for toilet services. This result is consistent with the
findings in Iddi et al. 2021 which looked at the transition probabilities of WaSH
indicators across years using a multi-state modeling approach. We found that
households with older head of household are less likely to have improved services
across the three services, possibly because older head of household are less likely
to engage in extra income-generating activities to improve WaSH services within
the households. Our study showed that households from Korogocho were likelier
to have improved WaSH services than those from Viwandani, possibly due to the
recent intervention programs by Umande Trust and GOAL Ireland carried out in
Korogocho (Iddi et al. 2021).

5.4.1 Toilet services

An average household was less likely to have improved toilet services than other
services. Households with unimproved toilet service in the previous year had a very
low probability of improving it in the current year. This could be because most
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of these households are overcrowded and have limited spaces to construct toilet
facilities, have large families, and, in most cases, have poor sanitation practices
like open defecation (Simiyu 2015; Mberu et al. 2017; Iddi et al. 2021). Other than
household expenditure and income, all other quantitative factors (high dwelling
index, large households, recent year of interview, high ownership index, and high
household rating) were associated with a higher probability of improved toilet ser-
vices. The improvement across time could be due to various WaSH interventions
implemented in the two slums, especially over the years. For instance, in 2006,
World Toilet Association, Umande Trust, and APHRC implemented the construc-
tion of toilet projects in the two slums (Chikozho et al. 2019).

Further, our study revealed that male-headed households had a higher prob-
ability of improved toilet services than their female counterparts, similar to the
findings of Iddi et al. 2021. Households with more food were less likely to have
improved toilet services, in contrast to the conclusions of Iddi et al. 2021. Whereas
our study used the amount of food consumed to measure food security, Iddi et al.
2021 constructed a composite score for food security.

5.4.2 Water services

Households were more likely to have improved water services than other services,
on average. Households with unimproved water service in the previous year had
a very high probability of improving it in the current year. This could be due to
an increase in the provision of clean and safe water by the county government and
other stakeholders (Chikozho et al. 2019). Generally, a lower probability of water
service was associated with higher values of most quantitative factors (dwelling
index, household expenditure, household income, year of interview, index for items
owned within the household). Most importantly, our results showed a continuous
decline in the probability of improved water services, suggesting that increased
provision of improved water services did not match growing slum populations.
Chikozho et al. 2019 arrived at a similar conclusion. On the other hand, larger
households were more likely to have improved water services.

Rich households were associated with a high probability of improved water ser-
vices, most likely because households rated as rich have extra income to spare for
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improving water services. Our study did not show clear differences in the proba-
bility of improved water services between the male and female-headed households.
Iddi et al. 2021 made similar observations. Households that owned the houses they
were residing in were more likely to have improved water services. These house-
holds probably had better structures and were more likely to invest in improved
water services such as piped and taped water.

5.4.3 Garbage disposal services

About half of the surveys reflected improved garbage disposal. This relatively low
value is likely due to a combination of low household income, and lack of both
public garbage collection and clear garbage disposal policies.

Other than household size, ownership index (away from the place of residence),
and household rating, all other quantitative factors (high dwelling index, household
expenditure, household income, recent year of interview, and high ownership index)
were associated with a high probability of improved garbage disposal services. The
improvement through time could be due to various WaSH intervention programs
previously mentioned.

Households that rented the residence were likelier to have improved garbage dis-
posal services than owned households. In slums, garbage services fees are manda-
tory in most rented houses and are paid as part of the monthly rent. This obser-
vation is consistent with the findings from other studies (Banga et al. 2011; Iddi
et al. 2021).

5.5 Conclusion

The results from this study provide an overview of predictors of access to WaSH
services in Nairobi’s slum areas of Viwandani and Korogocho. Importantly, our re-
sults point to the need for researchers and policymakers to consider the possibility
of correlation between WaSH outcomes beyond those explained by the explanatory
variables – WaSH outcomes are correlated at either household or year level. The
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evidence generated from this study could inform WaSH promoters on which par-
ticular WaSH indicator to target in order to improve all three WaSH indicators.
For instance, WaSH agencies could focus more on underlying poverty-related, de-
mographic, and socio-economic factors that continue to hinder opportunities for
improved WaSH indicators.

We are hopeful that the results from this study can be used to inform the
agenda of policymakers and public health practitioners who grapple continuously
with the challenges faced in accessing WaSH services in Nairobi’s low-income res-
idential areas. It will also directly contribute to the growing knowledge on access
to improved WaSH services in the context of slum areas in low- and middle-income
countries.
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Chapter 6

Conclusion

The boundary between computational inference and prediction in public health
is hard to define – many techniques from statistical methods (SM) and machine
learning (ML) may, in principle, be used for both perspectives. Some techniques
fall entirely into one or the other domain, but many span both (Bzdok et al. 2018).
In general, SM requires us to build models that incorporate our knowledge of the
data-generation process or the system – and the justification typically relies on
our confidence about how well we think it captures the process. On the other
hand, ML methods build more flexible predictive algorithms by mainly relying on
what we have observed – and the choice often rests on past performance measures
in related or similar problems. The approaches are complementary for drawing
conclusions about public health problems.

6.1 Key Findings

In Chapter 2, I demonstrated how the penalized Cox proportional hazard models
could be extended to handle time-dependent covariates and provided R software
package pcoxtime implementation. To solve the optimization problem, I exploited
proximal gradient descent, which is intrinsically slower than other candidate meth-
ods such as those based on coordinate descent. However, until recently, only pcox-
time provided the ability to handle time-dependent covariates in penalized Cox
proportional hazard models. Furthermore, even with the improvement of the other
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existing methods to handle this kind of data, pcoxtime has shown better conver-
gence properties and offers more flexibility and ease in terms of model formulation
and post-model predictions.

In Chapter 3, I performed two classes of analysis: first, based on yearly-cohort
time-invariant datasets; second, based on fully time-varying covariates datasets. In
both cases, I compared traditional Cox proportional hazard models and the hazard-
based machine learning models. I found that machine learning-based methods can
provide more accurate alternatives to traditional hazard-based methods in both
cases. In particular, the Cox model with gradient boosting machine had the highest
predictive performance score in all the comparisons done, indicating that it may be
a good choice in general for problems of this nature. I also found that time-varying
covariates greatly improve model prediction in machine learning.

In Chapter 4, I discussed two different ways of generating and interpreting “out-
come plots” – as prediction plots focused on uncertainty in predictions, or as effect
plots focused on the uncertaint of effects of a given predictor. I also compared and
implemented two approaches for generating outcome plots for generalized linear
models – mean-based and observed-value-based. I showed that the two approaches
can produce substantially different results and that the observed-value-based ap-
proach can produce estimates that are more consistent with the observed values.
The results I present showed that outcome plots provide a useful way to summa-
rize the results of (generalized) linear (mixed) models. I implemented R software
package vareffects which offers researchers a flexible way to generate outcome plots
based on the observed-value approach, which is not currently implemented in other
packages.

Lastly, in Chapter 5, I compared multivariate outcome models for binary out-
comes to investigate the contribution of demographic and economic factors to wa-
ter, sanitation, and hygiene (WaSH) indicators in two informal urban settlements
in Kenya, Korogocho and Viwandani. The results provide an overview of the ex-
tent to which residents of these settlements can access and the status of WaSH
services. Most importantly, it points to the need for researchers and policymakers
to consider the possibility of correlation between WaSH outcomes beyond those
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explained by the explanatory variables – WaSH outcomes are correlated at either
household or year level.

6.2 Future research possibilities

I briefly discuss some future research possibilities along the line of this work.

• In Chapter 2, I plan to improve the functionality of pcoxtime. In particular,
I plan to implement a coordinate descent algorithm in place of the current
proximal gradient descent approach, which should greatly improve its speed.

• In Chapter 3, I highlight computational challenges in training the neural
network and random forest algorithms. It would be interesting to explore how
neural network and random forest algorithms trained on the entire dataset
compare to the gradient boosting model. I could consider extending the
implementation of neural network and random forest to be able, during model
training, to periodically save a subset of the neurons and forests, respectively,
into the computer’s physical hard disk instead of the RAM and only keep
(or access) key parameters and components needed for various steps in the
memory.
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