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Lay Abstract 

The aging population in Canada is growing significantly relative to the population as a 

whole, and several challenges are involved in providing aging people with proper 

healthcare services. One of these challenges is disruptions in continuity of care. Older 

adults are often medically complex or frail; they may have multiple diseases and require 

many care transitions across healthcare settings. Poor continuity of care among these 

patients leads to health deterioration during care trajectories, resulting in reduced quality 

of care and increased healthcare costs and inefficiencies. This thesis includes three essays 

that provide practical insights and solutions regarding the issue of continuity of care 

disruptions, spanning from predicting the issue to strategies to prevent it in a data-driven 

manner. 
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Abstract  

Continuity of care (COC) refers to the delivery of seamless services, continuous caring 

relationships, and information sharing across care providers. A disruption in COC—that 

is, care fragmentation (CF)—is an important cause of inefficiency in the Canadian 

healthcare system; such disruption leads to increased healthcare costs and reduced quality 

of care. Addressing this issue is particularly challenging among older adults, who often 

have medically complex needs; such patients can require many care transitions across 

multiple care settings. An effective strategy for COC improvements is to optimize 

discharge planning among older adults. However, this is hampered by the imperfect 

understanding of older patients’ needs, which are associated with their health complexity. 

Therefore, making early predictions about the patients’ health complexity and 

incorporating this information into discharge planning decisions can potentially improve 

COC. In this thesis, I develop data-driven predictive–prescriptive analytics frameworks 

that leverage machine learning (ML) approaches and a rich, massive set of longitudinal 

data collected over a decade. The first essay in this dissertation studies the early prediction 

of older patients’ complexity in hospital pathways using ML. It also examines whether we 

can conduct accurate prognostics with current information on patient complexity. The 

second study examines how two common measures of patient complexity—multimorbidity 

and frailty—concurrently affect post-discharge readmission and mortality among older 

patients. It also investigates the dependency of the outcomes on other essential socio-

demographic factors. Finally, the third study examines the feasibility of predicting patients 

at risk of fragmented readmission—that is, readmission to a different hospital than the 

initial one. It uses this predictive information to derive optimal policies for preventing CF 

while addressing disparities in the decision-making process. The findings highlight the 

feasibility, utility, and performance of predicting patient complexity and important adverse 

outcomes, potentially undermining COC. This thesis shows that advanced knowledge and 
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explicit utilization of this information could support decision-making and resource 

planning toward a targeted allocation at the system level; moreover, it informs actions that 

affect patient-centered care transition at the service level to optimize patient outcomes and 

facilitate upstream discharge processes, thereby improving COC. 
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Chapter 1 
Introduction 
Background and Motivation 

Continuity of care (COC) is a multidimensional concept (Lotz 2019), including “seamless service” 

and “continuous caring relationship” (Gulliford et al. 2006). Seamless care refers to a smooth, 

integrated, and safe transition of a patient from institutional care settings (e.g., hospital) to the 

community (e.g., home or long-term care) (Spehar et al. 2005). Moreover, continuous caring 

relationship relates to the ongoing relationship between patients and care providers (individual and 

care facility). A temporal care provider’s interaction with the same patient in the same place can 

create knowledge accumulation about the patient across care episodes, develop a trusting bond 

between them, and enhance information sharing, hence improving informational continuity (i.e., 

sharing information across the providers) (Senot 2019).  

A disruption in the COC and compromised care coordination among providers, referred to as care 

fragmentation (CF), is one of the main causes of the healthcare system’s inefficiency, leading to 

increased healthcare costs (Rosenberg and Zulman 2020) and reduced quality of care (Hirji et al. 

2020). It also contributes to the progression of patient comorbidities and their dissatisfaction 

(Crilly et al. 2006; Hirji et al. 2020; Juo et al. 2019; Rosenberg and Zulman 2020). CF becomes 

more serious among older patients, who are often medically-complex with multiple chronic 

conditions and geriatric syndromes, leading to an increased need to be seen by various care 

providers, transfer across multiple care settings, and efficient core coordination (Brooke 2020). 

An effective strategy for improving CF, particularly among the medically-complex aging 

population, is enhancing transitional care programs and optimizing discharge planning (Lee et al. 

2022; Rasmussen et al. 2021). The transition of care, i.e., moving patients between various levels 

of health care and across different care settings (Naylor and Keating 2008), is challenging and 
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costly (Nasarwanji et al. 2015). Suboptimal care transitions increase the risk of post-discharge 

adverse events, such as complications, mortality, and rehospitalization (Hoyer et al. 2018). As 

such, timely, proactive, and informed discharge planning can facilitate a safe and smooth care 

transition (Fox et al. 2013; Ohta et al. 2016; Spehar et al. 2005). One barrier to this optimal 

planning is an imperfect understanding of patients’ distinct physical and psychosocial needs 

associated with their complexity (Bakerjian et al. 2019). Therefore, early predictions of the 

patients’ health complexity in the hospital pathways and incorporating this information into the 

discharge planning practices can significantly contribute to managing CF among older patients. 

However, despite the availability of extensive data (e.g., electronic medical records) and the 

exponential surge in computational power and data storage over the past decade, few efforts have 

been made to predict patient complexity, particularly using machine learning (ML).  

After capturing and predicting patient complexity (i.e., ex-ante), it becomes critical to conduct 

accurate prognostications with this information (i.e., ex-post). Here, prognostication refers to the 

strength of the risk factors in predicting patient outcomes (Lønning 2007). Advanced knowledge 

of the effects of patient complexity on adverse outcomes among older patients could help stratify 

patients at risk for adverse health events and support proactive discharge planning (and other 

interventions) both in the hospital and following discharge, supporting care continuity. It can also 

enhance shared decision-making. A US study indicated that up to 70% of patients might change 

their decisions and preferences about their care plan after they have been fully informed about 

their probable outcomes and were engaged more in the process of decision-making about their care 

(Robinson and Jagsi 2016). 
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Although readmission can negatively affect COC, disjointed/disrupted care because of 

discontinuity between care facilities—that is, fragmented readmission—can potentially exacerbate 

CF and worsen outcomes as a result (Juo et al. 2019). For example, one study reported that the 

average cost difference between fragmented and non-fragmented readmissions ranges from $270 

to $22,000 per patient (Snow et al. 2020). Hospitals are more likely to have common physical, 

electronic, and managerial systems to facilitate the sharing of critical patient information, such as 

admission, medical history, complications, progress notes, diagnostic test results, and in‐hospital 

therapies or interventions. Moreover, receiving care from the same hospital increases team 

familiarity and informal information sharing across different providers, leading to improved 

informational continuity (Senot 2019). One strategy to reduce fragmented readmissions is to 

predict this event among patients and impose targeted interventions accordingly (Agha et al. 2019; 

Hirji et al. 2020). Most existing research focusing on such approaches has applied statistical 

methods (in a relatively highly theoretical framework) for association analysis to compare index 

and non-index readmissions (Ando et al. 2019). They have also measured the concentration level 

of patient care episodes in the same care setting to investigate its association with outcomes. 

However, given the exponential advances in data collection, data storage, and computational 

power over the past decade, the existing literature has not thoroughly identified a predictive 

approach to provide actionable insights into the issue of fragmented readmission.  

My first essay in this dissertation facilitates early predictions of the patients’ health complexity in 

the hospital pathways  (Ghazalbash et al. 2021). Patient complexity among older patients 
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complicates discharge planning, resulting in a higher rate of adverse outcomes, such as 

readmission and mortality. As a common indicator of patient complexity, early prediction of 

multimorbidity can support proactive triage and decision-making about staffing and resource 

allocation to optimize patient outcomes. Moreover, it facilitates an upstream and informed 

discharge process by prioritizing complex patients for discharge and providing patient-centered 

care; this improves seamless care, which is a fundamental component of COC.  

In the first essay (i.e., Chapter 2), we examine the predictability of three common multimorbidity 

indices, including the Charlson–Deyo Comorbidity Index (CDCI), the Elixhauser Comorbidity 

Index (ECI), and the Functional Comorbidity Index (FCI) using ML. Moreover, we assess the 

prognostic value of these indices in predicting 30-day readmission and mortality. In particular, we 

focus on delayed-discharge patients, referred to in Canada as alternate level of care (ALC) patients. 

While awaiting enrollment in community-based services, ALC patients occupy an acute or post-

acute bed despite no longer requiring the intensity of these resources. They receive their needed 

care with a delay until they are transferred to the appropriate alternate facility. This delay 

undermines the “seamless care” component of COC. To our knowledge, this is the first study to 

thoroughly and concurrently investigate the ML predictability of patient complexity via 

multimorbidity indices and their prognostic value for predicting patient-important outcomes 

among older adults or those facing delayed hospital discharge. We provide first-hand evidence on 

this topic through robust comparisons of several predictive accuracy measures using multiple ML 

algorithms with three common multimorbidity indices. Our results indicate that regardless of the 
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type of the ML algorithm or the measure for predictive performance assessment, the CDCI is the 

most predictable index, whereas the FCI is the least predictable. Interestingly, these two indices 

had the least agreement regarding their predictions. More remarkably, the prognostication 

analytics in our study revealed that the most predictable index (i.e., the CDCI) also had the greatest 

strength in predicting adverse events.  

The differences between multimorbidity indices (in terms of both predictability and 

prognostication), as well as the degree of their prediction agreements, may stem from the type of 

comorbidity items included in the index and the way the items are combined. Although the CDCI 

consists of fewer comorbidities compared with the ECI and FCI, the combination of the 

comorbidity items in the CDCI is weighted based on their severity to account for the disease 

burden, which contrasts with the simple summation of the comorbidity items in the ECI and FCI. 

We also contribute to this literature by highlighting the importance of accounting for the severity 

of diseases for better prognostications with multimorbidity indices; we are the first to highlight 

such importance for improving the predictability of multimorbidity indices. 

My second essay examines how two measures of patient complexity—that is, multimorbidity and 

frailty—concurrently affect the 30-day post-discharge readmission and mortality among older 

patients and their dependency on other important factors (Ghazalbash et al. 2022). This leads to 

insights into evidence-based policies for improving patient care transitions. Through detailed 

characterization of the relationship between concurrent multimorbidity and frailty with patient-

important outcomes, the paper provides policy-related and managerial insights to understand better 
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the complex needs of older patients, particularly those with delayed discharge. It also informs 

discharge policies accordingly. 

Although several studies have concluded that multimorbidity is the most commonly used 

component of patient complexity, as discussed in my first essay, such geriatric syndromes as frailty 

are considered yet another critical dimension of patient complexity in the context of the aging 

population. Frail patients with multiple chronic conditions (multimorbidity) are at greater risk for 

adverse outcomes, such as readmission; this increases the risk of disrupted care continuity. This 

study focused on delayed-discharge patients because the co-occurrence, severity, and 

consequences of frailty and multimorbidity are likely greater among delayed-discharge patients, 

highlighting a cohort of older persons with mostly complex conditions following an acute illness. 

Both in the hospital and following discharge, advanced knowledge of the effects of multimorbidity 

and frailty on adverse outcomes among these patients could help stratify patients at risk for adverse 

health events and support proactive discharge planning and other interventions.  

The aim of the second essay (i.e., Chapter 3) is to examine the coexisting effects of multimorbidity 

and frailty measured through the electronic health record (EHR)-based ECI and the Hospital 

Frailty Risk Score (HFRS), respectively, on a series of patient outcomes through an extensive 

analysis of large data from a Canadian population. Further, the study aims to provide insights for 

enhancing discharge planning and resource allocation toward a smoother care stream. Our findings 

indicate that multimorbidity and frailty provide unique information about adverse outcomes among 

older patients with delayed discharge, but they are most informative when examined in tandem. 
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To complete this picture, we also examine the dependency of the outcomes on other important 

factors, such as sex, rural/urban residency, marginalization status, and wait time. These 

investigations lead to the critical health policy implications discussed in the paper. Advanced 

knowledge of these factors could support proactive, evidence-informed, and equitable discharge 

planning and clinical decision-making regarding discharge delay. 

Finally, the third essay examines the feasibility of predicting care fragmentation (CF) and 

investigates how prediction models can be used for targeted interventions in clinical practice via 

extensive comparison with random intervention strategies. In this essay, presented in Chapter 4, 

we develop a data-driven predictive–prescriptive analytics framework that leverages big data and 

ML techniques to predict patients at risk of fragmented readmission⎯that is, readmission to a 

different hospital from the initial hospital, a key aspect of CF. Moreover, we derive optimal 

intervention policies for preventing CF while addressing disparities in decision-making. We utilize 

a rich set of longitudinal data collected over a decade, with approximately 1 million unique 

observations, to develop ML-based predictive models for fragmented readmission. Our data also 

record the cost of hospitalization at the patient visit level, allowing us to estimate personalized 

data-driven hospital expenses. Our predictive models seek to mitigate two challenges of previously 

published ML-based predictive models, which are as follows: a) discriminative decisions 

pertaining to underserved patients stemming from algorithmic biases (Fu et al. 2020) and b) a lack 

of cost-based metrics to evaluate the clinical impact of predictive models in healthcare decision-

making (Teo et al. 2021). Although each challenge has been investigated separately in the current 
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ML-based healthcare decision-making literature, this study aims to overcome both challenges 

simultaneously to provide a more robust and practical decision-making framework. Finally, we 

explicitly link our proposed ML predictive analytics with prescriptive analytics to formulate a 

data-driven optimization framework. This framework renders the optimal range of intervention 

costs through which an ML-based strategy is beneficial in terms of cost savings  regarding the 

strategies in current clinical practices. From a more practical standpoint, we provide a clinical 

decision-making framework that assists both service- and system-level decision-makers. At the 

service level, this suggests an optimal screening policy for targeting patients with a high risk of 

CF while balancing the tradeoff between the cost of wrong screening (because of the ML’s false 

predictions) and potential cost savings regarding the current random strategies. At the system level, 

it assists policymakers in selecting optimal preventive interventions, given the available budget, 

intervention costs, and effectiveness, for varying degrees of risk aversion. This study provided 

first-hand evidence of accurate fragmented readmission prediction via robust comparisons of 

multiple predictive models using different performance measures. Further, our results indicated 

that the effectiveness of the ML-based strategy would depend on the performance of risk models 

in predicting positive and negative cases, the effectiveness of interventions, the cost of the 

readmission (fragmented and non-fragmented), the rate of fragmented readmission among 

subgroups, and the degree of risk aversion. We showed that utilizing our predictive–prescriptive 

framework can potentially yield significant financial savings. It can also facilitate shared decision-

making in inpatient care settings by providing a platform to communicate information about the 

risk of CF and discharge planning to patients, their families, and care providers. In this way, 
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patients and their families can be informed of the risk of CF and decide on more engagement in 

the process of following up after discharge, leading to decreased fragmentation of care. Finally, 

our framework accounts for fairness considerations, which can have far-reaching policy 

implications by allowing the disparity learned from data to be computed and by correcting unfair 

decisions toward a fair ML-based decision. 

Research Streams and Content Overlap in the Thesis 

This thesis is relevant to the following research fields: a) aging research, b) patient complexity, c) 

transitional care delivery (particularly COC) on the context side, and d) data-driven predictive–

prescriptive analytics on the methodological side. Figure 1 depicts the positions of the three studies 

in the relevant literature, and the contents overlap across the three studies. The first study, 

leveraging ML-based predictive analytics, contributes to the aging, patient complexity, and COC 

literature. The study evidenced the ML predictability of patient complexity based on 

multimorbidity indices and their prognostic significance in predicting patient-important outcomes, 

such as mortality and readmission among older adults or those facing delayed hospital discharge. 

It provides first-hand evidence on this topic via robust comparisons of several predictive accuracy 

measures using multiple ML algorithms with three common multimorbidity indices. The second 

study contributes to the aging, patient complexity, and COC literature (particularly seamless 

services), leveraging statistics-based predictive analytics. In this study, through an extensive 

analysis of big data from a Canadian population, we examined the coexisting effects of 

multimorbidity and frailty, as two components of patient complexity, on a series of patient 
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outcomes. This is the first study to examine the effects of multimorbidity and frailty on a series of 

patient-important outcomes, including mortality and hospital readmission, among older adults with 

delayed discharge. The third study contributes to aging, patient complexity, and COC (particularly 

fragmented readmission), leveraging ML-based predictive-prescriptive analytics. We developed a 

data-driven predictive–prescriptive analytics framework that leverages big data and ML 

methodologies to drive optimal intervention policies for preventing CF while addressing 

disparities in the decision-making process. In this study, we developed a competitive ML-based 

prediction model to identify patients at risk of fragmented readmission. Furthermore, we illustrated 

and investigated how ML predictions can be used for targeted interventions in real clinical 

practices through extensive comparisons with random intervention strategies. Finally, we 

examined the fairness implications of the developed ML-based decision-making framework to 

ensure parity among protected groups.  

To our knowledge, no extant studies have addressed the problem of predicting CF among the older 

population, and prior studies have not investigated the value of optimal ML-based strategies for 

preventive interventions compared with existing clinical practices. In addition, unlike the current 

studies that measure the concentration level of patient care episodes in the same physical location 

to investigate its association with outcomes, our study aimed to predict the fragmentation of 

continued care in terms of physical location—that is, readmission to any hospital other than the 

hospital at which the initial care was received. We capitalized on these predictions to design 

optimal preventive strategies with the potential to save healthcare costs. 
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Figure 1  Research streams and content overlap across studies 

Figure 2 also illustrates the relationship between the contents of the above-mentioned streams in 

this thesis. As the figure shows, there is a bidirectional relationship between patient complexity 

and transitional care delivery. Advanced knowledge of patient complexity can improve the 

transition of care programs and discharge planning. Consequently, it can potentially reduce the 

risk of readmission, particularly among delayed-discharge patients (as discussed in the first and 

second essays), which can also lead to CF (the third essay). In contrast, a suboptimal transition of 

care/discharge planning can lead to health deterioration in terms of multimorbidity and functional 

impairment (i.e., patient complexity; Van Cleave et al. 2013). I used the data and decision analytics 
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approaches to find solutions that tackle the abovementioned issues and provide managerial and 

policy insights. 

 
Figure 2  Relationship between the contents of research streams 

Data Availability and Potential Sources 

Three retrospective cohort studies were conducted using data extracted from several health 

administrative databases. These databases are provided by the Canadian Institute for Health 

Information (CIHI) and housed at the Institute for Clinical Evaluative Sciences (IC/ES). All 

residents aged 65 years and older who experienced an episode of care between 2004 and 2017 in 

Ontario, Canada, were eligible for study inclusion. This study was approved by the Hamilton 

Integrated Research Ethics Board (HiREB). 

In this thesis, the following databases are used: the Discharge Abstract Database (DAD), the 

National Rehabilitation Reporting System (NRS), and a cohort derived from the Registered 

Persons Database (RPDB). In the study, the databases were linked at the episode level using a 

unique encrypted identifier that allowed longitudinal tracking of patient care journeys across 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

13 

 

multiple settings. Table 1 presents more details regarding the databases. Figure 3 illustrates the 

possible transitions across different care facilities and related IC/ES databases. In three studies, I 

used the databases as follows: a) DAD to capture hospitalization discharge information; b) the 

NRS to extract data on admission and discharge from the inpatient rehabilitation program; and c) 

the RPDB to capture demographic and socioeconomic variables, such as age, sex, rurality of 

residence, and the neighbourhood marginalization index. 

Table 1 Detailed information on IC/ES datasets aimed to use in this study 
Database Main information # Records #Variables 

(Clinical & Administrative) 

DAD Patient visits records to acute and chronic care hospitals 11,014,847 445 

NRS Patient visits records to inpatient rehabilitation centers 339,117 113 

RPDB§ Patient’s demographic information 5,042,000 54 
§ We have access to a selected cohort of this dataset 

 

 

Figure 3  A scheme of transitional care: the passage between levels of health care and across care settings  
Note: DB refers to the database; Continuing Care Reporting System (CCRS); Home Care Database (HCD); Ontario Health 

Insurance Plan Claims Database (OHIP); Ontario Drug Benefit Claims (ODB); Ontario Mental Health Reporting System 

(OMHR)  
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Thesis Outline  

The remainder of the thesis is organized as follows. Chapter 2 presents the first essay: "Examining 

the Predictability and Prognostication of Multimorbidity Among Older Delayed-Discharge 

Patients: A Machine Learning Analytics.” Chapter 3 presents the second essay: "Impact of 

multimorbidity and frailty on adverse outcomes among older delayed discharge patients: 

implications for healthcare policy.” Chapter 4 presents the third essay: “A Data-Driven Approach 

to Address Care Fragmentation Among Older Adults: Prediction, Decision-Making, and Fairness 

Considerations.” Chapter 5, i.e., the concluding part, demonstrates how the three essays are 

interconnected and describes the practical implications of the results. It also provides possible 

research proposals for future works.  



 

Chapter 2 

Examining the Predictability and Prognostication of 

Multimorbidity Among Older Delayed-Discharge 

Patients: A Machine Learning Analytics 

Ghazalbash, S., Zargoush, M., Mowbray, F., & Papaioannou, A. (2021). “Examining the 

Predictability and Prognostication of Multimorbidity Among Older Delayed-Discharge 

Patients: A Machine Learning Analytics”. International Journal of Medical Informatics, 

104597. DOI: https://doi.org/10.1016/j.ijmedinf.2021.104597 

 

Copyright © retained by authors. Reprinted with permission 
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Preface 

The first article in this dissertation, entitled “Examining the Predictability and Prognostication of 

Multimorbidity Among Older Delayed-Discharge Patients: A Machine Learning Analytics,” was 

published in the International Journal of Medical Informatics (IJMI) in December 2021. In this 

research, research design and problem formulation were conducted by S. Ghazalbash and M. 

Zargoush. Overseen by M. Zargoush, data analytics were conducted by S. Ghazalbash, who also 

drafted the initial version of the manuscript. S. Ghazalbash and M. Zargoush contributed to 

interpreting the results and revised the manuscript for intellectual content. A. Papaioannou and F. 

Mowbray provided insights regarding the clinical and policy implications of the results. M. 

Zargoush oversaw the entire study. 
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Abstract 

Background: Patient complexity among older delayed-discharge patients complicates discharge 

planning, resulting in a higher rate of adverse outcomes, such as readmission and mortality. Early 

prediction of multimorbidity, as a common indicator of patient complexity, can support proactive 

discharge planning by prioritizing complex patients and reducing healthcare inefficiencies.  

Objective: We set out to accomplish the following two objectives: 1) to examine the predictability 

of three common multimorbidity indices, including Charlson–Deyo Comorbidity Index (CDCI), 

the Elixhauser Comorbidity Index (ECI), and the Functional Comorbidity Index (FCI) using 

machine learning (ML), and 2) to assess the prognostic power of these indices in predicting 30-

day readmission and mortality.  

Materials and Methods: We used data including 163,983 observations of patients aged 65 and 

older who experienced discharge delay in Ontario, Canada, during 2004 – 2017. First, we utilized 

various classification ML algorithms, including classification and regression trees, random forests, 

bagging trees, extreme gradient boosting, and logistic regression, to predict the multimorbidity 

status based on CDCI, ECI, and FCI. Second, we used adjusted multinomial logistic regression to 

assess the association between multimorbidity indices and the patient-important outcomes, 

including 30-day mortality and readmission.  

Results: For all ML algorithms and regardless of the predictive performance criteria, better 

predictions were established for the CDCI compared with the ECI and FCI. Remarkably, the most 

predictable multimorbidity index (i.e., CDCI with Area Under the Receiver Operating 

Characteristic Curve = 0.80, 95% CI = 0.79 – 0.81) also offered the highest prognostications 

regarding adverse events (RRR mortality = 3.44, 95% CI = 3.21 – 3.68 and RRR readmission = 1.36, 95% 

CI = 1.31 – 1.40). 
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Conclusions: Our findings highlight the feasibility and utility of predicting multimorbidity status 

using ML algorithms, resulting in the early detection of patients at risk of mortality and 

readmission. This can support proactive triage and decision-making about staffing and resource 

allocation, with the goal of optimizing patient outcomes and facilitating an upstream and informed 

discharge process through prioritizing complex patients for discharge and providing patient-

centered care. 

Keywords: multimorbidity; machine learning prediction; prognostication; patient complexity; 

older adults; delayed discharge   
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1. Introduction 

Limited availability of community-based services, particularly long-term and continuing care, 

impedes the optimal discharge of older adults, resulting in their delayed hospital discharge. 

Delayed discharge, also known as bed-blocking, is a prevalent healthcare system issue in many 

countries, including Canada, the United Kingdom, the United States, Norway, New Zealand, 

Australia, and Sweden [1–3], where one-third of hospitalized older adults experience discharge 

delay [4]. In Canada, these patients are referred to as alternate level of care (ALC) patients. While 

awaiting enrollment in community-based services (such as home care, rehabilitation, or long-term 

care), they occupy an acute or post-acute bed despite no longer requiring the intensity of these 

resources [5]. Whereas delayed discharge’s direct effects primarily relate to older patients, this 

issue also has a domino effect across the healthcare system, affecting all patient populations. 

Among older hospitalized patients, it is strongly associated with a decline in overall health, 

functional mobility, and adverse medical events, such as infection, falls, and delirium [6–8]. 

Delayed discharges, then, affect patient flow across the healthcare system, resulting in increased 

emergency department wait times and outpatient elective surgery cancellations [6,7]. These 

consequences, therefore, lead to inefficient use of acute care beds, significant increases in 

healthcare costs, and the system’s inefficiency [3,4]. 

One possible solution to the delayed discharge issue and its ramifications is to increase bed 

capacity in community-based services. Nevertheless, this is a costly solution, which may not be 

feasible in the short or medium term. An alternative solution is to improve discharge policies 

through optimizing capacity planning and resource allocations in community-based services [9]. 

However, a key barrier to this solution is an imperfect understanding of the distinct physical and 
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psychosocial needs of the delayed-discharge patients associated with their complexity [10]. 

Therefore, early predictions of the patients’ health complexity in the hospital pathways and 

incorporating this information into the discharge planning practices can significantly contribute to 

the management of healthcare services among older delayed-discharge patients. 

Multimorbidity, defined as the coexistence of two or more diseases [11–13], is the most 

common measure of patient complexity [14]. It offers unique prognostic values for determining 

patient outcomes and making clinical decisions regarding hospitalized older patients [15]. Patients 

with multimorbidity are characterized as complex patients based on their extensive and 

heterogenous healthcare needs across various clinical specialties [16,17]. Multimorbidity also 

complicates self-management in the home and continuity-of-care among specialty services, adding 

further complexity to patient management and system planning [18,19]. Moreover, a compelling 

body of literature indicates that healthcare costs exponentially increase with the multimorbidity 

level [16,20]. Therefore, early consideration of multimorbidity as an indicator of patient 

complexity can lead to a better understanding of the complex needs of older delayed-discharge 

patients and improve their discharge by prioritizing those at greater risk of adverse outcomes.  

There are various measures of multimorbidity, such as the Charlson–Deyo Comorbidity Index 

(CDCI) [21], the Elixhauser Comorbidity Index (ECI) [22], and the Functional Comorbidity Index 

(FCI) [23]. These composite health indicators are brief and informative measures to promptly 

determine the overall patient health and complexity, and they are strongly associated with patient 

vulnerability and health service use [24–26]. Despite the availability of large data (e.g., electronic 

medical records) and the exponential surge in computational power and storage over the past 

decade, few efforts have been made to predict patient multimorbidity using machine learning 
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(ML). Moreover, little is known about how the predictability of multimorbidity indices compares 

with their prognostications. To fill these gaps, we set out to accomplish a predictability 

examination of three common multimorbidity indices using ML and assess the prognostication of 

these indices in predicting 30-day readmission and mortality. We elected to examine the above 

indices of multimorbidity status, bearing in mind that they are easily calculated, and the diagnostic 

history is readily available during patient admission assessment, or if needed, in medical records. 

In this study, predictability means the extent of predictive performance with which the patients’ 

multimorbidity status can be predicted. Prognostication, on the other hand, refers to the strength 

of the multimorbidity indices in predicting patient outcomes, i.e., 30-day readmission and 

mortality [27]. 

2. Related works 

Prior studies have mainly used descriptive analytics regarding the causes and consequences of 

discharge delay among older adults [28–30]. Moreover, predictive analytics have been used to 

examine reducing patients’ length of stay [31] and early identification of patients at risk of delayed 

discharge [5]. The current studies on predicting multimorbidity conditions primarily focus on 

identifying the determinants of multimorbidity, e.g., sociodemographic, health, and lifestyle 

factors [32–35]. These studies often consider certain illnesses and use statistical analyses of small 

samples. However, little is known about the utility of ML for predicting multimorbidity among 

older patients, particularly those experiencing delayed hospital discharge, or assessing which 

multimorbidity measure can best improve these predictions. In a longitudinal study, Shang and 

colleagues [36] employed ML algorithms, including logistic regression, random forest, gradient 

boosting, and deep learning, to identify the leading multimorbidity predictors. The study has 
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defined multimorbidity as the concurrence of multiple (≥2, ≥3, and ≥4) conditions among 11 

reported comorbidities. A recent review study examined the applications of ML in exploring the 

various patterns of multimorbidity evolutions [14]. The literature on the prognostication of 

multimorbidity indices is richer than the other bodies of the research described above [37–45]. 

However, none of the studies with this literature have been conducted regarding discharge delay.  

3. Materials and methods 

3.1. Proposed methodology 

Figure 1 summarizes the data analysis framework for the predictability and prognostication 

analytics in this study. In summary, after data preparation in Step 1, the hyperparameters were 

tuned to identify the best model in Step 2. Then, in Step 3, we evaluated the performance of the 

best model on the test set. Finally, in Step 4, we used multinomial logistic regression to assess the 

association between multimorbidity status and adverse outcomes. All analyses were implemented 

using R 3.3.1. The “caret” package was used to implement predictive models and conduct model 

selection, and “nnet” was applied for data preprocessing. Several other packages were used for 

hyperparameter tuning. Below, we provide further details about various components of the 

methodological framework.  

3.2. Data sources 

We carried out a retrospective cohort study of individuals aged 65 and older who experienced 

delayed hospital discharge in Ontario, Canada’s largest province, between April 2004 and March 

2017. Three databases, housed in the Institute for Clinical Evaluative Sciences (IC/ES), were used 

to create the study data. The Discharge Abstract Database (DAD) and the National Rehabilitation 

Reporting System (NRS) were used to extract data regarding patient health status at admission and 
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discharge as well as health service use. The patients’ sociodemographic characteristics were 

extracted using the Registered Persons Database (RPDB).  

Patients were eligible for inclusion in the analysis if they were labeled alternate level of care 

and discharged from the hospital or died while awaiting discharge, leading to 164,454 

observations. After removing patients with missing data (less than 0.3% predating to the 

marginalization variables only), the final study sample included 163,983 observations. For the 

predictability analytics, we excluded patients who died during the hospitalization, resulting in 

131,699 records. For the prognostication analytics, we selected patients with at least two visits to 

capture patient readmission, resulting in 96,443 records. Appendix A displays the data eligibility 

flow diagram in our study. This study was approved by the ethical board of the Hamilton Integrated 

Research Ethics Board (HiREB) in Ontario.  

 
Figure 1. The methodological framework used in this study 

3.3. Data descriptions 

Although prediction models can be used at any point of patient contact, they provide the 

greatest utility when they can support real-time clinical decision-making. To maintain the feasible 
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implementation of the algorithms upon admission to an acute care setting, we included patient and 

clinical factors readily available to healthcare providers and policymakers upon hospital admission 

assessment or administrative intake to highlight the viability of screening. More specifically, we 

used data readily available to clinicians (e.g., age, sex, and diagnoses) and policymakers (e.g., 

readmission status and admission type) to support real-time, proactive decision-making 

concerning clinical management and discharge planning upon transfer from the emergency 

department.  

Candidate predictor selection was guided by prior work and data availability. Predictor 

variables include the following: (i) patient demographics (age, gender), (ii) socioeconomic status 

(marginalization and rural/urban residency), (iii) acute and chronic conditions, and (iv) 

administrative variables (hospital length of stay, admission type (urgent vs. non-urgent), and 

readmission history indicator. Marginalization was measured using the Ontario marginalization 

index [46], which consists of material deprivation, residential instability, ethnic concentration, and 

dependency. These items are measured on a quantile scale from Q1 to Q5, where Q5 represents 

the most severe level of marginalization. Admission and discharge diagnoses were determined 

using the primary International Classification of Diseases, 10th edition (ICD-10; Canadian 

version). The acute and chronic conditions are limited to those included in the definitions of three 

common comorbidity indices, i.e., CDCI, ECI, and FCI. The details regarding the acute and 

chronic conditions included in the multimorbidity indices are available in Appendix B. 

This study included two types of outcome variables for the two conducted analytics. The 

primary outcome for the predictability analytics was the multimorbidity status at 30 days post-
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admission, and the secondary outcomes for the prognostication analytics were readmission and 

mortality within 30 days post-admission.  

3.4. Data preprocessing and preparation 

To measure multimorbidity status, we used the CDCI, ECI, and FCI. The first two indices are 

commonly used to predict all-cause mortality, length of stay, and healthcare-related costs [37]. 

The CDCI is a weighted sum of 17 comorbidities, whereas the ECI is a simple sum of 31 comorbid 

conditions. In contrast, the FCI was designed to predict physical function and is calculated as a 

sum of 18 comorbid conditions [47]. The details of diseases mapping with the Canadian ICD-10 

codes can be found in [38]. The dichotomization threshold of two was determined to be the best 

cut-off point for discriminating patients on the two categories, which can be interpreted as severe 

multimorbidity status (index ≥ 2) versus non-severe status (index = 0 – 1) [48]. Using the binning 

method, we discretized the age variable into four intervals: 65–71, 71–77, 77–83, and 83. The 

readmission history was dichotomized based on whether the patient was admitted for the first time 

or not.  

3.5.  Predictive models 

To assess the predictability of multimorbidity indices, we used five supervised ML algorithms: 

(i) classification and regression tree (CART), (ii) random forest (RF), (iii) extreme gradient 

boosting (XGB), (iv) bagging tree (BAG), and (v) logistic regression (LR). The tree-based 

algorithms have performed well in clinical and administrative practice, such as early identification 

of hospitalization [49], prediction of patients at the risk of stroke at emergency department triage 

[50], and predicting triage level [51]. They do not require statistical assumptions such as the 

absence of multicollinearity, they are simple and robust to outliers, and can capture the complex 
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non-linear relationships [49,52–54]. Some studies have also shown that LR can perform as well as 

ML algorithms in predicting acute kidney injury [54] or patient mortality [55]. For the 

predictability analytics, the dataset was randomly divided into a training sample (80%) and a test 

sample (20%) to train and evaluate ML algorithms. All ML algorithms were also trained using 10-

fold cross-validation to determine the optimal hyperparameter values and avoid overfitting.  

For the prognostication analytics, we used multinomial LR, adjusted for all covariates, with 

three outcomes: mortality (coded as outcome = 1), readmission (outcome = 2), or neither (outcome 

= 0) within 30 days after admission. We used the relative risk ratio (RRR) to measure association, 

using no-event (i.e., outcome = 0) as the reference outcome. For this analytics, the absence of 

multicollinearity was examined through the variance inflation factor (VIF) of the predictors, and 

the Akaike information criterion (AIC) was used as a goodness of fit measure. 

3.6. Performance evaluations 

The discrimination power was assessed using various measures, including (a) recall 

(sensitivity) to evaluate the effectiveness of the classifier to identify the positive label (i.e., severe 

multimorbidity), (b) precision to evaluate the ability of the classifier to avoid the wrong prediction 

in the positive label, (c) area under the receiver operating characteristic, i.e., ROC, curve (AUC) 

to evaluate the tradeoff between true-positive and false-positive rates, (d) F1-measure to combine 

the values of recall and precision through a harmonic means, and (e) accuracy to evaluate the 

overall prediction accuracy of the classifier on the test data [56,57]. Finally, to assess the 

calibration as well as the clinical utility of the predictive models, we conducted analyses of 

calibration curves and decision curves, respectively. The calibration curve assesses how well the 

predicted probabilities agree with the observed probabilities [58]. The potential clinical utility of 
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the predictive models was evaluated a range of threshold probabilities. The net benefit is equal to 

the expected benefit to the cases (i.e., true positive rate) minus the expected harm to the controls 

(i.e., false positive rate multiplied by the threshold probability) [59]. For ease of interpretation, we 

utilized the standard net benefit, which has a maximum value of 1.0 [60]. 

3.7. Hyperparameter tuning and model selection 

Grid search was employed to explore the hyperparameter space for the optimal ML 

hyperparameter values. For each algorithm, we defined a combination profile for hyperparameter 

values. Then, we evaluated the algorithm’s performance under each profile using the 10-fold cross-

validated AUC and selected the one yielding the highest value. For CART, the complexity 

parameter (cp) was tuned using the “rpart” package, and for RF, the number of randomly selected 

predictors (mtry) was tuned using the “randomForest” package. The six following 

hyperparameters were tuned for XGB using the “xgboost” package: (i) number of boosting 

iterations (NBI), (ii) max tree depth (MTD), (iii) shrinkage/learning rate (eta), (iv) minimum loss 

reduction (gamma), (v) subsample ratio of columns (SRC), and (vi) minimum sum of instance 

weight (MSIW). We applied the grid search iteratively to shrink the range of searches and improve 

the results based on the previous iterations. The details of the hyperparameter tuning are available 

in Appendix C. 

4. Results 

4.1. Descriptive results 

The results of summary statistics are provided in Table1. The study included a total of 163,983 

observations of patients aged 65–102. The mean age (standard deviation) of the patients was 77.1 

(7.9) years, and over 39% were older than 80. Most patients were female (55.4%), admitted from 
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an urban area (90.4%), had urgent admission with triage levels of 1–3 (85.9%), and were admitted 

through the emergency department (68.7%). In the extracted data, 19.7% of patients died in the 

hospital, and the proportion of the patients with severe multimorbidity status was 38% based on 

the CDCI, 46% based on the ECI, and 42% based on the FCI at the discharge time. At the 

admission, the CDCI scores ranged from 0 to 18 with a mean of 1.28 (1.91), the ECI scores ranged 

from 0 to 12 with a mean of 1.11 (1.27), and the FCI scores ranged from 0 to 8 with a mean of 

0.97 (0.92). At the discharge, the CDCI scores ranged from 0 to 24 with a mean of 2.14 (2.48), the 

ECI scores ranged from 0 to 14 with a mean of 2.46 (2.40), and the FCI scores ranged from 0 to 

11 with a mean of 1.87 (1.82). We examined the statistical significance of the differences between 

the index means at the admission and discharge (details are available in Appendix D). The results 

reveal that all the differences are statistically significant (p-value<0.0001), providing solid 

evidence for the increased multimorbidity burden from admission to discharge among older 

delayed-discharge patients.  

Table 1. Descriptive details regarding the patient characteristics 

Characteristics Number (%) / Mean (Std Dev) 

Age, mean (SD) 77.12 (7.9) 

   65-71 46,036 (28%) 

   71-77  39,031 (24%) 

   77-83 41,621 (25%) 

   83 37,295 (23%) 

Sex  

Male 73,134 (44.6%) 

Female 90,849 (55.4%) 

Residency  

Rural 15,700 (9.6%) 

Urban 148,283 (90.4%) 

Material deprivation  

Quintile 1(least) 25,419 (15.5%) 

Quintile 2 30,328 (18.5%) 

Quintile 3 31,936 (19.5%) 

Quintile 4 36,588 (22.3%) 

Quintile 5(most) 39,712 (24.2%) 

Residential instability  



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

29 

 

Quintile 1(least) 17,502 (10.7%) 

Quintile 2 25,898 (15.8%) 

Quintile 3 29,661 (18.1%) 

Quintile 4 34,063 (20.8%) 

Quintile 5(most) 56,859 (34.7%) 

Ethnic concentration  

Quintile 1(least) 31,974 (19.5%) 

Quintile 2 30,886 (18.8%) 

Quintile 3 32,080 (19.6%) 

Quintile 4 32,647 (19.9%) 

Quintile 5(most) 36,396 (22.2%) 

Dependency  

Quintile 1(least) 21,609 (13.2%) 

Quintile 2 25,374 (15.5%) 

Quintile 3 27,847 (17.0%) 

Quintile 4 32,319 (19.7%) 

Quintile 5(most) 56,834 (34.7%) 

Admission type  

Urgent 141,007 (86%) 

Elective 22,976 (14%) 

Method of entry into the hospital  

Emergency Department (ED) 112,749 (68.8%) 

Non-ED† 51,234 (31.2%) 

Readmission status  

with a history of readmission 8,181(5%) 

without a history of readmission 155,802 (95%) 

CDCI-admission, mean (SD), median, min-max 1.28 (1.91), 0, 0-18 

    non-severe multimorbidity status (1)  111,465 (68%) 

    severe multimorbidity status (>1) 52,518 (32%) 

ECI-admission, mean (SD), median, min-max 1.11 (1.27), 1, 0-11  

    non-severe multimorbidity status (1)  115,189 (70%) 

    severe multimorbidity status (>1) 48,794 (30%) 

FCI- admission, mean (SD), median, min-max 0.97 (0.92), 1, 0-8 

    non-severe multimorbidity status (1)  122,525 (75%) 

    severe multimorbidity status (>1) 41,458 (25%) 

Acute LOS, mean, SD, median, min-max 12.16 (13.01), 8, 0-347 

Outcomes:  

CDCI- discharge, mean (SD), median, min-max 2.14 (2.48), 1, 0-24 

    non-severe multimorbidity status (1)  69,329 (42.3%) 

    severe multimorbidity status (>1) 62,370 (38%) 

ECI- discharge, mean (SD), median, min-max 2.46 (2.40), 2, 0-14 

    non-severe multimorbidity status (1)  56,826 (34.7%) 

    severe multimorbidity status (>1) 74,873(45.7%) 

FCI- discharge, mean (SD), median, min-max 1.87 (1.82), 2, 0-11 

    non-severe multimorbidity status (1)  63,451 (38.7%) 

    severe multimorbidity status (>1) 68,248 (41.6%) 

Death 32,284 (19.7%) 
†   Non-ED refers to the direct admissions from a clinic, doctor’s office, or day surgery  

* Note: CDCI: Charlson Deyo-comorbidity index,  

 ECI: Elixhauser comorbidity index,  

 FCI: functional comorbidity index,   LOS: length of stay. 
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4.2. ML-predictability of multimorbidity indices 

First, Figure 2 depicts the 10-fold cross-validated AUC of the ML algorithms in predicting the 

three multimorbidity indices examined in this study. Second, various predictive performance 

measures on the test set for all utilized algorithms and the three multimorbidity indices are 

summarized in Table 2. Third, the receiver operating characteristic (ROC) curves for all 

constructed models are presented in Figure 3 to understand the effects of decision thresholds on 

the model performance. The results suggest that for all ML algorithms and regardless of the 

predictive performance criteria, the CDCI can be predicted better than the ECI and the FCI, 

whereas the FCI is the least predictable index. In addition, XGB and RF are the best performing 

ML algorithms to predict multimorbidity status.  

Fourth, we conducted hypothesis testing to determine whether the differences between the 

predictive performance of the constructed models are statistically significant (for all 

multimorbidity indices). The results (available in Appendix E) suggest that all models perform 

statistically significantly different (at 5% level) for all indices in terms of AUC. However, for the 

CDCI measure, CART and RF do not perform statistically significantly different in terms of recall.  
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Figure 2. Ten-fold cross-validated AUC of ML algorithms with multimorbidity indices 

Note: AUC: area under the ROC curve, BAG: bagging, CDCI: Charlson Deyo-comorbidity index, CART: classification and 

regression tree, ECI: Elixhauser comorbidity index, FCI: Functional comorbidity index, LR: logistic regression, RF: random 

forest, XGB: extreme gradient boosting.  

Table 2. Out-of-sample predictive performance† of ML algorithms with multimorbidity indices 

Algorithm Index AUC  Accuracy Recall Precision  F1 

LR CDCI 67.21 64.00 62.60 78.03 69.47 

ECI 63.19 60.00 54.72 38.34 45.00 

FCI 52.19 52.74 52.48 28.16 36.66 

BAG 

 

CDCI 77.00 67.92 68.80 70.80 69.80 

ECI 75.00 66.50 61.70 57.40 59.40 

FCI 65.23 58.80 58.00 54.96 56.46 

CART 

 

CDCI 76.70 70.00 69.06 77.69 73.12 

ECI 74.37 68.17 65.64 53.62 59.03 

FCI 64.17 58.80 59.34 48.66 53.47 

XGB 

 

CDCI 78.78 70.30 69.27‡ 78.43 73.40 

ECI 77.04 68.90 65.90 56.60 60.90 

FCI 64.67 58.50 58.60 49.10 53.47 

RF 

 

CDCI 79.55‡ 70.98‡ 68.89 81.37‡ 74.61‡ 

ECI 77.70 69.50 49.40 70.51 58.00 

FCI 51.00 50.20 49.00 60.40 54.00 
† All scores presented in percentage (%). 
‡ The boldfaced numbers indicate the highest value of a predictive performance indicator   

Note: AUC: area under the curve, BAG: bagging, CDCI: Charlson Deyo-comorbidity index, 

CART: Classification and regression tree, ECI: Elixhauser comorbidity index, FCI: Functional 

comorbidity index, LR: logistic regression, RF: random forest, XGB: extreme gradient boosting 
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a) CDCI 

 

b) ECI 

 

c) FCI 

 

Figure 3. ROC curves for the constructed models for three multimorbidity indices 
Note: BAG: bagging, CART: classification and regression tree, LR: logistic regression, RF: random forest, XGB: extreme 

gradient boosting 

Fifth, to assess the overall agreements regarding the multimorbidity status predictions among 

the three indices (irrespective of their accuracy of the prediction), we calculated Cohen’s kappa 

statistics [61]. Interestingly, the results (Table 3) suggest a moderate agreement between CDCI 

and ECI, a fair agreement between ECI and FCI, and a slight agreement between CDCI and FCI. 

Table 3. Kappa agreements score for multimorbidity indices 

 CDCI ECI FCI 

  CDCI 1 0.43 (95% CI: (0.423 – 0.444)§ 0.13 (95% CI: 0.122 – 0.142)‡ 

  ECI  1 0.26 (95% CI: 0.255 – 0.274)† 

FCI   1 
§ moderate agreement ‡ slight agreement  † fair agreement 

Note: CDCI: Charlson Deyo-comorbidity index,  

 ECI: Elixhauser comorbidity index,  

 FCI: functional comorbidity index.  

Sixth, to assess the agreement between the predicted and estimated probability (i.e., risk) of 

the outcome, we examined the calibration curve for all constructed ML algorithms. Interestingly, 

the results (available in Appendix F) indicate that XGB provides the highest calibration, while LR 

was poorly calibrated. These results are consistent with the discrimination power of the algorithms, 

providing even greater support for the superiority of XGB. 

Seventh, we compared the net benefit [59] for all constructed models with two clinical 

strategies, i.e., (i) “treat all” and (ii) “treat none.” The results (available in Appendix G) indicate 
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that using ML is always preferable to doing nothing (i.e., “treat none”). Quite reasonably, around 

the starting point (i.e., threshold probability = 0), where there is a low tolerance for risk, “treat all” 

provides the same benefit as ML. Otherwise, the net benefits of most examined ML algorithms 

(except LR) clearly dominate that of “treat all,” with the XGB and RF exhibiting the highest net 

benefits. In summary, using ML is beneficial for all threshold probabilities (never dominated by 

the two strategies), and the benefits are associated with the predictive performance of the ML 

algorithms. 

Eighth, to assess the differences between population groups in terms of predictive 

performance, we conducted a group analysis based on gender. The results (available in Appendix 

H) indicate a slight difference in terms of the predictive performance among ML algorithms for 

males versus females. Accordingly, sensitivity and F1-measure were higher for males compared 

to females, while the reverse holds for specificity. 

Finally, to investigate the impact of the removed missing values (0.3% missingness pertaining 

to the marginalization variables only) on the performance of the constructed models, we conducted 

a sensitivity analysis by rerunning all MLs after imputing the missing values with the median of 

the existing observations. The results indicated that imputing the missing values did not change 

the predictive performance of the ML algorithms.  

4.3. Prognostication of the multimorbidity indices  

To assess the prognostic value of the multimorbidity indices in predicting patient-important 

outcomes, we explored the association between the multimorbidity indices and important adverse 

events (i.e., mortality and readmission within 30 days post-admission). Figure 4 depicts the results. 

Accordingly, an increased CDCI is strongly associated with the increase in both adverse events 
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(RRRmortality
CDCI  = 3.44, 95% CI = 3.21–3.68, p-value <0.001; RRRreadmission

CDCI
 = 1.36, 95% CI = 1.31–

1.40, p-value <0.001). An increased ECI is also strongly associated with an increase in both events, 

although with smaller magnitudes than CDCI (RRRmortality
ECI  = 2.00, 95% CI = 1.87–2.15, p-value 

<0.001; RRRreadmission
ECI  = 1.24, 95% CI = 1.20–1.29, p-value <0.001). While an increased FCI is 

strongly associated with increased readmission (RRRreadmission
FCI =1.27, 95% CI = 1.22–1.31, p-value 

<0.001), it reduces mortality relative to observing no-event (RRRmortality
FCI  = 0.83, 95% CI = 0.77–

0.91, p-value <0.001).  

 
Figure 4. Association of multimorbidity indices with outcomes 

Figure 5 summarizes the results of the two analytics in our study. Remarkably, the most 

predictable multimorbidity index (i.e., CDCI) also offers the highest prognostications regarding 

adverse events. 
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Figure 5. Summary of results regarding the predictability and prognostication of multimorbidity indices 

5. Discussion 

5.1. Principal findings 

Using large longitudinal data on older delayed-discharge patients, this two-stage study 

evidenced the ML-predictability of patient complexity based on multimorbidity indices and their 

prognostication significance in predicting patient-important outcomes, such as mortality and 

readmission. We provided first-hand evidence on this topic through robust comparisons of several 

predictive accuracy measures using multiple ML algorithms with three common multimorbidity 

indices. Our results indicate that regardless of the type of the ML algorithm or the measure for 

predictive performance assessment, the CDCI is the most predictable index, and FCI is the least 

predictable. Interestingly, these two indices had the least agreement regarding their predictions. 
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More remarkably, the prognostication analytics in our study revealed that the most predictable 

index (i.e., CDCI) also has the greatest strength in predicting adverse events.  

The differences between multimorbidity indices (in terms of both predictability and 

prognostication) as well as their degree of prediction agreements may stem from the type of 

comorbidity items included in the index and the way the items are combined. Although the CDCI 

consists of fewer comorbidities than the ECI and FCI do, the combination of the comorbidity items 

in the CDCI is weighted based on their severity to account for the disease burden, which contrasts 

with the simple summation of the comorbidity items in the ECI and FCI. Several studies have 

reported the superior prognostic performance of weighted measures of multimorbidity compared 

with simple measures [41,62–64]. We contribute to this literature by highlighting the importance 

of accounting for the severity of the diseases for better prognostications with multimorbidity 

indices, but we are the first to highlight such importance for improving the predictability of 

multimorbidity indices.  

The FCI does not include severe chronic conditions, such as metastatic cancer, dementia, or 

HIV, which are highly associated with adverse events, particularly mortality [22]. Instead, by 

including physical functioning-related conditions (e.g., arthritis, hearing and visual impairment, 

osteoporosis, and degenerative disk disease) –– which are better predictors of hospital readmission, 

particularly among older adults [65,66] –– the FCI is essentially a better predictor for hospital 

readmission than it is for death [23,39]. Consistent with our research, other studies have reported 

that the CDCI outperforms the ECI in predicting adverse events in the cohort of patients with 

diabetes [67] and lung cancer [68]. Our results also agree with the literature supporting the superior 

prognostic significance of the CDCI compared with the FCI [47]. Finally, our findings agree with 
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previous studies providing evidence that the CDCI and ECI are associated with an increased risk 

of mortality and readmission [37–44]. 

5.2. Clinical and policy implications 

Because the multimorbidity burden is associated with an increased risk of adverse outcomes, 

such as readmission and mortality, as well as exponential increases in healthcare costs, healthcare 

providers should aim to rethink the management of the delayed discharge patients’ care needs and 

implement holistic prevention policies to reduce their risk of adverse outcomes. Recent studies 

have concluded that patients experience catastrophic health service use and health expenditures 

when the number of their multimorbid conditions increases [69,70].  

Advanced knowledge of multimorbidity status and in-hospital development can be used to 

support clinical decision-making in the care of older adults awaiting community placement. More 

specifically, data from prior hospital encounters could be used in conjunction with current medical 

conditions to determine an overall multimorbidity status of the patient. This, in turn, could be used 

to flag high-risk patients who may require more intensive monitoring despite readiness for 

discharge. Given they are ready for discharge, older adults with delayed discharge are often 

overlooked by hospital staff. Instead, they should be monitored frequently because high rates of 

multimorbidity and geriatric complexity result in transient health conditions and an increased risk 

of poor patient outcomes, underscoring the need for monitoring these patients in the hospital. 

Where possible, consideration should be given to implementing ML algorithms within electronic 

medical systems to proactively predict multimorbidity status. Our findings are also relevant to 

policymakers, considering that both mortality and readmission are common metrics used by 

hospitals to gauge the quality of care provided.  
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5.3. Strengths and limitations 

This study presents robust analytics to examine the predictability and prognostication of three 

common multimorbidity indices using several ML algorithms and various predictive accuracy 

measures based on large longitudinal data. However, our study is not without limitations. First, 

this was a retrospective cohort study with limited control over data collection. Second, we did not 

include frailty indices, which could complement the examined multimorbidity indices in capturing 

patient complexity among older adults [13]. Finally, this study focused on the older delayed-

discharge patients only; hence the generalizability of our study to other populations is limited.  

6. Conclusion 

To our knowledge, this is the first study to investigate the ML-predictability of patient 

complexity thoroughly and concurrently via multimorbidity indices and their prognostic value for 

predicting patient-important outcomes among older adults or those facing delayed hospital 

discharge. 

Our findings highlight the feasibility and utility of predicting multimorbidity status early in the 

care pathway of older hospitalized patients. Advance knowledge of patient multimorbidity and 

complexity can support proactive triage and decision-making about staffing and resource 

allocation, with the goal of optimizing patient outcomes and discharge planning. Our findings 

suggest there is value in identifying the multimorbidity status of patients, as it is prognostic of the 

patient-important outcomes, such as 30-day readmission and mortality. System-level decision- and 

policymakers can leverage this information to facilitate an upstream and informed discharge 

process by prioritizing complex patients and providing patient-centered care. More specifically, 

by gauging staffing and resource allocation on measures like multimorbidity, which are known to 
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be predictive of health needs and outcomes, resource intensity can be more appropriately matched 

to meet the distinct needs of the patient and the health system.  

Future studies could undertake a revised definition of patient complexity based on both 

multimorbidity and frailty conditions and investigate their predictability and prognostication. 

Moreover, further research could extend our analyses to the general population or compare older 

adults with and without discharge delay. Finally, upcoming studies are required to further 

investigate the association between multimorbidity status and patient outcomes while controlling 

for the delayed discharge status. 
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Appendix A. Data eligibility flow diagram 

 
Figure A1. Data eligibility flow diagram 
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Appendix B.  Details of Acute and Chronic Conditions  

Table B1. List of acute and chronic conditions included in the multimorbidity indices 
Charlson Deyo Comorbidity Index 

(CDCI) 

Elixhauser Comorbidity Index 

(ECI) 

Functional Comorbidity Index 

(FCI) 

1- Myocardial infarction 1. Chronic heart failure 1. Arthritis (rheumatoid and 

osteoarthritis) 

2- Chronic heart failure 2. Cardiac arrhythmia 2. Osteoporosis 

3- Peripheral arterial disease 3. Valvular disease 3. Asthma 

4- Cerebrovascular disease 4. Pulmonary circulation disorders 4. Chronic obstructive pulmonary 

disease (COPD), acquired 

respiratory distress syndrome 

(ARDS), or emphysema 

5- Dementia 5. Peripheral vascular disorders 5. Angina 

6- Chronic pulmonary disease 6. Uncomplicated hypertension 6. Congestive heart failure (or heart 

disease) 

7- Connective tissue disease / 

Rheumatic disease 

7. Complicated hypertension 7. Heart attack (myocardial infarct) 

8- Peptic ulcer disease 8. Paralysis 8. Neurological disease (such as 

multiple sclerosis or Parkinson’s) 

9- Mild liver disease 9. Other neurological disorders 9. Stroke or TIA 

10- Uncomplicated diabetes 10. Chronic pulmonary disease 10. Peripheral vascular disease 

11- Complicated diabetes 11. Uncomplicated diabetes 11. Diabetes types I and II 

12- Paraplegia and hemiplegia 12. Complicated diabetes 12. Upper gastrointestinal disease 

(ulcer, hernia, reflux). 

13- Renal disease 13. Hypothyroidism 13. Depression 

14- Cancer 14. Renal failure 14. Anxiety or panic disorders 

15- Moderate or severe liver 

disease 

15. Liver disease 15. Visual impairment (such as 

cataracts, glaucoma, macular 

degeneration) 

16- Metastatic carcinoma 16. Peptic ulcer disease excluding 

bleeding 

16. Hearing Impairment (very hard of 

hearing, even with hearing aids) 

17- AIDS/HIV 17. AIDS/HIV 17. Degenerative disc disease (back 

disease, spinal stenosis, or severe 

chronic back pain) 

 18. Lymphoma 18. Obesity and/or body mass 

index>30 

 19. Metastatic cancer  

 20. Solid tumor without metastasis  

 21. Rheumatoid arthritis / Collagen 

vascular disease 

 

 22. Coagulopathy  

 23. Obesity  

 24. Weight loss  

 25. Fluid and electrolyte disorders  

 26. Blood loss anemia  

 27. Deficiency anemia  

 28. Alcohol abuse  

 29. Drug abuse  

 30. Psychoses  

 31. Depression  
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Appendix C.  Details of Hyperparameter Tuning  

This section provides details of the hyperparameter tuning procedures for the ML algorithms 

examined in the study. 

C.1  Hyperparameter Tuning for The CART Algorithm 

 
Figure C1. Tuning Complexity Parameter for CART using Grid Search 
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C.2  Hyperparameter Tuning for The RF Algorithm 

 

Figure C2. Tuning the number of randomly selected predictors (mtry) for RF using Grid Search 

 

C.3 Hyperparameter Tuning for XGB Algorithm 

For tuning the XGB hyperparameters, we applied the grid search hyperparameters tuning 

technique iteratively to shrink and improve the search range based on the more promising value in 

the previous iteration. The figures below detail the XGB hyperparameter tuning steps.  

C.3.1 Step 1: Tuning Max Tree Depth, Shrinkage/ Learning rate (eta), Iteration 
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Figure C3. Tuning the max depth tree, shrinkage, and boosting iteration for XGB using Grid Search 

*note: Learning rate: {0.01, 0.02, 0.04, 0.06, 0.10}; Max Depth:{2,3,4,5,6}; iteration:100-2000 

C.3.2 Step 2: Tuning Max Tree Depth, Shrinkage/ Learning rate (eta), Iteration, Minimum 

Sum of Instance Weight 
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Figure C4. Tuning the max depth tree, shrinkage, boosting iteration, and min sum of instance weight for XGB using 

Grid Search 

*note: Learning rate: {0.04, 0.06, 0.08}; Max Depth: {5,6}; iteration:100-2000; min sum of instance weight: {1,2,3} 
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C.3.3 Step 3: Tuning Max Tree Depth, Shrinkage/ Learning rate (eta), Iteration, Minimum 

Sum of Instance Weight, and Subsample Ratio 

 
Figure C5. Tuning the max depth tree, shrinkage, boosting iteration, min sum of instance weight, and subsample 

ratio for XGB using Grid Search 

*note: Learning rate: {0.06, 0.08}; Max Depth: {5,6}; iteration:100-2000; min sum of instance weight: {1,2,3}; 

subsample ratio: {0.2, 0.4, 0.8} 

  



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

52 

 

C.3.4 Step 4: Tuning Max Tree Depth, Shrinkage/ Learning rate (eta), Iteration, Minimum 

Sum of Instance Weight, Subsample Ratio, Minimum Loss Reduction 

 

  

  
Figure C6. Tuning the max depth tree, shrinkage, boosting iteration, min sum of instance weight, subsample ratio, 

and min loss reduction for XGB using Grid Search 

*note: Learning rate: {0.06, 0.08}; Max Depth:{5,6}; iteration:100-2000; min sum of instance weight: {1,2,3}; 

subsample ratio: {0.4, 0.8}; min loss reduction: {0,0.05,0.1,1} 
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C.3.5 Step 5: Tuning Minimum Loss Reduction, Iteration, Minimum Sum of Instance 

Weight 

 
Figure C7. Tuning boosting iteration, min sum of instance weight, and min loss reduction for XGB using Grid 

Search 

*note: iteration:100-2000; min sum of instance weight: {1,2,3}; min loss reduction: {0,0.05,0.1,0.5,0.7,0.9,1} 
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C.4  Hyperparameter Tuning Results 

Table C1 summarizes hyperparameter tuning results for training the ML algorithms for the 

predictability analytics.  

Table C1. Hyperparameter search space and optimal values for ML algorithms 
Algorithm Hyperparameter Configuration 

 Parameters Ranges Optimal Value 

LR. -   

BAG -   

CART cp 1e-6-1e-3 by 0.00001 7.1e-5 

RF mtry 1-13 by 2 5 

XGB NBI 100-2000 by 50 2000 

 MTD 2,3,4,5,6 6 

 eta 0.01,0.02,0.04,0.06, 0.08, 0.1 0.1 

 gamma 0,0.05,0.1,0.5,0.7,0.9,1 1 

 SRC 0.4,0.6,0.8,1 0.6 

 MSIW 1,2,3 1 

 

Appendix D. Statistical Comparisons of the Multimorbidity Index Means at the Admission 

and Discharge 

Table D1 summarizes the results of hypothesis testing (t-test) regarding the statistical differences 

between the multimorbidity index means at the admission and discharge.  

Table D1. Statistical testing for the difference of index means at the admission and discharge 

Index Mean Adm. Mean Dis. diff ‡: 95% CI  p-value  

CDCI 1.09 2.14 (-1.06, -1.03)  <0.001  

ECI 1.06 2.46 (-1.42, -1.38)  <0.001  

FCI 0.97 1.87 (-0.91, -0.88)  <0.001  
‡difference = (Index mean at admission – Index mean at discharge) 

Note:  CDCI: Charlson Deyo-comorbidity index,  

  ECI: Elixhauser comorbidity index,  

  FCI: functional comorbidity index 

                            Adm.: admission 

                            Dis.: discharge 

Appendix E.  Statistical Comparisons of the ML Algorithms’ Performances 

Tables E1-E3 summarize the results of hypothesis testing regarding the statistical differences 

between the predictive measures for all ML algorithms and the three multimorbidity indices 
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examined in the study. The lower diagonal values show the p-values for the statistical test of the 

difference. 

Table E1. Statistical testing to compare the estimated accuracy of ML algorithms (CDCI) 

AUC LR CART BAG RF XGB 

LR      

CART 2.2e-16     

BAG 2.2e-16 2.2e-16    

RF 2.2e-16 2.2e-16 2.2e-16   

XGB 2.2e-16 2.2e-16 1.9e-15 2.2e-16  

Recall LR CART BAG RF XGB 

LR      

CART 2.2e-16     

BAG 2.2e-16 2.2e-16    

RF 2.2e-16 0.692 7.7e-10   

XGB 2.2e-16 0.008 2.2e-16 0.0004  

BAG: bagging, CART: classification and regression tree, LR: logistic regression, 

 RF: random forest, XGB: extreme gradient boosting 

Table E2. Statistical testing to compare the estimated accuracy of ML algorithms (ECI) 

AUC LR CART BAG RF XGB 

LR      

CART 2.2e-16     

BAG 2.2e-16 2.2e-16    

RF 2.2e-16 2.2e-16 2.2e-16   

XGB 2.2e-16 2.2e-16 1.9e-15 2.2e-16  

Recall LR CART BAG RF XGB 

LR      

CART 0.002     

BAG 2.2e-16 1.3e-15    

RF 1.1e-09 7.0e-13 2.2e-16   

XGB 3.2e-07 9.3e-11 2.2e-16 1.2e-05  

BAG: bagging, CART: classification and regression tree, LR: logistic regression, 

 RF: random forest, XGB: extreme gradient boosting 

Table E3. Statistical testing to compare the estimated accuracy of ML algorithms (FCI) 

AUC LR CART BAG RF XGB 

LR      

CART 2.2e-16     

BAG 2.2e-16 5.8e-10    

RF 2.2e-16 3.4e-14 0.0003   

XGB 2.2e-16 0.0229 3.58e-07 4.4e-11  

Recall LR CART BAG RF XGB 

LR      

CART 2.2e-16     

BAG 2.2e-16 0.0001    

RF 2.2e-16 3.3e-09 3.2e-08   

XGB 2.2e-16 2.2e-16 2.2e-16 0.018  

BAG: bagging, CART: classification and regression tree, LR: logistic regression, 

 RF: random forest, XGB: extreme gradient boosting 
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Appendix F. Calibration Evaluation for the Constructed Models  

 

Figure F1. Comparing Calibration of Constructed Models (CDCI) 
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Appendix G. Decision curve analysis for the Constructed Models  

To compare our predictive models in terms of their net benefit at a given threshold probability (𝑃𝑡), we 

calculated the standard net benefit for all the examined ML algorithms [1]. The net benefit is equal to the 

expected benefit to the cases (i.e., true positive rate) minus the expected harm to the controls (i.e., false 

positive rate multiplied by the threshold probability). For the ease of interpretations, we utilized the standard 

net benefit, which has a maximum value of 1.0 [2]. In the decision curve analysis, the predictive models 

are compared to two extreme clinical strategies, assuming that (i) all patients are positive cases, hence 

choosing “treat all” or (ii) all patients are negative cases, hence “treat none” [1]. In the former case, the true 

positive rate is equal to the rate of the high-risk event, 𝜋, and false positive rate is equal to 1 − 𝜋. In the 

latter case, the net benefit is equal to zero [3]. 

 

Figure G1. Comparing Standard Net Benefits of the Constructed Models (on CDCI measure) 
*Note: horizontal line at zero means net benefit line for treat none strategy, BAG: bagging, CART: classification and regression tree, LR: logistic 

regression, RF: random forest, XGB: extreme gradient boosting.  
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Appendix H.  Group Analysis: Comparing Model Performance between Genders  

Table H1. Comparing the differences in predictive performance for female vs. male XGB (on CDCI 

measure) 
P-Measure XGB RF BAG CART LR 

MALE      

Accuracy 0.68 0.69 0.67 0.69 0.60 

Sensitivity (Recall) 0.70 0.73 0.70 0.71 0.54 

Specificity 0.66 0.64 0.64 0.67 0.68 

Precision (PPV) 0.71 0.70 0.69 0.71 0.66 

F1-measure 0.70 0.71 0.69 0.71 0.59 

FEMALE      

Accuracy 0.71 0.71 0.68 0.71 0.69 

Sensitivity (Recall) 0.51 0.52 0.58 0.50 0.71 

Specificity 0.86 0.85 0.75 0.87 0.67 

Precision (PPV) 0.72 0.72 0.63 0.73 0.71 

F1-measure 0.60 0.60 0.60 0.59 0.71 

Note   BAG: bagging, CART: classification and regression tree, LR: logistic 

regression, RF: random forest, XGB: extreme gradient boosting 
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Preface 

The second article in this dissertation, entitled “Impact of multimorbidity and frailty on adverse 

outcomes among older delayed discharge patients: implications for healthcare policy,” was 

published in Health Policy Journal (HP) in March 2022. In this research, conceptualization was 

conducted by S. Ghazalbash and M. Zargoush. Overseen by M. Zargoush, data curation and formal 

analysis were conducted by S. Ghazalbash, who also drafted the initial version of the manuscript. 

S. Ghazalbash and M. Zargoush contributed to the investigation and methodology. S. Ghazalbash 

and M. Zargoush contributed to the interpretation of the results and revised the manuscript for 

intellectual content. F. Mowbray and A. Costa co-edited the manuscript prior to submission. 
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Abstract 

Objective: To assess the impacts of multiple chronic conditions (MCC) and frailty on 30-day post-

discharge readmission and mortality among older patients with delayed discharge. 

Data Source/Extraction: We used a retrospective cohort of older patients in the Discharge 

Abstract Database (DAD) between 2004 and 2017 in Ontario, Canada. We extracted data on 

patients aged  65 who experienced delayed discharge during hospitalization (N=353,106). 

Study Design: We measured MCC and frailty using the Elixhauser Comorbidity Index (ECI) and 

the Hospital Frailty Risk Score (HFRS), respectively. We used multinomial logistic regression to 

model the main and interactive effects of MCC and frailty on the adverse outcomes.  

Principal Findings: After adjusting for sex, discharge destination, urban/rural residency, wait 

time for alternative care, and socioeconomic status, the coexistence of MCC and high frailty 

increased the relative risk of 30-day mortality and readmission when compared to the references 

group, i.e., non-MCC patients with low-to-moderate frailty.  

Conclusions: Multimorbidity and frailty each provide unique information about adverse outcomes 

among older patients with delayed discharge but are most informative when examined in unison.  

Implications for health policy: To minimize the risk of adverse outcomes among older delayed 

discharge patients, discharge planning must be tailored to their concurrent multimorbidity and 

frailty status. 

Keywords: multimorbidity; frailty; discharge policy; delayed discharge; hospital readmission; 

mortality; geriatrics.  
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1. Introduction 

Multimorbidity, also known as multiple chronic conditions (MCC), is present in most older 

patients and is defined as the coexistence of two or more chronic diseases [1–4]. Frailty, which is 

also most prevalent in older adults, is a multidimensional syndrome characterized by a heightened 

vulnerability to adverse health and reduced ability to recover from stressors due to a diminished 

physiologic reserve [5,6]. These health indicators are associated with patient vulnerability and 

adverse outcomes [7–9] and provide succinct information regarding overall patient health and 

complexity. In addition, older adults with MCC are more likely to be frail. However, these health 

measures can diverge significantly [1], suggesting that they can offer unique prognostic value for 

determining patient outcomes, clinical decision-making, and disposition planning in hospitalized 

older patients. 

Several studies have focused on the definition of “patient complexity,” concluding that 

multimorbidity is the most commonly used component of patient complexity [10]. However, in 

the context of the aging population, some studies reported that multimorbidity could not fully 

capture the complexity of elderly patients [11]. They defined geriatric syndromes, such as frailty, 

as another dimension of patient complexity [12,13]. Medically complex older adults, i.e., frail 

patients with multiple chronic conditions, are at greater risk for functional decline, nosocomial 

injury, medical complications, and death [14–17]. Moreover, complex medical and psychosocial 

histories complicate discharge planning, resulting in increased adverse outcomes in older adults 

[18]. Mortality and hospital readmission are commonly examined as hospital quality metrics and 

patient-important outcomes for older adults [19–21].  
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The limited availability of community-based services impedes healthcare providers from safely 

discharging older adults with complex health states, leading to delayed discharge and inefficient 

use of acute care beds [22]. Delayed discharge is a prevalent global issue in many countries, such 

as Canada, the United Kingdom, Germany, Norway, Sweden, Scotland, Denmark, France, New 

Zealand, Australia, and South Korea [23–27]. One-third of hospitalized older adults experience a 

delayed discharge during hospitalization [28]. In Canada, these patients are designated as Alternate 

Level of Care (ALC) patients. A delayed discharge patient occupies an acute or post-acute bed 

despite no longer requiring that intensity of resources and services, leading to the so-called 

“delayed transfers of care” [29]. Most delayed discharge patients are waiting to be placed in an 

alternative level of care, such as long-term care (LTC), home care, rehabilitation, or post-acute 

care, which have limited capacity. Delayed discharge leads to increased healthcare costs, a decline 

in patient overall health and functional mobility, and an increased rate of adverse medical events, 

such as infections, falls, and delirium [30–32]. It also has a domino effect on the healthcare system 

by negatively impacting patient flow across the entire system, which causes emergency department 

(ED) overcrowding and outpatient elective surgery cancellations [30,31].  

These challenges have motivated healthcare managers, policymakers, and discharge planners to 

investigate evidence-informed strategies to improve discharge policies among older delayed 

discharge patients [26,33,34]. One barrier to the optimal discharge of delayed discharge patients 

is an imperfect understanding of their distinct physical and psychosocial needs associated with 

their complexity [34]. The co-occurrence, severity, and consequences of frailty and multimorbidity 

are likely greater among delayed discharge patients, highlighting a cohort of mostly complex older 
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persons following an acute illness [26,35,36]. Advanced knowledge of the effects of 

multimorbidity and frailty on the adverse outcomes among these patients could help stratify 

patients at risk for adverse health events and support proactive discharge planning and other 

interventions both in the hospital and following discharge.  

A compelling body of literature has investigated the effects of multimorbidity and frailty on 

readmission and mortality in the older population. Table S1 in the Appendix presents a detailed 

account of this literature. However, only a few studies have investigated coexisting multimorbidity 

and frailty effects on adverse outcomes among older adults [37–39]. The common measures of 

multimorbidity among these studies included selected chronic condition items [38] or patterns of 

multimorbidity [37,39]. Frailty was often measured using indices such as Fried’s phenotypic 

criteria [37,39] and the Canadian Study of Health and Aging Clinical Frailty Scale (CFS) [38]. 

Moreover, these works have focused on general patients [39], community-dwelling older adults 

[37], or patients with COVID-19 [38]. To our knowledge, no study has investigated the association 

of multimorbidity and frailty with adverse health outcomes among older adults with delayed 

discharge.  

Through an extensive analysis of large data from a Canadian population, we aimed to examine the 

coexisting effects of multimorbidity and frailty measured through the Elixhauser Comorbidity 

Index (ECI) [40,41] and the Hospital Frailty Risk Score (HFRS) [42], respectively, on a series of 

patient outcomes. The outcomes of interest included 30-day mortality and two means of hospital 

readmission (via ED or direct) within 30 days post-discharge. The utility of ECI has been validated 

in the studies that use administrative/clinical data to predict mortality and readmission, 
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outperforming some other indices, such as the Charlson comorbidity index [43]. Moreover, 

moving toward using electronic health records (EHR) data to measure frailty indices, the HFRS 

has shown moderate agreements with other frailty risk scores, such as FI, and correlated well with 

the 30-day mortality and readmission [44]. Also, this score exhibited a fair agreement with the 

Fried and Rockwood frailty scales and moderate agreement with the Rockwood Frailty Index [42]. 

To assess the robustness of our results, we conducted several sensitivity analyses with respect to 

the changes in 1) the length of outcome window, 2) discharge location, 3) readmission 

configuration, 4) discharge wait time, and 5) cut-off point for the frailty index dichotomization. 

2. Methods 

2.1. Study cohort and data sources 

We conducted a retrospective cohort study using data extracted from the Discharge Abstract 

Database (DAD). This database is provided by the Canadian Institute for Health Information 

(CIHI) housed at the Institute for Clinical Evaluative Sciences (IC/ES), which has been used in 

several studies [45–48]. All hospitalized patients aged 65 years and older who experienced a 

delayed discharge between 2004 and 2017 in Ontario, Canada’s largest province, were eligible for 

study inclusion. The delayed discharge designation is made by an appropriate care team that 

usually comprises physicians, LTC assessors, patient care managers, and discharge planners. This 

variable is recorded in the DAD by health information management professionals [49]. We used 

the “ALC” and “delayed discharge” interchangeably throughout this manuscript. This study was 

approved by the Hamilton Integrated Research Ethics Board (HiREB). 

2.2. Population exclusions 
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For this study, we excluded patients who died during the index hospital visits, were transferred to 

another service during their hospital stay, left the hospital against medical advice, or had planned 

hospital visits. When patients had repeated readmissions during the 30-day window, we considered 

only the first readmission [50,51]. These criteria resulted in a total of 353,106 observations (Fig. 

S1 in the Appendix).  

2.3. Primary independent variables 

The primary independent variables were MCC and frailty status. MCC status was assessed through 

the ECI, a sum of 31 chronic conditions, hence ranging from 0 to 31 [40,41]. ECI is associated 

with all-cause mortality, length of hospital stay, and healthcare-related costs [52]. For each 

observation, the disease diagnosis was assessed using the ICD-10 codes (International Statistical 

Classification of Diseases and Related Health Problems, Tenth Revision) and converted to ECI as 

instructed by Azzalini and colleagues [41]. We categorized ECI into ECI2 and ECI<2, 

respectively, to designate MCC patients and non-MCC patients (i.e., those with zero or one chronic 

condition). The dichotomization cut-off of 2 was determined to be the best threshold for 

discriminating between patients with and without the outcomes. We used the Akaike Information 

Criterion (AIC) as the goodness of fit measure. 

Frailty was measured using the HFRS, which was proposed in a recent Lancet study by Gilbert 

and colleagues [42]. This measure was developed based on 109 ICD-10 diagnostic codes that were 

determined to be associated with frailty. Prior work has demonstrated that HFRS is associated with 

30-day mortality and readmission [42,48]. For each observation, we calculated the HFRS using 

the designated ICD-10 diagnostic codes, with each patient allotted a maximum of 25 diagnostic 
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variables. The R code for calculating the HFRS is available in Appendix E. It is important to note 

that we measured the HFRS and ECI for all inpatient episodes, rather than considering one 

randomly-selected admission per patient undertaken by other studies [48]. Our approach requires 

updating the index calculations after each visit to include all patient episodes. This approach better 

captures the relationships between longitudinal factors and the outcome and reduces the time-

dependent bias explained by van Walraven et al. [53]. In doing this, we followed the procedure 

recommended by Senot [54]. The details of the ICD10 codes of the items included in the ECI and 

HFRS indices are available in Appendix B (Table S3). The descriptive analysis indicated a low 

correlation between these indices (r = 0.17). An HFRS point of 14 was determined to be the best 

dichotomization cut-off for discriminating between patients with and without the outcomes of 

interest. The details of our approach for finding the HFRS cut-off point are available in Appendix 

C. The original study by Gilbert and colleagues categorized the HFRS as low risk (<5), moderate 

risk (5–15), and high risk (>15) [42]. With the cut-off point of 14, therefore, the frailty measure in 

our study can be interpreted as low-to-moderate (HFRS≤14) versus high (HFRS>14).  

2.4. Covariates  

We adjusted for several covariates, including i) sex, ii) socioeconomic status (marginalization and 

rural/urban residency), and iii) administrative variables (ALC wait time and discharge destination). 

Marginalization was measured using the Ontario Marginalization Index (ON-Marg) [55], which 

consists of material deprivation (a compound measure of income, education, single-parent 

families, and housing quality), residential instability (a compound measure of dwelling/family 

characteristics, neighborhood quality, and cohesiveness), ethnic concentration (indicating recent 

immigration and visible minorities), and dependency (capturing those who are unemployed, unable 
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to work, and in unpaid professions). These items are measured on a quantile scale from Q1 to Q5, 

where Q5 represents the most severe level of marginalization. Because the items of 

marginalization were highly associated with each other, we only used one item at the same time to 

avoid multicollinearity. In the interest of space and given the importance of racial inequality from 

health policy standpoints [56,57], we only present the results obtained with the ethnic 

concentration item. The urban vs. rural residency is defined based on the population size/density 

and the distance (or travel burden) to an urban center or essential services [58]. ALC wait time 

(denoted by ALCW) captures the number of days a patient waits, after medical and discharge 

clearance, to be assigned an alternative care. Finally, the discharge destination was dichotomized 

based on whether the patient was discharged home with self-care or to an alternative care (e.g., 

home with support, community care, and LTC). The last two covariates are specific to the delayed 

discharge patients. Because age was highly correlated with the other covariates, it was not used in 

the models. Prior studies have determined that frailty, and not age, is predictive of hospital 

admission and readmission in older adults [8,59]. 

2.5. Outcomes 

The primary outcomes were 30-day post-discharge readmission and mortality. Hospital 

readmission was defined as any unplanned readmission and was split into readmission via ED and 

direct readmission to the hospital (e.g., from a clinic, doctor’s office, or day surgery). In our data, 

around 13% of the patients were admitted to the hospital directly. The CIHI has highlighted the 

importance of considering these two means of readmission for older adults, particularly those with 

delayed discharge [60]. Past works have also discussed the potential impacts associated with the 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

69 

 

direct readmission compared to the readmission via ED (e.g., reducing ED overcrowding and 

increasing the delays in initial evaluation) [61]. Accordingly, these two modes of admission could 

lead to different adverse outcomes [62], supporting the idea of separating these two means of 

readmissions. We assessed the sensitivity of our results to various configurations of the 

readmission variable. In summary, we defined the 30-day post-discharge outcome variable with 

four possible levels: mortality (coded as outcome = 3), readmission via ED (outcome = 2), direct 

readmission (outcome = 1), and neither (outcome = 0). We estimated the relative risk ratio (RRR) 

with respect to “outcome = 0” (i.e., “no evet”) as the reference outcome to facilitate direct 

comparisons across the outcomes. We also conducted a sensitivity analysis to determine whether 

the results changed across different outcome window lengths, including 7, 90, 180, and 360 days. 

2.6. Statistical analysis  

Descriptive statistics were reported using measures of frequency and central tendency. 

Multinomial logistic regression was performed with interaction analysis to assess the association 

of frailty and multimorbidity with the outcome variable while controlling for the covariates. Based 

on the combinations of the ECI and HFRS status, we categorized the MCC-Frailty risk into four 

levels, which allowed us to investigate the effects of multimorbidity and frailty on the outcomes 

of interest. These four MCC-Frailty risk categories were: 

• Group 1 (reference; 62%): having a low-to-moderate level of frailty without MCC 

(ECI<2, HFRS≤14) 

• Group 2 (3.8%): having a high level of frailty without MCC (ECI<2, HFRS>14)  

• Group 3 (29.8%): having a low-to-moderate level of frailty with MCC (ECI2, 

HFRS≤14)  

• Group 4 (4.3%): having a high level of frailty with MCC (ECI2, HFRS>14). 
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For model simplicity and ease of interpretation, we considered the linear form of interactions. 

However, we also examined curvilinear interactions between the continuous versions of frailty and 

multimorbidity indices after adjusting for the potential confounders. We compared the resulting 

models in terms of AIC in Appendix B (Table S5).  

All tests were two-sided with the statistical significance level of  =0.05, and all estimates were 

presented with their 95% confidence intervals (95% CI). The absence of multicollinearity was 

verified through the Variance Inflation Factor (VIF). The statistical analyses were performed using 

R version 3.3.5, packages “nnet” and “stargazer.” 

3. Results 

The numerical details of all graphs are available in Appendix D. 

3.1. Descriptive results regarding patient characteristics 

Table S2 in the Appendix displays the patient and hospitalization characteristics in terms of MCC-

Frailty risk categories. A total of 353,106 patients aged between 65 and 102 years were included 

in the study. The mean age of the sample was 78 years, with a standard deviation (SD) of 7.9 years. 

Most patients were female (59%), hospitalized in an urban setting (88.6%), and discharged to a 

destination other than home (91%). HFRS scores ranged from 0 to 41, with approximately one-

fifth of the patients having a score of zero. ECI scores ranged from 0 to 12, with approximately 

37% of the patients having an ECI score of zero. Overall, 16,367 (4.6%) of the patients were 

readmitted directly, 47,971(13.6%) via ED, and 9,182 (2.6%) died during hospitalization within 

30 days after discharge. The mean ALCW was 15.8 days, with an SD of 31.7 days. The missing 
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values were minimal (with 1.2% missingness pertaining to the marginalization variable only) and 

were imputed with the median of the existing observations.  

3.2. Association of frailty and comorbidity with the outcomes of interest 

Fig. 1 displays the adjusted associations (i.e., RRR) between the MCC-Frailty risk categories and 

the three outcomes compared to the group with the lowest risk (group 1) as the reference group. 

 
Fig. 1. Adjusted RRR for the MCC-Frailty risk categories 

Note: The three outcome events are presented with the same colors across the paper 

These results suggest that simultaneously having MCC and a high level of frailty (group 4) 

increased the relative risk of all three outcomes and had the largest impact on mortality. Similarly, 

in group 3, mortality had the highest risk, followed by readmission via ED and direct readmission. 

Moreover, this group’s outcomes had a smaller effect size compared to group 4. Having a high 

level of frailty without MCC (group 2) increased the relative risks of admission via ED, but the 

associations were not significant for the direct readmission and mortality. As shown in the 

sensitivity analysis section, this group’s risk of death became significant for the windows of length 

90 days. The adjusted RRR’s for all outcomes were similar to the unadjusted results. Our results 

also indicate that the interaction between multimorbidity and frailty is antagonistic (i.e., the joint 
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effect is less than the sum of individual effects) for the risks of direct readmission, ED readmission, 

and mortality. Therefore, failing to account for the interaction between multimorbidity and frailty 

leads to overestimating the risks of all outcomes. 

 
Fig. 2. Detailed results of the adjusted model 

The relative risks of all events were lower in females than in males, with the largest difference 

seen for mortality (RRR=0.72, 95% CI: 0.69 – 0.76). Those who were discharged somewhere other 

than home had a lower relative risk of readmission via ED (RRR=0.71; 95% CI: 0.68 – 0.74) but 

a higher relative risk of death (RRR=1.15; 95% CI: 1.09 – 1.22) and direct readmission 

(RRR=1.72; 95% CI: 1.66 – 1.78) compared to those who were discharged home. Rural residency 

increased the relative risk of all three events, with the greatest risk pertaining to the direct 

readmission (RRR=1.66; 95% CI: 1.62 – 1.70) compared to the urban residency. Longer ALC wait 

time was associated with a lower risk of direct readmission and death but a higher risk of 

readmission via ED (RRR=1.05; 95% CI: 1.03 – 1.07), although with a small effect size.  
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Increased marginalization was consistently associated with the decreased risk of direct readmission 

and the increased risk of readmission via ED and death compared to the group with the lowest 

degree of marginalization (i.e., Q1). The most marginalized group (Q5: patients from areas with 

the highest proportion of recent immigrants or visible minorities) had the lowest relative risk of 

direct readmission (RRR=0.65; 95% CI: 0.61 – 0.70) but the highest relative risk of readmission 

via ED (RRR=1.11; 95% CI: 1.09 – 1.14) and death (RRR=1.09; 95% CI: 1.02 – 1.14). The results 

remained relatively unchanged when the ethnic concentration item of the marginalization index 

was replaced with the other items (i.e., material deprivation, housing instability, and dependency).  

In the next step, we explored the difference in the outcomes when stratifying the analysis by sex 

while adjusting for the remaining covariates (Fig. 3). We found apparent differences between 

males and females, particularly in the risk of death among groups 3 and 4, suggesting clear 

evidence of an interaction between sex and the MCC-Frailty risk. In other words, the impacts of 

multimorbidity and frailty on adverse outcomes depend on sex. We did not find any substantial 

evidence of an interaction between sex and other covariates. 

 
Fig. 3. Results of adjusted model stratified by sex 
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3.3. Sensitivity analysis 

To evaluate the robustness of our findings, we conducted several sensitivity analyses, as follows. 

First, we altered the primary window length (30 days) to 7, 90, 180, and 360 days to explore if the 

results change across different window lengths (Fig. 4). In group 2 (Fig. 4-a), the results were more 

sensitive to the window length before 90 days and became more stable afterward. The risk of death 

in this group was not statistically significant at 7 and 30 days but became significant for the 

windows of length 90 days. Similarly, in group 3 (Fig. 4-b), the risk of outcomes changed mainly 

within 90 days and became more stable afterward. In group 4 (Fig. 4-c), all three outcomes 

demonstrated a strong positive association with the time window after 90 days post-discharge. 

This observation suggests the time-sensitivity of any interventions (such as early discharge 

planning), particularly for this group of patients.  

Second, to assess the sensitivity of the association between discharge destination and the outcomes, 

we expanded the alternative care category by separating home care (i.e., “home with support”) 

from other alternative care destinations (i.e., community or LTC). Fig. S2 in Appendix A illustrates 

the results. One can observe the largest changes in the readmission risks. Unlike the original results 

(when all types of alternative care were combined, i.e., Fig S2-a), “home with support” decreases 

the relative risk of direct readmission and increases the relative risk of readmission via ED (right 

panel in Fig S2-b). These results indicate the importance of accounting for the difference between 

discharge destinations, at least by separating “home with support” from “community or LTC” in 

future studies. 
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Fig. 4. The relative risk of outcomes in different time windows 

Third, we investigated the impact of reconfiguring readmission outcome by i) combining both 

means of readmission and ii) excluding direct readmissions from the analysis. The results (Fig. S3 

in Appendix A) suggest that these reconfigurations will bias the results, especially by 

overestimating the risk of direct readmission for all groups and underestimating the risk of ED 

readmission, especially for groups 2 and 4. These results reconfirm the CIHI’s recommendation to 

separate these two means of hospital readmission, particularly among patients with discharge delay 

[60].  

Fourth, we performed a sensitivity analysis to examine whether the results would differ between 

patients with short-moderate versus long wait times for discharge. To this end, we applied the 

1.5×IQR (interquartile range) rule to identify the stratification [63]. Accordingly, we classified the 

points with wait times above “Q3+1.5×IQR” as potential long waiters, where Q3 corresponds to 

the third quartile. The results (Table S6 in Appendix B) suggest slight changes in the magnitude 

of RRR’s but no change in their directions. Finally, we reconducted the primary analysis for 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

76 

 

another cut-off point candidate (i.e., HFRS=5). Note that with this cut-off point, the dichotomized 

frailty variable must be interpreted as low vs. moderate-high. The results (Fig S4 in Appendix A) 

indicate that the associations are generally lower in magnitude but follow the same pattern. They 

also indicate a stronger discrimination power, in terms of patient outcomes, when using cut-off 

point = 14. 

4. Discussion 

To our knowledge, this is the first study to examine the impacts of multimorbidity and frailty on a 

series of patient-important outcomes, including mortality and hospital readmission among older 

adults with delayed discharge. The relative risks of mortality and readmission within 30 days were 

markedly higher in patients who had both MCC and a high level of frailty than the healthiest (or 

least complex) group (i.e., those without MCC who had a low-to-moderate level of frailty). 

Moreover, the effects of multimorbidity and frailty on the outcomes, especially mortality, were 

different for males versus females and varied across different window lengths, particularly after 

90 days post-discharge.  

4.1. Comparison of findings with prior medical literature  

Our findings agree with previous studies providing evidence that simultaneously having MCC and 

a high level of frailty is associated with an increased risk of mortality and readmission in the 

community-dwelling older adults [37], general middle-aged and older adults [39], and patients 

with COVID-19 [38]. One study found that frailty was consistently associated with four-year 

mortality across various levels of multimorbidity after adjusting for age and sex [37]. The study 

reported that patients who were frail with multimorbidity (comparable to our group 4) had the 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

77 

 

highest risk of four-year mortality compared to the least complex groups (comparable to our group 

1). In a subgroup analysis examining the interaction between frailty and MCC count, Hanlon et al. 

[39] found that the likelihood of all-cause mortality among frail patients exponentially increased 

when the number of long-term comorbid conditions increased from one (odds ratio = 2.7) to at 

least four conditions (odds ratio = 27.1). The analyses were adjusted for chronic conditions, 

socioeconomic deprivation, and lifestyle factors (such as smoking and body mass index). Our 

findings are also consistent with a retrospective study reporting that frail patients with hypertension 

(comparable to our group 2) have a significantly higher risk of seven-day mortality among patients 

with COVID-19 [38]. Using large population-level data, our study suggests that frailty and 

multimorbidity are associated with an increased risk of mortality and readmission among older 

adults with delayed discharge.  

Our results regarding the covariates-outcome association are also in agreement with the extant 

literature. For example, previous studies have demonstrated the association between 

marginalization, such as socioeconomic deprivation, and all-cause mortality [64,65] as well as 30-

day readmission [66]. Moreover, the 30-day readmission and mortality rates were higher among 

rural residents [67]. Our findings regarding the greater risk of adverse events in male patients 

validate prior work highlighting higher rates of 30-day readmission [68,69] and mortality [70] in 

male patients. Finally, similar to our research, previous studies have reported that patients 

discharged to nursing homes [71] and LTC [72] were less likely to be readmitted within 30 days 

after discharge than those discharged home. Hoffman and colleagues concluded that hospital 
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readmissions were more likely in patients discharged home with support than in those with routine 

home discharge [73].  

4.2. Health policy implications 

This study highlights the importance of considering coexisting multimorbidity and frailty, in 

addition to several other patient-specific factors (such as sex, residency, and marginalization 

status), to better understand the complex needs of older delayed discharge patients and inform 

discharge policies by prioritizing patients at-risk for adverse outcomes. Advanced knowledge of 

these factors could support proactive, informed, and equitable discharge planning and clinical 

decision-making, given the greater risk of delayed discharge in older adults with complex 

conditions [26]. Clinicians and policymakers have advocated early discharge planning to identify 

the complex needs of geriatric patients and potential gaps in their transitions to community care 

[34,74,75], leading to better outcomes [76–78]. Embedding this information and triggering alert 

systems for high-risk patients within electronic medical charting may promote the feasibility and 

utility of these measures. In what follows, we discuss how this study provides insights into 

evidence-based policies for improving dispositions among older delayed discharge patients, some 

of which can also be applied to non-delayed discharge patients.  

First, we demonstrated that multimorbidity and frailty each were strongly predictive of adverse 

outcomes. However, older adults with coexisting frailty and multimorbidity were at the greatest 

risk for mortality and hospital readmission. This finding validates the hypothesis that these 

measures provide unique information but are most informative when examined together. 

Therefore, vulnerability screeners and discharge planners for older hospitalized adults should 
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consider both measures simultaneously when stratifying patient risk in hospital settings. To this 

end, healthcare systems can use EHR data to develop screening tools to calculate informative 

measures of patients’ health in terms of frailty and multimorbidity. This could be done more 

frequently to capture and track the changes in patients’ complexity during hospitalization. Such 

information can, then, be used to categorize the delayed discharge patients into various risk groups, 

as suggested in this study, for managing their care, allocating the current resources (such as bed, 

staff, etc.), and planning the future resources based on the complexity of needs and risk profile of 

the patients in the hospital. This information can also be used for triggering alarms that facilitate 

early identification of high-risk patients and support decision-making regarding the patients’ care 

pathway in multiple ways. First, it can complement and facilitate optimizing the use of advanced 

assessment approaches, such as Comprehensive Geriatric Assessment (CGA) tools [79]. Although 

these tools highly contribute to the patient-outcome improvements [79–81], their routine 

utilization for large cohorts of patients is challenging because of their high cost, workforce 

challenges, and time [82,83]. As suggested in this study, measuring patient complexity is less 

costly and more convenient, although it might be less accurate than CGA. The proposed approach 

in this study can identify priorities for using CGA to those of more complex needs, hence 

optimizing the CGA utilization based on the available resources. Second, detecting the delayed 

discharge patients at risk of adverse outcomes can help discharge planners identify appropriate 

care pathways post-discharge. Some of the delayed discharge patients end up going home (with or 

without support) instead of more intensive care settings (such as LTC or rehabilitation) due to 

financial reasons on the patient side or limited resources on the system side. However, there is 

evidence that such a pathway is temporary [84] and, as our study suggests, sub-optimal (because 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

 

80 

 

of their higher post-discharge mortality and rehospitalization). Therefore, a routine assessment of 

the patient complexity provides valuable information at the right time regarding the right care 

pathway for the patients and the right intensity of services that they need to be discharged home 

safely and maintain health and functioning during their temporary settlements at home. 

Second, there is evidence that singular interventions are ineffective in significantly improving 

patient outcomes (such as death and rehospitalization) [85]. Moreover, despite the benefits of post-

discharge interventions, such as follow-up visits by an outgoing multidisciplinary geriatric team, 

they are costly and may not be applicable to a large cohort of patients [86]. Therefore, aligning 

interventions with the desired patient outcomes through the regular review and evaluations of the 

patients at-risk for post-discharge adverse outcomes can be beneficial. In this regard, our findings 

can inform tailoring these strategies to the patient complexity or prioritizing patients with a higher 

risk of adverse outcomes. 

Third, our study demonstrated that the impact of multimorbidity and frailty on the adverse 

outcomes depends on biological sex, highlighting this variable as an important consideration when 

determining those who may benefit from immediate MCC-Frailty risk screening following hospital 

admission. Therefore, examining sex is essential in aging research, as health service use and the 

physiological and psychosocial aging process are vastly different between male and female 

patients [87,88]. Moreover, our findings suggest that older patients from rural areas or 

marginalized groups have a greater risk of adverse health outcomes when facing delayed 

discharge. Patients living in rural areas are known to have fewer health services available and 

consequently worse patient outcomes [89], emphasizing the importance of considering the location 
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of permanent dwellings. This is particularly important in the delayed discharge patients residing 

in rural areas, as they will be returning to the community with fewer resources in a deconditioned 

and vulnerable state. In this regard, health equity reinforcements have been identified as a policy 

priority by the Ontario Ministry of Health and Ontario Ministry of Long-term Care, encouraging 

providers and policymakers to include equity attentions to reduce disparities between marginalized 

groups, such as women and racialized and immigrant groups [90]. Our study further highlights 

such equity-seeking considerations, particularly among patients experiencing discharge delay, to 

adapt care practices and policies that promote equity-oriented care to improve patient outcomes.  

Finally, a common priority-based discharge policy regarding access to community care is the first-

come-first-served (FCFS) policy that prioritizes patients according to their wait time for access 

[33,91,92]. However, evidence suggests that tailoring hospital and health policies to account for 

the patient complexity and needs is better aligned with the philosophy of patient-centered care 

[34,93–96] and can lead to better outcomes [33]. Our study provides empirical evidence regarding 

this recommendation (Fig. 2). Our results suggest that an increased wait time for the alternative 

care placement (i.e., increased ALCW) leads to small changes in the adverse outcomes compared 

to the significant increase in the risk of adverse outcomes caused by aggravation in the MCC-

Frailty status. Future studies could investigate the implications of increased wait time for designing 

risk-adjusted, equity-seeking FCFS policies.  

We speculate that our study’s insights about the pre- and post-discharge policies would still apply 

to the non-delayed discharge older adults. For instance, regardless of the delayed discharge 

designations, patient complexity could be assessed and reported to the clinical and managerial 
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teams during hospitalization to inform the intensity and type of post-discharge care for the patients 

(even those discharged without delay). 

Moving toward utilizing succinct and informative indices, such as ECI and HFRS, using EHR, 

might be advantageous for a rapid and routine assessment of frailty and MCC [42,97,98]. 

However, we note that there is always a trade-off between convenience and data quality when 

using EHR data [99]. 

4.3. Limitations 

Our study is not without limitations. First, we used a cut-off score of HFRS = 14 as the best 

dichotomization threshold. The original article [42] has suggested 5 and 15 as the two thresholds 

for defining low, moderate, and high frailty. Our numerical approach (Appendix C) includes 

investigating these two cut-off points and sensitivity analysis around them to select the one that 

best discriminates among patients with and without the outcomes. Second, this is a retrospective 

cohort study with limited control over data collection and validation; however, data quality control 

is performed regularly by the IC/ES organization. Moreover, frailty is best measured 

prospectively; however, like prior studies, we applied the calculations retrospectively given the 

nature of data collection in our study. Fourth, upcoming studies are encouraged to investigate the 

sensitivity of the results to the acute patients who are likely to be designated as delayed discharge 

but underreported in the database. This could be done using the Case Mix Groups+ approach 

suggested by the CIHI [100]. Fifth, further research is warranted to extend our analyses to the 

general population or compare older adults with and without discharge delay. Finally, there might 

have been other confounders that were not included in our data.  
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5. Conclusion 

To our knowledge, this is the first study of patients with delayed discharge that investigates the 

association of frailty and comorbidity with post-discharge mortality and readmission. It provides 

actionable insights into evidence-based policies for improving dispositions among older delayed 

discharge patients. Using large data, our study suggests that multimorbidity and high frailty 

markedly increase the risk of adverse outcomes. Moreover, being male or living in a rural/remote 

area increases the risk of readmission (both via ED and direct) as well as mortality within 30 days 

after discharge. Higher marginalization will increase the risk of mortality and readmission via ED 

but decrease the risk of direct readmission. Our study emphasizes the importance of routine 

assessments of multimorbidity and frailty to improve risk prediction and facilitate individualized 

care management for the aging population, particularly those with delayed discharge. 
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APPENDIX A LIST OF FIGURES 

 

Fig. S1. Flowchart of patient exclusions 
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• April 1st, 2004 to March 30th, 2017

• Delayed discharge patients aged 65+
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Exclusion (N=257,870)

• In-hospital death at index admission

• Transfers to another acute care hospital
• Planned readmission

• Patients discharged against medical advice
• Repeated readmissions within 30 days

Main study cohort for post-

discharge readmission and in-

hospital death

N=353, 106
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Fig. S2. Comparing outcomes across discharge destinations (ref. is home with self-care) 

 

 
Fig. S3. Comparing risks for various configurations of readmission 
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Fig. S4. Adjusted RRR for the MCC-Frailty risk categories with candidate cutoff point=5 for HFRS 

Note: HFRS: hospital frailty risk score, ECI: Elixhauser Comorbidity Index, RRR: relative risk ratio 
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APPENDIX B LIST OF TABLES 

Table S1. Literature Review Summary 

Study Year Country #Obs. Setting Design Outcome 
Frailty 

measure 

Comorbidity 

measure 
Covariates analysis 

MCC/ 

Frailty 

coexistence? 

Kahlon 

et al. [1] 
2015 Canada 495 

general 

internal 

medicine 
wards 

(>18yrs) 

Prospective 

30-day 

readmission or 
death  

CFS 
CCI applied in 

LACE score 
age, sex, LACE 

adjustment for 

comorbidity  
No 

Qiukui 

et al. [2] 
2019 China 271 

acute care 
wards (older 

adults) 

Prospective 
3-year 

mortality and 

readmission 

FI 
Comorbidity-D-

FI 

age, sex, education 

levels, BMI, 

marital status, and 
alcohol intake 

adjustment for 

comorbidity 
No 

Li et al. 

[3] 
2018 Canada 322 

patients 

undergoing 
emergency 

abdominal 
surgery 

(>65yrs) 

Prospective 

30-day and 6-
month all-cause 

readmission or 
death 

CFS CCI 

age, sex, type of 

surgery, some 

biological markers  

adjustment for 

comorbidity 
No 

Vidan et 

al. [4] 
2016 Italy 450 

non-

dependent 

Heart Failure 
patients 

(>70yrs) 

Prospective 

30-day 

functional 
decline, 1-year 

all-cause 

mortality and 
readmission 

phenotype 

model  
CCI 

(age, gender), 

chronic co-

morbidity, and 
some biologic 

markers 

adjustment for 

comorbidity 
No 

Tran et 

al. [5] 
2018 Canada 40,083 

patients 

undergoing 

CABG 
(>40yrs) 

Retrospective 
30-day and 
long-term 

mortality 

ACG 
multiple specific 

chronic 

conditions 

(age, sex), 

socioeconomic 
status, case 

urgency status, 

comorbidities 

adjustment for 

comorbidity 
No 

Hatcher 
et al. [6] 

2019 USA 804 

patients with a 
trauma-related 

injury who 

readmitted for 
fall (>50yrs) 

Retrospective 

mortality rate, 

discharge 

disposition, 
LOS, and 

number of falls 

within 1-year 

CFC  

multiple specific 

chronic 

conditions 

age, BMI, sex, 

anticoagulant or 
aspirin use, and 

some clinical 

markers related to 
injury patterns 

(SSI) 

adjustment for 
comorbidity 

No 

Hewitt 

et al.[7] 
2020 

UK & 

Italy 
1564 

patients with 

COVID19 

(>18yrs) 

Retrospective 

seven-day 

mortality, in-

hospital 

mortality, and 

LOS 

CFS 

multiple specific 

chronic 

conditions 

age, comorbidity, 

gender, and 

smoking 

adjustment for 

comorbidity, 

subgroup analysis 

for testing the 

interactive effects 

Yes 
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Study Year Country #Obs. Setting Design Outcome 
Frailty 

measure 

Comorbidity 

measure 
Covariates analysis 

MCC/ 

Frailty 

coexistence? 

Nguyen 
et al. [8] 

2019 USA 7,197 

community-

dwelling older 
adults 

(>65yrs) 

Prospective 

four-year 

mortality 

incidence rate 

phenotype 
model  

five 

multimorbidity 

patterns 

age and sex 

investigating the 

change in the 
impact of frailty 

on the outcomes 

through different 

multimorbidity 

patterns 

Yes 

Ritt et 
al. [9] 

2017 Germany 307 

geriatric 

wards 

(>65yrs) 

Prospective 
one-year 
mortality  

CFS, FI, 
FRAIL 

CIRS-G and 

Comorbidity-D-

FI 

age and gender 

compare the 
prognostic effect 

of frailty, 

comorbidity, and 
disability,  

No 

Hanlon 
et al. 

[10] 

2018 UK 493,737 
UK bionak 

(37-73yrs) 
Prospective 

seven-year all-

cause mortality 

phenotype 

model  

five groups of 

multimorbidity 

categorized by 

count (0 to 4+)  

age and sex, 

multimorbidity 
count, 

socioeconomic 

deprivation, body-

mass index, 

smoking status, 

and alcohol use 

adjustment for 

comorbidity, 
subgroup analysis 

for testing the 

interactive effects 

Yes 

Serina et 

al. [11] 
2020 USA 7,304 

ED patients 

(>65yrs) 
Retrospective 

Hospital 
admission at 

the time of ED 

visit; ED return 
visit within 9 

days; 

readmission 
within 30 days 

of ED visit 

CFS - No confounder 

Unadjusted model 

for determining 
the impact of 

frailty on the 

outcome 

No 
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Table S2. Patient characteristics in terms of stratified groups 

 

Risk 

Groups 

Group 1 

(ECI<2, 

HFRS≤14) 

Group 2 

(ECI<2, 

HFRS>14) 

Group 3 

(ECI2, 

HFRS≤14) 

Group 4 

(ECI2, 

HFRS>14) 

Overall 

Characteristics 219,057 (62%) 13,497 (3.8%) 105,321 (29.8%) 15,231 (4.3%) 353,106 (100%) 

Age, mean (SD) 79.1 (7.9) 80.4 (7.4) 76.8 (7.9) 77.5 (7.7) 78.3 (7.9) 

Sex      

Male 84,989 (39%) 5,240 (39%) 47,792 (45%) 6,701 (44%) 144,722 (41%) 

Female 134,068 (61%) 8,257 (61%) 57,529 (55%) 8,530 (56%) 208,384 (59%) 

Residency      

Rural 27,316 (12%) 889 (6.6%) 10,815 (10%) 928 (7%) 39,948 (11.4%) 

Urban 191,741 (88%) 12,608(93.4%) 94,506 (90%) 14,303 (93%) 313,158 (88.6%) 

Discharge destination      

home 20,589 (9%) 608 (4.5 %) 10,549 (10%) 703 (4.6%) 32,449 (9%) 

Non-home 198,468 (91%) 12,889 (95.5%) 94,772 (90%) 14,528 (95.4%) 320,657 (91%) 

Material deprivation      

Quintile 1(least) 32,613 (15%) 2,380 (17.6%) 14,782 (14.2%) 2,388 (15.7%) 52,163 (14.8%) 

Quintile 2 37,438 (17.3%) 2,342(17.4%) 17,140 (16.3%) 2,482 (16.3%) 59,402 (16.8%) 

Quintile 3 42,634 (19.4%) 2,421 (17.9%) 19,679 (18.7%) 2,821 (18.5%) 67,555 (19.2%) 

Quintile 4 47,126 (21.5%) 2,857 (21.3%) 22,404 (21.3%) 3,130 (20.6%) 75,517 (21.4%) 

Quintile 5(most) 56,288 (25.6%) 3,327 (24.6%) 29,847 (28.3%) 4,225 (27.7%) 93,687 (26.6%) 

Residential instability      

Quintile 1(least) 19,562 (9%) 1,271 (9.4%) 10,607 (10%) 1,633 (10.7%) 33,073 (9.4%) 

Quintile 2 29,975 (13.7%) 1,814(13.4%) 14,666 (13.9%) 2,075 (13.6%) 48,530 (13.8%) 

Quintile 3 39,798 (18.1%) 2,239 (16.6%) 18,228 (17.3%) 2,505 (16.4%) 62,770 (17.8%) 

Quintile 4 48,684 (22.2%) 2,881 (21.4%) 23,170 (22%) 3,186 (20.9%) 77,921 (22.1%) 

Quintile 5(most) 78,080 (35.8%) 5,122 (38.0%) 37,181 (35.6%) 5,647 (37.2%) 126,030 (35.7%) 

Ethnic concentration      

Quintile 1(least) 50,313 (22.9%) 2,217 (16.5%) 21,266 (20.1%) 2,334 (15.3%) 76,130 (21.6%) 

Quintile 2 46,945 (21.3%) 2,369 (17.6%) 20,611 (19.6%) 2,499 (16.5%) 72,424 (20.5%) 

Quintile 3 43,276 (19.8%) 2,744 (20.3%) 20,192 (19.2%) 2,973 (19.5%) 69,185 (19.6%) 

Quintile 4 39,510 (18.3%) 3,093 (22.9%) 20,050 (19.3%) 3,491 (22.9%) 66,144 (18.7%) 

Quintile 5(most) 36,055 (16.7%) 2,904 (21.5%) 21,733 (20.6%) 3,749 (24.6%) 64,441 (18.4%) 

Dependency      

Quintile 1(least) 21,397 (9.8%) 1,497 (11.1%) 12,131 (11.7%) 2,004 (13.2%) 37,029 (10.5%) 

Quintile 2 29,083 (13.4%) 2,013 (14.9%) 15,035 (14.4%) 2,343 (15.4%) 48,474 (13.8%) 

Quintile 3 35,226 (16.1%) 2,171 (16.1%) 17,770 (16.9%) 2,599 (17.1%) 57,766 (16.4%) 

Quintile 4 44,616 (20.3%) 2,618 (19.4%) 21,487 (20.3%) 2,916 (19.1%) 71,637 (20.3%) 

Quintile 5(most) 85,777 (39.2%) 5,028 (37.3%) 37,429 (35.5%) 5,184 (34.0%) 133,418 (37.8%) 

HFRS  

Mean (SD)  

Median  

Range  

IQR 

 

5.30 (3.28) 

4.6  

(0-14)  

(2.4-7.5) 

 

17.5 (3.1) 

16.5  

(14-37)  

(15.1-18.9) 

 

6.5 (3.4)  

6.1  

(0-14)  

(3.7-9.1) 

 

17.9 (3.5) 

16.9  

(14-41)  

(15.3-19) 

 

6.7 (4.7) 

5.5 

(0-41) 

(3-9.1) 

ECI 

Mean (SD) 

Median 

Range 

IQR 

 

0.44 (0.49) 

0  

(0-1)  

(0-1) 

 

0.57 (0.49) 

1 

(0-1) 

(0-1) 

 

2.8 (1.02) 

2  

(2-12)  

(2-3) 

 

3.2 (1.3) 

3 

(2-11) 

(2-4) 

 

1.24 (1.3) 

1 

(0-12) 

(0-2) 

ALCW  

Mean (SD)  

Median  

Range  

IQR 

 

13.63 (27.8) 

7 

(1-1406) 

(3-14) 

 

27.3 (49.3) 

13 

(1-1400)  

(6-29) 

 

16.4 (30.1) 

8 

(1-805)  

(4-17) 

 

32.4 (58) 

15 

(1-1385) 

(7-34) 

 

15.8 (31.7) 

7 

(1-1406) 

(3-16) 
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Table S3. Common ICD10 codes between ECI and HFRS 

 

  

ICD-10 

Category 

HFRS§ ECI† Common 

A A41, A04, A09 A52 - 

B B96, B95 B18, B20–B22, B24 - 

C - C81–C85, C88, C96, C90, C77–C80, C00–C26, C30–C34, 

C37–C41, C43, C45–C58, C60–C76, C97 

- 

D D64 D65–D68, D69, D50, D51–D53 - 

E E87, E86, E53, E16, E55, 

E05, E83 

E10, E11, E12, E13, E14, E00–E03, E89, E66, E40–E46, 
E22, E86, E87, E52 

E86, E87 

F F00, F05, F03, F01, F10, 

F32 

F10, F11–F16, F18, F19, F20, F22–F25, F28, F29, F30, 

F31, F20, F31, F32, F33, F34, F41, F43 

F10, F32 

G G81, G30, G20, G40, G31, 

G45 

G04, G11, G80, G81, G82, G83, G10–G13, G20– G22, 

G25, G31, G32, G35–G37, G40, G41, G93, G62 

G81, G20, G40, 

G31 

H H54, H91 - - 

I I69, I67, I95, I63 I09, I11, I12, I13, I25, I42, I43, I50, I44, I45, I47–I49, I05–

I08, I09, I34–I39, I26, I27, I28, I70, I71, I73, I77, I79, I10, 

I15, I85, I86, I98 

- 

J J96, J18, J69, J22 J40–J47, J60–J67, J68, J70 - 

K K59, K26, K92, K52 K55, K70, K71, K72– K74, K76, K25, K26, K27, K28, 

K29, K70 

K26  

L L03, L89, L97, L08 L94  - 

M M25, M19, M81, M79, M41, 

M80, M48, M15 

M05, M06, M08, M12, M30, M31, M32–M35, M45, M46 - 

N N39, N17, N19, N18, N28, 

N20 

N18, N19, N25 N18, N19 

Q - Q23 - 

R R29, R31, R41, R26, R56, 

R40, R54, R55, R44, R94, 

R33, R69, R32, R45, R47, 

R02, R63, R13, R00, R79, 

R11, R50 

R00, R47, R56, R63, R64 R47, R56, R63 

S S00, S06, S42, S80, S22, 

S72, S32, S09, S01, S51 

- - 

T T83 T82, T51 - 

U U80 - - 

W W19, W18, W06, W10, W01 - - 

X X59 - - 

Y Y95, Y84 - - 

Z Z50, Z75, Z60, Z22, Z87, 

Z74, Z93, Z99, Z73, Z91 

Z45, Z95, Z49, Z99, Z94, Z50, Z71, Z72, Z72 Z50, Z99 

†The first three characters of all ICD-10 codes used in ECI. 
§The first three characters of all ICD-10 codes used in HFRS. 

Note: ECI=Elixhauser Comorbidity Index, HFRS=hospital frailty risk score.  
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Table S4. Frequency of ECI Items Among Risk Groups 

Table S5.  Comparing models based on various forms of interaction between frailty and comorbidity 
Models§ AIC 

Model with Linear Interaction   

 HFRS  ECI  477745.3 

Model with Curvilinear Interaction  

 B-Spline Basis (HFRS  ECI)  478450.6 

 Natural splines (HFRS  ECI)  478521.6 

 Orthogonal polynomial splines (HFRS  ECI) 478450.6 
§The degree of the piecewise polynomial=3 for all models 

Notes:  ECI=Elixhauser Comorbidity Index, HFRS=hospital frailty risk score  

 Both ECI and HFRS are continuous variables 

ECI Item Group 1 

(ECI<2, 

HFRS≤14) 

Group 2 

(ECI<2, 

HFRS>14) 

Group 3 

(ECI2, 

HFRS≤14) 

Group 4 

(ECI2, 

HFRS>14) 

 219,057 (62%) 13,497 (3.8%) 105,321 (29.8%) 15,231 (4.3%) 

Chronic heart failure 29,369 1,771 14,078 2,018 

Cardiac arrhythmia 39,417 2,394 19,151 2,727 

Valvular disease 6,115 377 2,885 396 

Pulmonary circulation disorders 4,639 262 2,166 327 

Peripheral vascular disorders 7,333 434 3,428 500 

Uncomplicated hypertension 62,404 3,808 30,038 4,303 

Paralysis 6,658 423 3,148 482 

Other neurological disorders 15,094 923 7,358 1,074 

Chronic pulmonary disease 23,559 1,389 11,145 1,705 

Uncomplicated diabetes 13,196 842 6,382 880 

Complicated diabetes 33,815 2,133 16,366 2,333 

Hypothyroidism 6,622 412 3,195 469 

Renal failure 15,784 958 7,505 1,087 

Liver disease 3,120 219 1,562 218 

Peptic ulcer disease excluding 

bleeding 

1,091 59 491 62 

AIDS/HIV 25 <6† 13 <6† 

Lymphoma 2,054 131 939 144 

Metastatic cancer 6,410 423 3,052 478 

Solid tumor without metastasis 8,375 510 4,067 527 

Rheumatoid arthritis / Collagen 

vascular disease 

3,294 209 1,505 218 

Coagulopathy 4,772 305 2,291 344 

Obesity 2,796 163 1,325 187 

Weight loss 10,927 704 5,326 783 

Fluid and electrolyte disorders 35,011 2,179 16,772 2,415 

Blood loss anemia 995 74 495 56 

Deficiency anemia 5,056 271 2,474 385 

Alcohol abuse 4,836 337 2,402 374 

Drug abuse 766 51 387 56 

Psychoses 2,153 133 1,033 137 

Depression 10,633 657 5,044 737 
†The real values cannot be revealed because of the agreement protocol 
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This table summarizes results regarding the fit of various logistic regression models containing 

various forms of interactions (including linear or curvilinear) between frailty and multimorbidity 

indices (using their continuous version), adjusted for the potential covariates. The models are 

compared in terms of AIC measure, which evaluates the goodness of fit. We used simple 

orthogonal polynomial splines, B-splines, and natural splines to implement the curvilinear 

interaction between frailty and comorbidity scores [12].  

Table S6. Results of adjusted model stratified by short-moderate and long waiters to discharge 

 

  

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED 

Readmission 

Mortality 

Long Waiters†    

   Group 2: MCC: No, Frailty: High 0.91 (0.69-1.13) 1.09 (0.96-1.21) 1.12 (0.83-1.41) 

   Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.19 (1.07-1.31) 1.40 (1.33-1.47) 1.50 (1.33-1.66) 

   Group 4: MCC: Yes, Frailty: High 1.39 (1.22-1.57) 1.60 (1.50-1.70) 1.67 (1.44-1.90) 

Short-Moderate Waiters§    

   Group 2: MCC: No, Frailty: High 1.01 (0.91-1.10) 1.22 (1.16-1.27) 1.04 (0.90-1.17) 

   Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.20 (1.16-1.24) 1.34 (1.31-1.36) 1.75 (1.70-1.80) 

   Group 4: MCC: Yes, Frailty: High 1.23 (1.14-1.32) 1.45 (1.40-1.50) 1.89 (1.78-1.99) 

Original Study (short-moderate & long 

waiters) 

   

   Group 2: MCC: No, Frailty: High 0.99 (0.91-1.06) 1.19 (1.14-1.23) 1.05 (0.95-1.15) 

   Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.20 (1.17-1.23) 1.34 (1.33-1.36) 1.73 (1.69-1.77) 

   Group 4: MCC: Yes, Frailty: High 1.26 (1.20-1.33) 1.48 (1.44-1.52) 1.83 (1.75-1.91) 
†ALCW < Q3+1.5×IQR 
§ALCW > Q3+1.5×IQR 

Notes: ED= Emergency Department, MCC= Multiple Chronic Condition, ALCW: Alternate Level of Care Wait Time 
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APPENDIX C Finding optimal cutoff point for the HFRS dichotomization  

The original study by Gilbert and colleagues categorized HFRS as low risk, L, (<5), moderate risk, 

M, (5–15), and high risk, H, (>15) [13]. Therefore, the cut-off points for the three categories of 

HFRS are 5 and 15. In this study, however, we opted to use a dichotomous version of HFRS, 

particularly for the ease of interpretations and interaction analysis. To impose minimal changes to 

the original categories (hence, the cut-off points) and maintain their order (i.e., the original L–M–

H order), our dichotomization procedure boiled down into deciding whether the M category must 

be collapsed on the L category (hence, the resulting dichotomy of LM (low-to-moderate risk) vs. 

H (high risk)) or on the H category (hence, the resulting dichotomy of L (low risk) vs. MH 

(moderate-to-high risk)). This translates into choosing the cut-off point between 5 or 15. Our 

approach, therefore, optimizes two criteria simultaneously: interpretability and discriminatory 

power of the cut-off point. To this end, first, we examined how well the two cut-off options perform 

in terms of separating the resulting groups in terms of the outcomes using logistic regression. In 

doing so, we utilized the outcome-based stratification approach for finding the best optimal cut-

point proposed by Williams  [14]. We modified the approach for our categorical outcome. This 

algorithm is most appropriate when a threshold value already exists, as in our case. The modified 

approach consists of the following steps: 

1) We defined a multinomial logistic regression with a dichotomous frailty score as the main 

variable for each candidate cut-off point. 

2) We applied the bootstrapping procedure with 100 iterations to have approximately 

unbiased estimates of the effect sizes (i.e., relative risk ratio) and p-values. 

3) We assigned a total score to each candidate cut-off point based on the corresponding p-

value and the effect size for each bootstrap iteration. If the candidate cut-off point achieves 
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the largest effect size and lowest p-value, it is considered as the winner cut-off point. If 

none of the candidate cut-off points dominate others in terms of two criteria (i.e., the effect 

size and p-value), we assign zero and report no winner. 

4) We ranked the candidates for each outcome (i.e., direct readmission, ED readmission, and 

death) based on their probability of domination (i.e., how many times the candidate beat 

its competitors). 

5) We selected the candidate with the highest domination probability, averaged for the 

outcomes. 

Our findings for the stage of the analysis reveal that the two groups of patients can be better 

separated by the cut-off point of 15 (Table S7).  

Table S7. Comparing models by sensitivity on the cut-off points of HFRS (5 vs. 15) 

Cut-off Point Direct 

Readmission 

ED 

Readmission 

Death Average 

Score 

5 90% 0.0% 1.9% 31% 

15 10% 100.0% 98.1% 69% 

Winner    15 

Note: In this analysis, the non-dominated scenarios were removed during iterations 

Second, we conducted a sensitivity analysis to assess whether slight changes around the winner 

cut-off (i.e., 15) would perform better. We have developed multiple multinomial logistic 

regressions by changing the cut-off points from 13 to 17, i.e., two points greater and lower than 

15, and repeated the algorithm. The results of the comparisons in terms of the total score are 

presented in Table S8, characterizing that the cut-off point of 14 yields better results. 

Table S8. The results of sensitivity analysis on the cut-off points of HFRS (15 vs. 13, 14, 16,17) 
Cutoff Point Direct 

Readmission 

ED 

Readmission 

Death Average 

Score 

13 0.0% 0.0% 0.0% 0.0% 

14 26.9% 100% 52.8% 59.9% 

15 7.7% 0.0% 0.0% 2.6% 

16 0.0% 0.0% 47.2% 15.7% 

17 65.4% 0.0% 0.0% 21.8% 

Winner    14 
Note: In this analysis, the non-dominated scenarios were removed during iterations 
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APPENDIX D NUMERICAL DETAILS OF THE FIGURES 

Table S9. Numerical details of Fig. 2 

 

Table S10. Numerical details of Fig. 3-a 

 

  

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED† 

Readmission 

Mortality 

Group 2: MCC§: No, Frailty: High 0.99 (0.91-1.07) 1.19 (1.15-1.23) 1.05 (0.95-1.15) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.21 (1.18-1.23) 1.34 (1.32-1.36) 1.74 (1.70-1.77) 

Group 4: MCC: Yes, Frailty: High 1.26 (1.19-1.33) 1.48 (1.44-1.52) 1.83 (1.75-1.91) 

Sex (Female vs. Male) 0.83 (0.81-0.86) 0.89 (0.87-0.90) 0.72 (0.69-0.76) 

Discharge destination (non-home vs. home) 1.72 (1.66-1.78) 0.71 (0.68-0.74) 1.15 (1.09-1.22) 

Residency (Rural vs. Urban) 1.66 (1.62-1.70) 1.07 (1.04-1.09) 1.21 (1.15-1.27) 

ALCW‡ (>14d vs. ≤14d) 0.90 (0.87-0.93) 1.05 (1.03-1.07) 0.95 (0.91-0.99) 

Ethnic Concentration_Quartile2 0.97 (0.93-1.01) 1.01 (0.98-1.04) 1.02 (0.97-1.08) 

Ethnic Concentration_Quartile3 0.89 (0.85-0.93) 1.05 (1.02-1.07) 0.99 (0.94-1.05) 

Ethnic Concentration_Quartile4 0.72 (0.68-0.77) 1.06 (1.03-1.09) 1.02 (0.97-1.08) 

Ethnic Concentration_Quartile5 0.65 (0.61-0.70) 1.11 (1.09-1.14) 1.09 (1.02-1.14) 
†ED: Emergency Department 
§MCC: Multiple Chronic Condition 
‡ALCW: Alternate Level of Care Wait Time 

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED† 

Readmission 

Mortality 

Group 2: MCC§: No, Frailty: High 1.03 (0.92-1.14) 1.25 (1.18-1.32) 1.10 (0.95-1.25) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.22 (1.18-1.26) 1.28 (1.25-1.31) 1.58 (1.53-1.63) 

Group 4: MCC: Yes, Frailty: High 1.31 (1.21-1.41) 1.44 (1.38-1.50) 1.69 (1.58-1.80) 

Discharge destination (non-home vs. home) 1.68 (1.59-1.77) 0.72 (0.68-0.76) 1.08 (0.99-1.17) 

Residency (Rural vs. Urban) 1.64 (1.59-1.69) 1.02 (0.98-1.06) 1.15 (1.06-1.24) 

ALCW‡ (>14d vs. ≤14d) 0.89 (0.84-0.94) 1.03 (1.01-1.05) 0.90 (0.85-0.95) 

Ethnic Concentration_Quartile2 0.95 (0.89-1.01) 1.03 (0.99-1.07) 1.03 (0.95-1.11) 

Ethnic Concentration_Quartile3 0.89 (0.83-0.95) 1.07 (1.03-1.11) 0.98 (0.89-1.06) 

Ethnic Concentration_Quartile4 0.73 (0.66-0.79) 1.09 (1.05-1.13) 0.99 (0.90-1.07) 

Ethnic Concentration_Quartile5 0.66 (0.59-0.73) 1.14 (1.09-1.19) 1.10 (1.02-1.19) 
†ED: Emergency Department 
§MCC: Multiple Chronic Condition 
‡ALCW: Alternate Level of Care Wait Time 
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Table S11. Numerical details of Fig. 3-b 

 

 

Table S12. Numerical details of Fig. 4 

 

  

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED† 

Readmission 

Mortality 

Group 2: MCC§: No, Frailty: High 0.96 (0.86-1.06) 1.15 (1.09-1.21) 1.01 (0.87-1.15) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.18 (1.14-1.22) 1.40 (1.37-1.43) 1.90 (1.85-1.95) 

Group 4: MCC: Yes, Frailty: High 1.23 (1.13-1.33) 1.51 (1.46-1.56) 1.97 (1.86-2.08) 

Discharge destination (non-home vs. home) 1.76 (1.68-1.83) 0.70 (0.66-0.74) 1.24 (1.14-1.33) 

Residency (Rural vs. Urban) 1.67 (1.62-1.73) 1.11 (1.07-1.15) 1.27 (1.19-1.35) 

ALCW‡ (>14d vs. ≤14d) 0.91 (0.87-0.95) 1.05 (1.02-1.07) 1.00 (0.96-1.03) 

Ethnic Concentration_Quartile2 0.99 (0.94-1.03) 1.00 (0.96-1.03) 1.02 (0.94-1.09) 

Ethnic Concentration_Quartile3 0.88 (0.827-0.94) 1.02 (0.99-1.06) 1.01 (0.93-1.09) 

Ethnic Concentration_Quartile4 0.72 (0.66-0.77) 1.03 (0.99-1.07) 1.06 (0.98-1.14) 

Ethnic Concentration_Quartile5 0.65 (0.58-0.71) 1.09 (1.06-1.13) 1.07 (0.98-1.15) 
†ED: Emergency Department 
§MCC: Multiple Chronic Condition 
‡ALCW: Alternate Level of Care Wait Time 

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED† 

Readmission 

Mortality 

7-days    

Group 2: MCC§: No, Frailty: High 0.75 (0.61-0.89) 1.20 (1.34-1.27) 1.16 (0.90-1.42) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.08 (1.03-1.13) 1.28 (1.26-1.30) 1.69 (1.59-1.79) 

Group 4: MCC: Yes, Frailty: High 1.00 (0.88-1.12) 1.42 (1.37-1.48) 1.75 (1.55-1.96) 

30-days    

Group 2: MCC§: No, Frailty: High 0.99 (0.91-1.06) 1.19 (1.14-1.23) 1.05 (0.95-1.15) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.20 (1.17-1.23) 1.34 (1.33-1.36) 1.73 (1.69-1.77) 

Group 4: MCC: Yes, Frailty: High 1.26 (1.20-1.33) 1.48 (1.44-1.52) 1.83 (1.75-1.91) 

90-days    

Group 2: MCC§: No, Frailty: High 0.63 (0.54-0.72) 1.18 (1.15-1.22) 1.15 (1.08-1.22) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.25 (1.22-1.28) 1.40 (1.38-1.41) 1.79 (1.77-1.82) 

Group 4: MCC: Yes, Frailty: High 1.11 (1.04-1.18) 1.56 (1.52-1.58) 1.83 (1.78-1.90) 

180-days    

Group 2: MCC§: No, Frailty: High 0.61 (0.53-0.69) 1.17 (1.14-1.20) 1.16 (1.10-1.22) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.27 (1.25-1.30) 1.41 (1.40-1.43) 1.81 (1.78-1.83) 

Group 4: MCC: Yes, Frailty: High 1.11 (1.05-1.18) 1.57 (1.54-1.60) 1.89 (1.84-1.94) 

270-days    

Group 2: MCC§: No, Frailty: High 0.60 (0.53-0.68) 1.17 (1.14-1.20) 1.18 (1.12-1.23) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.28 (1.26-1.31) 1.42 (1.41-1.43) 1.81 (1.79-1.83) 

Group 4: MCC: Yes, Frailty: High 1.14 (1.08-1.20) 1.58 (1.55-1.62) 1.91 (1.86-1.96) 

365-days    

Group 2: MCC§: No, Frailty: High 0.61 (0.54-0.68) 1.19 (1.16-1.23) 1.22 (1.17-1.28) 

Group 3: MCC: Yes, Frailty: Low-to-Moderate 1.30 (1.27-1.32) 1.44 (1.43-1.45) 1.82 (1.81-1.86) 

Group 4: MCC: Yes, Frailty: High 1.18 (1.12-1.24) 1.62 (1.59-1.65) 1.94 (1.89-1.99) 
†ED= Emergency Department 
§MCC: Multiple Chronic Condition 
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Table S13. Numerical details of Fig. S2 

Table S14. Numerical details of Fig. S3 

 

  

Relative Risk Ratio (95% Confidence Interval) 

Outcome Direct 

Readmission 

ED† 

Readmission 

Mortality 

Original Model:    

    Non-home (Alternate care) 1.72 (1.66-1.78) 0.71 (0.68-0.73) 1.15 (1.08-1.22) 

§Sensitivity Model:    

    Home with support 0.66 (0.59-0.73) 1.13 (1.10-1.16) 1.35 (1.28-1.42) 

    Community or Long-term care 2.19 (2.13-2.25) 0.53 (0.51-0.56) 1.07 (1.01-1.14) 
†ED: Emergency Department 
§Definition of discharge destination changed from the dichotomous indicator to a three-level indicator (Reference is home 

with self-care for both models) 

Relative Risk Ratio (95% Confidence Interval)  

Outcome Direct 

Readmission 

(Original 

analysis) 

ED† 

Readmission 

(Original 

analysis) 

Readmission 

(combined) 

ED 

Readmission 

(Excluding 

direct) 

Group 2: MCC§: No, Frailty: High 0.99 (0.91-1.06) 1.19 (1.14-1.23) 1.19 (1.15-1.23) 1.19 (1.14-1.23) 

Group 3: MCC: Yes, Frailty: Low-

to-Moderate 

1.20 (1.17-1.23) 1.34 (1.32-1.36) 1.34 (1.33-1.36) 1.34 (1.32-1.36) 

Group 4: MCC: Yes, Frailty: High 1.26 (1.20-1.33) 1.48 (1.44-1.52) 1.48 (1.45-1.51) 1.48 (1.44-1.52) 
†ED: Emergency Department 
§MCC: Multiple Chronic Condition 
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APPENDIX E R-CODE FOR CALCULATIONS OF HFRS  

### Load Library  

library(tidyverse) 

### Upload Data  

HFRS_ICD <- read.csv(“HFRS_ICD.csv”) 

HFRS_Point <- read.csv(“HFRS_Point.csv”) 

df=read.csv(“DAD.csv”) 

### Filter Data  

Comorbid_data <- df %>% select (id, days_to_admdate, dx10code1: dx10code25) %>% 

mutate (visitID = paste (id, days_to_admdate, sep="_")) 

### Calculate the HFRS 

# n: number of HFRS ICD   

for (i in 1: n) { 

 id_ls <- Comorbid_data %>% filter_at (vars (dx10code1: dx10code25),   

 any_vars(substr (.,1,3) == HFRS_ICD [i])) %>% 

 select (id, visitID, dx10code1: dx10code25) %>%. $visitID 

 var_name <- as. character (HFRS_ICD [i])  

Comorbid_data<-Comorbid_data %>% mutate (!!var_name: =ifelse (visitID %in% 

id_ls,1,0)) 

} 

HFRS_score= as.matrix(Comorbid_data %>% select  

(HFRS_ICD [1]: HFRS_ICD [n]))%*% as.matrix (HFRS_Point) 
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Preface 

The third article in this dissertation, entitled “A Data-Driven Approach to Address Care 

Fragmentation Among Older Adults: Prediction, Decision-Making, and Fairness Considerations,” 

is targeted for submission to the Production and Operations Management (POM) journal.  In this 

research, S. Ghazalbash and M. Zargoush have made substantial contributions to the concept, 

research design, and problem formulation. Overseen by M. Zargoush, data analytics were 

conducted by S. Ghazalbash, who also drafted the initial version of the manuscript. All authors 

contributed to interpreting the results and revised the manuscript for intellectual content. V. Verter 

provided critical feedback and helped shape the research. S. Guilcher and K. Kuluski provided 

insights regarding the clinical and policy implications of the results. M. Zargoush oversaw the 

entire study. 
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Abstract 

A disruption in the continuity of care (COC), which refers to Care fragmentation (CF), is a major 

source of healthcare systems’ inefficiency and occurs when care is spread over different providers. 

This challenge becomes more problematic among older patients as they are often medically 

complex with multifaceted needs and require transfer across multiple care settings, hence, the need 

for efficient care coordination. One of the key aspects of CF is fragmented readmission—that is, 

readmission to a hospital different from the initial hospital. One strategy for reducing fragmented 

readmission is predicting CF and imposing targeted interventions on patients with a high risk of 

CF. Despite the availability of large data and exponential advances in computational power, 

existing studies have not thoroughly investigated the predictive–prescriptive approach to provide 

actionable insights regarding fragmented readmission. This is mainly due to challenges with using 

machine learning (ML) predictions for clinical decision-making, including i) the complexity of 

explicitly incorporating predictive information for decision-making and b) concerns with the 

fairness implications of such a decision-making paradigm. This study proposes a data-driven 

predictive–prescriptive analytics framework that leverages ML using massive, longitudinal data to 

derive optimal CF intervention policies while addressing disparities in decision-making. We 

construct predictive ML-based models and estimate personalized costs utilizing one million 

observations collected over 13 years in Ontario, Canada’s largest province. To examine the real-

world implications of the ML-based strategy on cost and fairness, we apply the proposed 

framework to seven preventive interventions currently used in clinical practice. The framework in 

this study outperforms non-targeted implementation of the existing clinical strategies and provides 

actionable insights into managing CF. It also mitigates discriminatory decisions and offers 

significant financial savings compared to existing clinical strategies. In Ontario, implementing the 
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existing programs based on the proposed ML-based decision-making framework (as opposed to 

the random strategy) leads to less cost, contributing to potential $3.6 million to $5.2 million 

savings per year for 100,000 patients. Our proposed decision-making paradigm supports decision-

making and resource planning toward a targeted allocation at the systems level and informs actions 

that affect patient-centered care transitions at the service level. It can also facilitate shared 

decision-making among aging people, their families, and care providers. 

Keywords: Care fragmentation; machine learning; fairness; older adults; non-index readmission; 

continuity of care, predictive–prescriptive analytics.   
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1. Introduction and Motivation 

A disruption in the continuity of care (COC), which refers to care fragmentation (CF), is one of 

the main causes of the healthcare system’s inefficiency as it compromises care coordination among 

providers. It leads to increased healthcare costs (Rosenberg and Zulman 2020) and reduced quality 

of care (Hirji et al. 2020). CF also contributes to patient dissatisfaction and the progression of 

patient comorbidities (Hirji et al. 2020; Juo et al. 2019a). CF becomes more serious among older 

patients, who are often medically complex with multiple chronic conditions and geriatric 

syndromes. Therefore, they need to visit various care providers and transfer across multiple care 

settings, requiring efficient core coordination (Brooke 2020). Consequently, maintaining COC is 

a priority for clinicians and policymakers and an indicator of the quality of care, particularly for 

older patients (Barker et al. 2017; Hirji et al. 2020).  

One of the critical aspects of COC is uninterrupted patient visits with the same provider (Saultz 

2003), such as readmission to the same hospital (Haggerty et al. 2003). This COC aspect is 

important because hospitals are more likely to have shared data (physical and electronic) and 

administration systems to facilitate sharing patient critical information, such as admission, medical 

history, complications, progress notes, diagnostic test results, and in‐hospital interventions. 

Therefore, maintaining interaction with the same hospital during the care journey is associated 

with greater formal and informal informational continuity across providers and improved quality 

of care (McAlister et al. 2017; Senot 2019). Information sharing among care providers facilitates 

collaborative care implementation and shared decision-making by interdisciplinary teams, 

resulting in safe clinical practice and better health outcomes, particularly among older patients 

with medically complex needs  (Burm et al. 2019). On this note, fragmented hospital readmission 

refers to readmission to a non-index hospital, i.e., a hospital different from the initial one.  
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Fragmented readmission is a prevalent global issue affecting many healthcare systems, particularly 

in North America (Kaltenborn et al. 2021; McAlister et al. 2017). For example, in the United 

States, nearly one-third of Medicare beneficiaries are readmitted to a different care setting in a 1-

year period (Kaltenborn et al. 2021). Recent studies have demonstrated the negative impact of 

fragmented readmission on post-discharge outcomes, including mortality and readmission, for a 

variety of patient populations, such as surgical (Juo et al. 2019a), orthotopic liver transplantation 

(Kothari et al. 2017), traumatic injury (Passman et al. 2020), emergency general surgery (McCrum 

et al. 2020), cardiac surgery (Hirji et al. 2020), and complex cancer surgery populations (Brauer 

et al. 2021). Fragmented readmission also imposes substantial financial burdens. The reported 

average cost difference between fragmented and nonfragmented readmissions ranges from $270 

to $22,000 per patient (Snow et al. 2020). 

One strategy for reducing fragmented readmission is to predict the occurrence of this event among 

patients and impose targeted interventions on those at a higher risk of fragmented readmission 

(Agha et al. 2019; Hirji et al. 2020). Given the exponential advances in data collection, data 

storage, and computational power over the past decade, using machine learning (ML) to solve 

problems in an informed, evidence-based fashion has gained great appeal (Chekroud et al. 2021). 

In health care, ML applications are also becoming popular (Doupe et al. 2019) because of their 

premise of predicting health outcomes with greater accuracy than traditional statistical methods 

(Chekroud et al. 2021). However, the existing literature has not thoroughly investigated ML 

approaches to provide actionable insights into the issue of fragmented readmission due to the 

challenges with using ML for targeted interventions and clinical decision-making, as discussed 

below.  
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First, the main premise of most ML-based studies is mainly predictive analytics—that is, ensuring 

high predictive performance. However, these approaches are less clear about how the predictions 

can be explicitly utilized for prescriptive analytics—that is, optimal decision-making—or their real 

benefits and practical insights in terms of financial cost savings, resource allocations, and patient 

quality of life (Morse et al. 2020; Teo et al. 2021). In the context of CF, the challenge is to identify 

patients for targeted preventive interventions (to minimize their risk of CF) and do this optimally 

in a resource (e.g., budget)-constrained environment while maintaining patient quality of care. In 

the current clinical practice and devoid of such predictive information, the common approaches 

include ad hoc strategies, such as “random strategy” or its extreme cases (“treating all,” “treating 

none”), which are prone to sub-optimality. Considering the numerous promising interventions for 

preventing fragmented readmission, one key decision is the optimal choice of targeted 

interventions, given their implementation cost and effectiveness. Utilizing ML predictive 

information to identify patients at risk for fragmented readmission and explicitly considering the 

cost implications of ML-based targeted interventions can be an innovative, evidence-based, and 

practical solution to the above challenge. 

Another challenge with ML-based decision-making is controlling bias toward protected groups 

(e.g., women, people of color, or patients of low socioeconomic status) and the resulting inequities. 

Such bias can lead to potential delays in providing the necessary care or treatment to these sensitive 

groups, resulting in lower quality of care (Ghassemi and Nsoesie 2022; Seyyed-Kalantari et al. 

2021). To protect sensitive groups of people, anti-discrimination laws have been established in 

many countries, such as the United States (Fu et al. 2021), Croatia, Germany, Poland, Slovenia 

(Bielińska et al. 2022), and Canada (Hassen et al. 2021). These laws are particularly related to the 

provision of healthcare services. In addition, Healthy People 2020 has emphasized “achieving 
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health equity” and “eliminating disparities” in its mission (Rajkomar et al. 2018). The potential of 

automated ML-based systems to make equitable decisions in healthcare has inspired significant 

research efforts (MIT News 2021; Seyyed-Kalantari et al. 2021). However, the assumption that 

decisions made by automated models are always fair may not be correct. Although using ML-

based models could revolutionize health care and medicine by improving the process, care, and 

ultimately health outcomes, they could also replicate the existing social bias and consequential 

harm. This fear has slowed down ML applications for clinical decision-making (Richardson 2022). 

Recent studies have highlighted the potential algorithmic bias that may produce discriminatory 

outcomes, exacerbating inequities among protected groups (Fu et al. 2021; Ghassemi and Nsoesie 

2022). Specifically, healthcare data are subject to bias stemming from clinical data collection or 

measurement devices and inherent human bias in diagnosis or treatment (Ghassemi and Nsoesie 

2022). Data are not uniformly distributed between protected and regular groups. Certain 

socioeconomic groups, such as black patients, minority groups, or female patients, are usually 

underrepresented in healthcare data because of biological or nonbiological variation (Kallus et al. 

2022; Rajkomar et al. 2018; Wiens et al. 2019). ML algorithms trained on such biased data can 

perpetuate (or even magnify) the healthcare disparities already present in the data or produce new 

ones if left unchecked, potentially leading to discriminatory decisions about patient’s access to 

care and raising ethical concerns (Ferrer et al. 2021; Rajkomar et al. 2018). A successful design 

and implementation of ML-based decision-making require addressing fairness concerns 

(Richardson 2022). By targeting fairness as a central consideration in the model design, 

deployment, and evaluation, one could potentially steer ML-based decision-making toward fair 

behavior and ensure equities (Rajkomar et al. 2018).  

To address these gaps, this study aims to accomplish the following: 
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(i) Developing a competitive ML-based prediction model to identify patients at risk of 

fragmented readmission.  

(ii) Developing a decision-analytics framework and intuitive optimal policies to illustrate 

how ML predictions can be used for targeted interventions in real clinical practices via 

extensive comparison with random intervention strategies. 

(iii) Examining the fairness implications of the developed ML-based decision-making 

framework to ensure parity among protected groups.  

Contributions. Our study contributes to the broader COC literature and ML-based healthcare 

decision-making in the following ways. First, we utilize a rich set of longitudinal data collected 

over a decade with approximately one million unique observations to develop ML-based predictive 

models for CF. Aside from its rich breadth and depth, a unique feature of our data is that they 

include hospitalization costs at the patient visit level, allowing us to estimate personalized data-

driven hospital expenses and the resulting personalized optimal policies. To the best of our 

knowledge, this is among a few studies in the Operations Research/Management Science (OR/MS) 

domain to utilize data-driven cost estimations for clinical decision-making. The data were 

collected from more than 18 acute care facilities, and hence, they can address the available 

challenges of limited generalizability. Second, we incorporate these data to develop competitive 

prediction models that address two challenges of the existing ML-based predictive studies, as 

discussed above, i.e., a) the need for fair decisions about underserved patients negatively 

influenced by algorithmic bias (Fu et al. 2020) and b) a lack of cost-based decision analytics 

framework to evaluate the clinical impact of utilizing ML predictions on healthcare decision-

making (Teo et al. 2021). Although each of these challenges has been investigated separately in 

the current literature, our study aims to overcome both challenges simultaneously to provide more 
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robust, practical, and holistic insights. Our data-driven optimization framework yields the optimal 

range of intervention costs in which an ML-based strategy can provide financial benefits compared 

to the current strategies. Third, from a more practical standpoint, we provide a clinical decision-

making framework that assists both service- and system-level decision-makers. At the service 

level, the framework suggests an optimal screening policy for targeting patients at a high risk of 

CF while balancing the tradeoff between the cost of wrong screening (due to ML false predictions) 

and potential cost savings related to the current random strategies. At the system level, it assists 

policymakers in selecting optimal preventive interventions, given the available budget as well as 

intervention costs and effectiveness for varying degrees of risk aversion. Moreover, our 

recommendations can be tailored to patient attributes, providing a personalized recommendation 

framework. Fourth, to our knowledge, we are the first to provide a decision-making framework 

that addresses fairness in both the predictive and prescriptive senses. To this end, we combine the 

notion of algorithmic bias with a need-based resource allocation philosophy to characterize fair 

decisions. Finally, we contribute to aging research in light of its paucity in the OR/MS domain 

despite the growing population of older adults globally and the enormous cost implications of this 

population shift, which further necessitates optimal management of care, informed decision-

making, and evidence-based policymaking for older adults. In Canada, around 50% of hospital 

expenditures are attributed to older adults, although this group represents only 14% of the 

Canadian population (Fox et al. 2013). Overall, this research lies at the intersection of analytics, 

healthcare management, and aging research. 
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2. Related Works 

This study contributes to the COC and aging literature on the context side and ML-based 

predictive-prescriptive analytics and fair decision-making on the methodology side. Our review of 

related works focuses on the healthcare OR/MS literature after 2015. 

Continuity of Care. COC is a multidimensional concept with two core notions: ‘continuous caring 

relationship’ and ‘seamless service’ (Gulliford et al. 2006; Lotz 2019). According to the Canadian 

Health Services Research Foundation, three types of COC can be defined—namely, informational 

continuity, relational continuity, and managerial continuity, which depend on the type and setting 

of care (Haggerty et al. 2003). Most studies focused on relational continuity⎯which refers to the 

ongoing relationship between patients and care providers⎯ and have investigated its impact on 

patient outcomes and service utilization (Kajaria-Montag et al. 2021). Ahuja et al. (2019) showed 

that glycemic variability partially mediates the relationship between relational COC and system 

utilization metrics, whereas COC lowers glycemic variability through increased medication 

adherence. A follow-up study examined how diabetic patients’ care continuity with their primary 

care physicians improves their health outcomes, such as length of stay (LOS), and 30-day 

readmission (Ahuja et al. 2020). They found a curvilinear relationship between relational COC 

and health outcomes, but on average, increasing COC was associated with improved outcomes 

across patients. Queenan et al. (2019) found that using technology-enabled relational COC, 

including telemonitoring and periodic telephone calls, and its interaction with patient engagement 

in care decisions reduce hospital readmissions. They also investigated how ML predictions of 

patient engagement can inform care providers about patients’ needs and improve their COC. In a 

seminal study, Senot (2019) differentiated between relational and informational COC and defined 

a COC model that seeks to integrate care episodes at the individual-provider level (i.e., continuity 
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of referring provider), the accountable care organization (i.e., networks of providers) and across 

providers (i.e., continuity of physical location). The latter refers to the extent to which the episodes 

of care are situated in a single physical location, such as the same hospital or the same clinic, to 

improve care integration via common physical, electronic, and managerial systems. The study 

investigated how the integration of care episodes relates to the risk of readmission among patients 

with heart failure. It found that three care continuity mechanisms—that is, the individual referring 

provider, continuity of physical location, and continuity of accountable care organization—are 

associated with a significantly lower risk of patient readmission.  

Our study focuses on the continuity of physical locations, which can promote the information. 

Unlike the above studies that measure the COC using the existing indices to investigate its 

association with outcomes, our study aims to predict the fragmentation of continued care in terms 

of physical location—namely, readmission to any non-index hospital). We capitalize on these 

predictions to design optimal preventive strategies, save healthcare costs, and assess their fairness.  

Aging Research. Existing OR/MS studies have advanced aging research from different 

perspectives. Kong et al. (2022) investigated how the degree of standardization across service 

chains in different operational dimensions (i.e., customer mix, service offering, and service 

delivery) affects nursing home performance outcomes (e.g., financial performance, clinical 

outcome, and resident welfare). Mohliver and Ody-Brasier (2022) examined the association 

between organizational religious affiliation and violations of care standards in nursing homes. Jin 

et al. (2022) studied how a Medicare reimbursement rule affects elderly patients’ discharge to a 

skilled nursing facility (SNF), leading to the overuse of SNFs and subsequent hospital readmission. 

Lu et al. (2021) proposed a theoretical model to assess the association between public-private 

payers’ competition and service quality (measured as the 30-day rate of falls) in US nursing homes. 
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Focusing on elderly patients, Zychlinski et al. (2020) have formulated joint modeling of the 

hospital-geriatric institution to address bed allocation in geriatric wards by optimizing the number 

of geriatric beds while minimizing the costs associated with bed operations. Finally, Lu and Lu 

(2017) investigated how mandatory overtime laws for nurses affect the quality of care services at 

nursing homes. In contrast to these studies, which focused either on the predictive or prescriptive 

aspect of analytics, we developed a predictive–prescriptive framework that aims to improve older 

adults’ care. Moreover, to our knowledge, none of the previous studies addressed the problem of 

CF among the older population, nor did they investigate the value of optimal ML-based strategies 

for preventive interventions compared to existing clinical practices.  

ML-Based Decision Making in Healthcare. Studies using ML methodologies in healthcare 

OR/MS can be categorized into problems at the patient, clinic/hospital, and policy levels (Mišić 

and Perakis 2020). Regarding patient-level problems, Bertsimas et al. (2016) used predictive 

information to formulate an optimization model to identify the optimal chemotherapy regimens 

for gastric cancer. Bastani and Bayati (2020) developed a data-driven decision-making algorithm 

based on LASSO (least absolute shrinkage and selection operator) estimator to learn an optimal 

dosing strategy for warfarin prescriptions based on patients’ clinical and genetic features. The 

developed predictive–prescriptive model outperforms the benchmark policy used in practice. 

Furthermore, Merdan et al. (2017) proposed a data analytics method to facilitate decision-making 

by urologists to optimally detect metastatic prostate cancer. Their model significantly reduced both 

false and missed metastatic imaging. Bjarnadottir et al. (2018) proposed a web-based decision 

support system that assists physicians with decisions about colorectal cancer treatments based on 

the ML-predicted patients’ survival.  
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Regarding the clinic/hospital-level problems, Ang et al. (2016) proposed a model to predict wait 

time until starting treatment for low-acuity patients during emergency department (ED) triage. The 

model helps decision-makers choose the patients who will benefit from expedited treatment. 

Bertsimas et al. (2021) developed ML-based models to predict several aspects of patient flow, 

including short-term discharge volumes, long-stay patients, discharge disposition, and intensive 

care needs, to inform daily bed placement decisions. Furthermore, Samorani et al. (2021) proposed 

an appointment scheduling model that optimally assigns appointment requests based on the 

predicted probabilities of the patients’ risk-of-show while minimizing schedule cost and racial 

disparity. Regarding policy-level problems, Kamalzadeh et al. (2021) proposed a screening 

strategy that involves combining predictive analytics for predicting risk of diabetes, hidden 

Markov to generate transition and emission rates, and the Markov decision process to derive 

optimal screening decisions. Their developed optimal policies outperformed the existing ad-hoc 

approach used in clinical practice.  

We contribute to this stream of literature by developing a data-driven predictive–prescriptive 

analytics framework that leverages big data and ML to derive optimal intervention policies for 

preventing CF while addressing disparities in the decision-making process. To this end, we use 

ML with electronic health records of around one million inpatient visit observations to predict the 

individualized risk of CF. We then use this information to design optimal preventive strategies for 

patients at high risk of fragmented readmission. Our decision-making framework optimally trades 

off the cost of false/missed screening and the potential savings compared with the common clinical 

practice. It then identifies the optimal range of intervention costs through which the ML strategy 

is optimal.  
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Fair Decision-making. Algorithmic fairness has received considerable attention in different 

contexts, such as fair pricing/price fairness (Chen et al. 2022; Cohen et al. 2022), mortgage lending 

(Bartlett et al. 2022), recidivism prediction instruments (Chouldechova 2017), the criminal justice 

system (Corbett-Davies et al. 2017), decision making in firms and institutions (Fu et al. 2021), and 

healthcare (Kallus et al. 2022). These studies provide frameworks for assessing discrimination in 

decision-making under various fairness constraints. Earlier studies have also highlighted concerns 

about potential algorithmic bias raised by ML-based decision-making tools. In response, a growing 

body of literature has developed “fair” ML algorithms that attempt to mitigate discriminatory 

outcomes against protected groups. Shimao et al. 2021, 2022 defined a new notion of fairness in 

algorithmic bias⎯ called “strategic best-response fair”⎯ that address both disparity in the 

prediction results and disparity in the behavior of prediction subjects. Fu et al. 2021 also featured 

the importance of considering the strategic behavior of subjects in the context of fair ML. They 

provided a framework to compare the effect of two well-known interpretations of 

discrimination⎯that is, treatment disparity and impact disparity⎯ on the firm’s profit and the 

defaulters when considering the firm’s strategic role in algorithmic decision-making. Kallus et al. 

2022 studied the fairness of algorithmic decisions⎯defined as demographic parity and 

classification parity⎯ from the perspective of data combination when some protected attributes 

are unobserved in the data. They applied their approach in the real case studies of lending and 

healthcare. Seyyed-Kalantari et al. 2021 examined false positive rate parity in chest X-ray 

classification models produced using computer vision techniques. They investigated the 

algorithmic bias for both subgroups and intersectional groups⎯that is, patients’ membership to 

more than one under-deserved group ⎯and concluded that algorithmic bias among protected 

groups interacts with each other. Qi et al. 2021 developed a new approach⎯ inspired by ML 
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fairness metrics in AI applications⎯to measure disparities in randomized clinical trials (RCTs). 

They assessed the representativeness of subjects in RCTs and identified under-represented 

subgroups that contribute to different enrollment rates in RCTs, hence health inequity. 

Most studies in this stream have investigated technical and practical aspects of algorithmic bias in 

a predictive sense. However, we provided a framework that addresses the issue of disparities 

among protected groups from both predictive and prescriptive views. Although we resembled the 

common fairness definitions in the fair ML literature, we combined the notions with a need-based 

resource allocation philosophy to characterize fair decisions in the context of CF.  

3. Materials and Methods 

3.1. Proposed Methodology 

Figure 1 summarizes the whole predictive-prescriptive framework. After data preparation (i.e., 

transformation, missing data imputation, and resampling) in Step 1, we empirically investigated 

the negative impacts of fragmented readmission. To this end, we used multinomial logistic 

regression to assess the association between fragmented readmission and three outcomes, i.e., 

resource utilization, LOS, and death following readmission (Step 2). The details of this analysis 

are summarized in Appendix A. To initiate the predictive analytics, hyperparameters were tuned 

for each ML algorithm to identify the best prediction algorithm (Step 3). A stacked generalization 

approach was also used to develop an ensemble model based on multiple ML algorithms. Further, 

we evaluated the performance of the best models on the test set (details in Section 4.2). Next, we 

obtained the Pareto optimal set and plotted the Pareto front line to compare the constructed 

predictive models on multiple performance measures and identify the nondominated predictive 

model choice (details in Appendix C3). This analysis shows the best achievable tradeoff between 

various measures of model performance. We developed the ML-based decision analysis in Step 4, 
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where we conducted a comprehensive cost evaluation to determine the economic benefits of ML-

based decision-making (details in Section 4.3). Finally, in Step 5, we evaluated algorithmic 

fairness to ensure nondiscriminatory decision-making (details in Section 4.4). 

 

Figure 1. The methodological framework used in this study 

3.2. Data Sources 

We carried out a retrospective cohort study of individuals aged 65 and older in Ontario, Canada’s 

largest province, between April 2004 and March 2016. Two databases housed in the Institute for 

Clinical Evaluative Sciences (IC/ES) were used to create the study data. The Discharge Abstract 

Database (DAD) provides information on patients’ health status and use of health services. The 

patients’ sociodemographic characteristics were extracted using the Registered Persons Database 

(RPDB). The initial dataset contained 6,039,054 observations from 1,741,830 patients. For the 

predictive analytics, we excluded patients with the following characteristics: (i) patients who died 

during the index hospital visits, as there was no risk of readmission for them; (ii) patients who 
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were transferred to another acute care hospital; (iii) patients who left the hospital against medical 

advice; (iv) patients who had planned readmission; and (v) patients who did not return from a pass, 

as they did not fit our definition of unplanned readmission. A total of 3,748,775 observations were 

found eligible to be included in this study. We further restricted our cohort to include only patients 

with at least one readmission within 30 days of discharge, yielding 953,818 unique observations 

for model development. Appendix D displays the data eligibility flow diagram in our study. This 

study was approved by the ethical board of the Hamilton Integrated Research Ethics Board 

(HiREB) in Ontario. 

3.3. Data Descriptions and Preparation 

Candidate predictor selection was guided by prior work and data availability. Predictor variables 

included the following: (i) patient demographics (age, gender), (ii) socioeconomic status 

(marginalization and rural/urban residency), (iii) clinical variables (multimorbidity burden, frailty 

burden, the most common primary diagnosis for hospitalization, main patient services, and the 

most common interventions), and (iv) administrative variables (hospital LOS, mode of 

readmission, discharge disposition [routine vs. other], admission to special care unit [SCU], SCU 

LOS, hospitalization history indicator, and patients with delayed discharge indicator).  

Marginalization was measured using the Ontario Marginalization Index (Matheson and Van Ingen 

2016), which considers material deprivation, residential instability, ethnic concentration, and 

dependency. These items are measured on a quantile scale from Q1 to Q5, where Q5 represents 

the most severe level of marginalization. The multimorbidity burden was measured using two 

common comorbidity indices—namely, the Charlson–Deyo Comorbidity Index (CDCI; Deyo et 

al. 1992) and the Elixhauser Comorbidity Index (ECI; Elixhauser et al. 1998). In addition, the 

frailty burden was measured using the Hospital Frailty Risk Score (HFRS; Gilbert et al. 2018). 
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Two alternative comorbidity indices were also assessed based on Quan’s adaptations of the CDCI 

(Quan et al. 2011) and Van Walraven’s adaptation of the ECI (van Walraven et al. 2010). The 

most common primary diagnosis for hospitalization was assessed using the International Statistical 

Classification of Diseases and Related Health Problems, 10th Revision (ICD-10) codes. Acute 

myocardial infarction, heart failure, pneumonia, chronic obstructive pulmonary disease (COPD), 

osteoarthritis of the knee, and urinary system disorders were the top primary diagnoses, referring 

to patients’ most resource-intensive conditions. Since recent studies have demonstrated that sepsis 

is one of the top causes of readmission, we also identified patients with sepsis (Lawson et al. 2021). 

The most frequent patient services were general medicine, cardiology, respirology, general 

surgery, orthopedic surgery, and urology. The 14 flagged interventions—the high-cost 

interventions proposed by the Canadian Institute for Health Information (CIHI)—were the use of 

a feeding tube; parenteral nutrition; chemotherapy; radiotherapy; use of a vascular access device; 

dialysis; cardioversion; cell saver; paracentesis; pleurocentesis; tracheostomy; invasive ventilation 

(greater than 96 hours vs. less than 96 hours); heart resuscitation. We also considered the most 

common interventions assessed by the comprehensive ambulatory classification system, including 

percutaneous transluminal coronary vessel intervention, joint replacement, prostate resection and 

biopsy, lower urinary tract intervention, and interventions not generally ambulatory. 

The hospital LOS was separated by alternate level of care (ALC) wait time and acute LOS. The 

ALC wait time captures the number of days a discharge was delayed after a patient is medically 

ready for discharge. The mode of readmission is defined as readmission via ED or direct 

readmission to the hospital (e.g., from a clinic, doctor’s office, or day surgery). The medical 

intensive care nursing unit, surgical intensive care nursing unit, combined medical/surgical 

intensive care nursing unit, coronary intensive care nursing unit medical, step-down medical unit, 
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and step-down surgical unit were the most common types of special care units that patients are 

admitted to during hospitalization. Finally, the hospitalization history was defined based on the 

occurrence of at least one acute hospitalization 90 days prior to admission. The outcome was non-

index unplanned readmission (i.e., fragmented readmission), defined as readmission within 30 

days to a different hospital from the one at which the previous admission occurred (Hirji et al. 

2020).  

The possibility of multicollinearity was examined through the predictors’ variance inflation factor. 

Missing values for categorical variables were imputed from the mode—that is, the most probable 

known value (Maimon and Rokach 2005). Regarding data transformation, we constructed 

comorbidity indices using the “icd” package in R (version 3.6). We discretized the age variable 

into two intervals using the binning method, with intervals of ≤79 and 80. The discharge 

destination was dichotomized based on whether the patient was discharged home with self-care or 

to other destinations (e.g., home with support, long-term care, rehabilitation). 

3.4. Predictive Analytics: Building and Evaluating ML algorithms 

For an extensive evaluation of the ML predictive performance, we developed seven predictive 

models using the classification and regression tree (CART), random forest (RF), extreme gradient 

boosting (XGB), logistic regression (LR), naïve Bayes (NB), adaptive boosting (ADA), and a 

stacked generalization learner (Stacked Ensemble) approaches under the same data 

structure/preparation, model training, and assessment procedures. The stacked generalization is an 

ensemble model that blends multiple submodels (RF, XGB, and ADA in our study) to predict the 

outcome. Then, a meta-learner (LR in our study) took the outputs from sub-models to learn how 

much weight each model’s predictions should receive to make a better output prediction 

(Chatzimparmpas et al. 2020). We specifically used tree-based ML algorithms as they have 
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performed well in clinical and administrative practice, such as early identification of 

hospitalization (De Hond et al. 2021), prediction of patients at risk of stroke at emergency 

department triage (Sung et al. 2021), and predicting triage level (Jiang et al. 2021). They do not 

require statistical assumptions such as the absence of multicollinearity, they are simple and robust 

to outliers, and can capture complex non-linear relationships (De Hond et al. 2021; Fernandes et 

al. 2021; Song et al. 2021; Suresh et al. 2020). Some studies have also shown that LR can perform 

as well as ML algorithms in predicting acute kidney injury (Song et al. 2021) or patient mortality 

(Cowling et al. 2021). Therefore, we considered this algorithm, too. All models were trained and 

evaluated using R 3.6.0 and package “mlr3”. 

For predictive performance assessment, the dataset was randomly divided into a training set (60%), 

a validation (tuning) set (30%), and a test set (10%) to train and evaluate the ML algorithms. All 

models were evaluated using a fivefold cross-validated area under the curve (AUC) to determine 

the optimal hyperparameter values and avoid overfitting. To optimally tune the hyperparameters 

of the ML algorithms, we used the grid search algorithm. We also reported the true-positive rate 

(sensitivity/recall), true negative rate (specificity), positive predictive value (PPV; precision), F1 

measure, and accuracy. We handled the challenge with imbalanced distributions of outcome 

classes by data resampling techniques, including down- and up-sampling, during the training. To 

balance class distribution, undersampling removes instances with the majority class, whereas 

oversampling replicates some instances with the minority class (Fotouhi et al. 2019; Leevy et al. 

2018). We also assessed the calibration of the predictive models. The calibration curve evaluates 

how well the predicted probabilities agree with the observed probabilities (Van Calster et al. 2018).  
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For each algorithm, we defined a combination profile for hyperparameter values. Then, we 

evaluated the performance of ML algorithms under each profile using the fivefold cross-validated 

AUC and selected the one yielding the highest value. 

3.5. Decision Analysis 

After characterizing the best predictive algorithm, we developed a decision analytics model to 

answer the following two questions:  

1) Under which conditions should we use ML? 

2) What is the extent of the ML cost savings? 

To this end, we conducted an economic evaluation regarding the cost saving of ML 

implementation, i.e., implementing interventions based on the ML predictions (we refer to this as 

ML-based strategy) compared with the random strategy⎯selecting patients randomly. In practice, 

healthcare decision-makers may randomly assign an intervention to a group of patients (Suresh 

2011; Cummings et al. 2022). To incorporate this, we consider random strategies by changing the 

implementation randomization, denoted by 𝑟, from 0% to 100%. There are also two extreme 

strategies sometimes used in practice, namely, implementing interventions on everyone, assuming 

that all patients are positive cases (we refer to this as “treat-all” strategy), and implementing 

interventions on no one, assuming that all patients are negative cases (we refer to this as “treat-

none” or “do-nothing” strategy) (Vickers and Elkin 2006). These two extreme implementation 

strategies are special cases of the random strategy; namely, 𝑟 = 0% represents the “treat-none” 

strategy, and 𝑟 = 100% represents the “treat-all” strategy.  

To this end, we calculated the four possible classification results of our predictive algorithms—

that is, true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN). These 
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classification results are a direct function of the probability threshold 𝑃𝑡 (0 ≤ 𝑃𝑡  ≤ 1) above which 

the algorithm classifies the case as positive (i.e., fragmented readmission); otherwise, the case is 

classified as negative (i.e., nonfragmented readmission). Note that 𝑃𝑡  can also be seen as the 

probability/risk threshold above which the decision-maker (here, the healthcare manager or 

policymaker) would select a patient for intervention; hence it represents the decision-maker's risk 

attitude. Accordingly, a low 𝑃𝑡  means the decision-maker is risk-averse because he/she triggers the 

intervention at a low threshold, and a high 𝑃𝑡 proxies a risk-loving decision-maker (Vickers et al. 

2019). Because of the technical and practical implications of this threshold, we evaluated the above 

four classification results under a full range of 𝑃𝑡. After calculating the total cost of implementing 

each strategy at each threshold 𝑃𝑡 , we chose the one yielding minimum cost. Finally, to gain 

broader decision-making insights, we performed extensive analyses wrt key factors, such as the 

effectiveness rate of interventions ( 𝑒 ), predictive performance, event (i.e., fragmented and 

nonfragmented readmission) costs, and event rate.  

Estimations of Personalized Cost. Our decision analysis aimed to estimate the optimal range of 

intervention costs over which each intervention strategy is optimal. To this end, we first estimated 

the patient-level costs of fragmented and nonfragmented readmission from data. These costs 

include patient-level expenses incurred during hospitalization, which are computed based on the 

patient’s intensity of service utilization and acuity (Tran et al. 2020). Accordingly, each patient 

visit in the data is assigned a resource intensity weight (RIW) score characterizing an average level 

of hospital resources (consisting of administration, staff, supplies, technology, and equipment) 

utilized by the patient during each hospitalization (Wodchis et al. 2013). We applied the Case Mix 

Group Plus approach to estimate the personalized costs (Wodchis et al. 2013). In doing so, a year-

specific 𝑅𝐼𝑊 was used to account for the historical changes in resource utilization costs (e.g., 
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internal practices, technology, and labor). Then, we estimated the patient-specific costs for all 

patient visits using the corresponding year-specific cost per weighted case (CPWC), reflecting the 

average cost incurred for a standard hospitalization, i.e., 𝑅𝐼𝑊 =  1.0 (Gupta et al. 2021; Wodchis 

et al. 2013). Finally, all costs were adjusted for inflation based on 2020 Canadian dollars (CAD) 

using the appropriate Consumer Price Index (Bank of Canada 2021).  

Cost Calculations. To estimate the population-based costs of fragmented and nonfragmented 

readmission, we averaged the hospitalization costs for all patients readmitted to non-index and 

index hospitals, respectively, as follows:  

𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 =
1

𝑛1
∑ ∑ (𝑅𝐼𝑊𝑖𝑦

𝑁𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑
× 𝐶𝑃𝑊𝐶𝑦)2017

𝑦=2004
𝑛1
𝑖∈𝑁𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 ,  (1) 

𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 =
1

𝑛2
∑ ∑ (𝑅𝐼𝑊𝑖𝑦

𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑
× 𝐶𝑃𝑊𝐶𝑦),2017

𝑦=2004
𝑛2
𝑖 ∈ 𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑   (2) 

where 𝑅𝐼𝑊𝑖𝑦
𝑁𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑

 is the 𝑅𝐼𝑊 for patient 𝑖 at year 𝑦 if readmitted to an index hospital, 

𝑅𝐼𝑊𝑖𝑦
𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑

 is the 𝑅𝐼𝑊  for patient 𝑖  at year 𝑦  if readmitted to a non-index hospital, and 

𝐶𝑃𝑊𝐶𝑦  is the year-specific cost per weighted case. For personalized analyses, the above 

calculations were stratified on the patient groups of interest. The details of cost calculations for 

different strategies are available in Appendix E1. 

The total expected cost of each intervention strategy is the sum of the intervention expenses for 𝑛 

patients and the expected costs of readmissions (both fragmented and nonfragmented) after the 

intervention. Therefore, the expected total cost of the random intervention strategy depends on the 

cost of the intervention (applied to 𝑟% of patients), the total cost of the fragmented readmission 

(incurred because the intervention did not work), and the total cost of nonfragmented readmission. 

The expected total cost of the “random intervention” strategy can be calculated as follows: 
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𝑇𝐶𝑟𝑎𝑛𝑑𝑜𝑚 = 𝐶𝐼 (𝑛𝑟) + 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑛2 − 𝑛2𝑟 . 𝑒) + 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑛1 + 𝑛2𝑟 . 𝑒),  (3) 

where 𝐶𝐼  is the intervention cost; 𝑒 refers to the intervention effectiveness rate—that is, how 

effective the intervention is in avoiding fragmented readmission (0 ≤ 𝑒 ≤ 1)— 𝑛𝑟 refers to the total 

number of randomly selected samples; 𝑛2 and 𝑛2𝑟 are, respectively, the number of patients with 

fragmented readmission estimated from the total data and 𝑟% randomly selected sample. 

The expected total cost of the ML-based intervention strategy is the total cost of the intervention 

applied only to those who were predicted as “positive cases” by ML (i.e., TP+FP), plus the total 

costs of fragmented readmissions (incurred because the intervention did not work) and the total 

cost of nonfragmented readmission. In this strategy, even if the intervention is 100% effective, we 

still have a cost of fragmented readmission because of ML prediction errors. Please note that the 

fragmented readmission cost for this strategy also depends on the number of FN cases—that is, 

those who were falsely predicted negative by ML and hence, have no opportunity to receive the 

intervention. The expected total cost of the ML-based intervention strategy can be calculated as 

follows: 

𝑇𝐶𝑀𝐿 = 𝐶𝐼(𝑇𝑃 + 𝐹𝑃) + 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑇𝑃(1 − 𝑒) + 𝐹𝑁) + 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑇𝑃. 𝑒 + 𝐹𝑃 + 𝑇𝑁). (4) 

Absolute and Relative Cost Savings. The expected absolute cost savings of the ML-based 

strategy can be calculated as follows: 

Δ𝑟𝑎𝑛𝑑𝑜𝑚=𝑇𝐶𝑟𝑎𝑛𝑑𝑜𝑚 − 𝑇𝐶𝑀𝐿,       (5) 

where Δ𝑟𝑎𝑛𝑑𝑜𝑚 reflects total cost savings from utilizing the ML-based strategy compared with the 

“random intervention” strategy. To convert the dollar value into a percentage of cost saving, the 

relative cost savings can be calculated as follows: 
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𝛿𝑟𝑎𝑛𝑑𝑜𝑚 =
𝑇𝐶𝑟𝑎𝑛𝑑𝑜𝑚−𝑇𝐶𝑀𝐿

𝑇𝐶𝑟𝑎𝑛𝑑𝑜𝑚
× 100.          (6)   

Intervention Cost Optimization. For our decision analysis, we take that intervention cost is an 

exogenous variable and identify the range of intervention costs over which each intervention 

strategy is optimal. The optimal value of intervention cost can be calculated by equating the 

associated absolute cost-saving functions with zero, as follows: 

𝐶𝐼∗ =
(((1−𝑒)𝑇𝑃+𝐹𝑁)−𝑛2+𝑒.𝑛2𝑟)�̅�𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑+((𝑇𝑃.𝑒+𝐹𝑃+𝑇𝑁)−(𝑛1+𝑛2𝑟.𝑒)) �̅�𝑁𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑

𝑛𝑟−(𝑇𝑃+𝐹𝑃)
  (7) 

For richer insights, we conducted extensive analyses regarding the optimal range of intervention 

costs wrt important factors, including probability threshold (𝑃𝑡), intervention effectiveness rate 

(𝑒), ML’s predictive performance, and the costs of fragmented and nonfragmented readmission.  

3.6. Fairness Analysis 

Existing approaches to algorithmic fairness typically follow a two-step process. First, a formal 

notion/definition of fairness is defined; then, a decision rule is developed to satisfy this measure 

(Corbett-Davies et al. 2017). In the last few years, more than 20 different notions of fairness have 

been proposed for algorithmic problems (Verma and Rubin 2018). These notions are classified in 

terms of two doctrines of fairness, namely, ‘treatment parity’ and ‘impact parity,’ which aim to 

address different causes of non-discriminatory decisions (Fu et al. 2021). Whereas treatment parity 

involves treating equal people equally regardless of their membership in a protected class (i.e., 

equality), impact parity addresses outcome parity, and it reflects an idea of equal “opportunity” to 

access a benefit for eligible people (i.e., outcome equality/equity) (Fu et al. 2020, 2021). Most 

literature on algorithmic fairness has focused on its statistical definitions. They approximate parity 

in terms of some model performance measures (e.g., positive classification rate or statistical parity, 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

133 

 

FP rate [FPR] and FN rate [FNR] or equalized odds, PPV or predictive parity, etc.) against or in 

favor of protected attributes (e.g., race/ethnicity, sex, income, etc.) (Chouldechova and Roth 2018).  

There are several statistical definitions of fairness, which can be categorized into three groups: (i) 

definitions based on predicted outcomes, (ii) definitions based on predicted and actual outcomes, 

and (iii) definitions based on predicted probabilities and actual outcomes (see Verma and Rubin 

2018). Our study considered “statistical parity” from the first category, “predictive parity,” 

“predictive equality,” “equal opportunity,” “accuracy parity,” “FNR parity,” “FPR parity,” 

“negative predictive value (NPV) parity,” and “receiver operating characteristic (ROC) AUC 

parity” from the second category; and “calibration” from the last category as the main fairness 

concerns because of their higher prevalence in the context of healthcare and their potentially 

harmful impact on patients if left unresolved. These measures ensure certain perspectives of impact 

parity and are widely discussed and used in the literature (Fu et al. 2020). We also considered a 

newly developed comprehensive measure from the second category⎯ that is, Matthews 

correlation coefficient comparison (MCC) parity (Chicco et al. 2021; Verma and Rubin 2018). 

MCC summarizes both positive and negative cases with the same weight of importance into a 

single informative metric. A high value of MCC means that the predictive model correctly 

predicted most of the positive and negative cases, and most of these positive and negative 

predictions are correct (Chicco et al. 2021; Chicco and Jurman 2020). For fairness analysis, we 

used the “fairness” package in R 3.6.0. The definitions and formulas for each notion are 

summarized in Appendix F (Table F1). 

While we focused on the “impact parity” for the ML-based strategy, the random strategy ensures 

“treatment parity” because each patient has an equal chance of receiving the intervention 
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(Cummings et al. 2022; Suresh 2011). Random assignment prevents selection bias by distributing 

the patients’ characteristics (Akobeng 2005); however, this may contribute to inequitable and 

avoidable differences in population health outcomes (Qi et al. 2021). Consequently, to provide 

insights into the effect of these two major theories of fairness on decision-making, we compared 

our ML-based strategy with the random strategy. Our analysis considered sex, marginality 

(ethnicity), and residency type (rural/urban) as the three legally recognized protected groups.  

It is not the case that we cannot do anything about bias. To mitigate or remove algorithmic bias, 

the three following main approaches can be taken: (i) preprocessing (transforming the imbalance 

data of the protected groups), (ii) intermediate processing (model improvement during training, 

such as adding fairness constraints while ML training), and (iii) postprocessing (adjusting final 

prediction results, e.g., group-specific threshold setting) (Fu et al. 2020; Rajkomar et al. 2018). We 

corrected algorithmic bias by processing the final prediction results rather than changing the ML 

design and raw data. Most postprocessing approaches involve setting a group-specific threshold 

and assigning different decision thresholds for the protected and nonprotected groups as 

corrections for disparate impact (Fu et al. 2021). For example, for the sake of “equal opportunity” 

among sexes, one can set two different decision thresholds (𝑃𝑡) for women and men such that the 

fraction of protected members (i.e., women) and nonprotected members (i.e., men) that qualify for 

receiving preventive intervention is the same (Hardt et al. 2016). Although this technique is simple 

and intuitive (Fu et al. 2021), multiple thresholds would be required to satisfy any notion of fairness 

(e.g., predictive parity, predictive equality, equal opportunity, and equalized odds) because 

choosing one threshold could satisfy one definition but lead to an unfair solution for the others. 

However, policymakers would prefer to decide according to one decision rule (Corbett-Davies et 

al. 2017). 
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4. Results 

4.1. Descriptive Results 

Descriptive analyses were performed for the nonfragmented (NF) versus fragmented (F) 

readmissions. The results of the summary statistics are provided in Table B1 (Appendix B). The 

study included a total of 953,818 observations of patients aged 65–102 readmitted within 30 days. 

Among them, 61% were readmitted to the index hospital, and 39% were readmitted to the non-

index hospital. In the analytic cohort, the mean age (standard deviation) of the patients was 75.1 

(7.6) years; 29.5% were older than 80 years, and 51.5% were female. Patients experiencing a 

fragmented readmission—that is, patients readmitted to a non-index hospital—were more likely 

to reside in rural areas than those with nonfragmented readmission (F: 28.29% vs. NF: 15.84%, p 

< 0.0001); more likely to have a routine discharge to home (F: 71.98% vs. NF: 51.43%, p < 

0.0001); more often admitted with a primary diagnosis of acute myocardial infarction (F: 10.02% 

vs. NF: 3.25%, p < 0.0001); and less often admitted with a respiratory disease, such as pneumonia 

(F: 1.70% vs. NF: 3.09%, p < 0.0001) and COPD (F: 2.93% vs. NF: 8.03%, p < 0.0001) in their 

index admission. The top causes for readmission to a non-index hospital were angina pectoris, 

chronic ischemic heart disease, acute myocardial infarction, fracture of the femur, and 

convalescence following surgery, whereas the prevalent causes of readmission to an index hospital 

were COPD, urinary tract infection, complications after surgery, and intestinal obstruction. In 

addition, patients whose readmission was fragmented were more likely to visit a special care unit 

during hospitalization (F: 28.14% vs. NF: 13.91%, p < 0.0001), with a LOS of up to 3 days (F: 

12.58% vs. NF: 6.71%, p < 0.0001). Overall, 7.9% of patients died in the hospital after their 30-

day readmission. The average resource intensity weights, representing readmission charges, were 

also higher among the fragmented readmission group than its nonfragmented counterpart (F: 2.68 
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vs. NF: 1.95, p < 0.0001). Regarding the average readmission LOS, statistically significant 

differences were seen for nonfragmented versus fragmented readmission groups (F: 10.67 vs. NF: 

11.33, p < 0.0001). The results of the association analysis (Appendix A) also showed that the 

fragmented readmission was strongly associated with an increase in both resource utilization 

outcomes ( Odds Ratio (OR)
LOS

30d
 = 1.12, 95% Confidence Interval (CI) = 1.11–1.13, p-value 

<0.001; ORRIW
30d  = 1.42, 95% CI = 1.40–1.44, p < 0.001), but not with increased in-hospital 

mortality following readmission (ORmortality
30d  = 0.98, 95% CI = 0.96–1.00, p = 0.007). 

4.2. ML Predictive Performance 

 

Table 1 presents various predictive performance measures that were examined on the test set for 

all utilized ML algorithms, along with different resampling approaches.  

Table 1. Out-of-sample ML predictive performance with different resampling approaches 

Algorithm Resampling  

technique 

AUC Recall/ 

Sensitivity 

Specificity Precision F1 Accuracy 

 

NB 

None 0.68 0.46 0.78 0.70 0.74 0.66 

Up-sample 0.68 0.51 0.76 0.71 0.74 0.66 

Down-sample 0.68 0.51 0.76 0.71 0.74 0.66 

 

LR 

None 0.73 0.48 0.86 0.72 0.79 0.71 

Up-sample 0.73 0.68 0.67 0.77 0.72 0.68 

Down-sample 0.73 0.68 0.67 0.77 0.72 0.67 

 

CART 

None 0.73 0.48 0.87 0.73 0.79 0.72 

Up-sample 0.73 0.63 0.75 0.76 0.75 0.70 

Down-sample 0.73 0.61 0.75 0.76 0.77 0.70 

 

XGB 

 

None 0.75 0.49 0.88 0.73 0.80 0.73 

Up-sample 0.74 0.62 0.75 0.76 0.75 0.70 

Down-sample 0.75 0.61 0.77 0.76 0.76 0.71 

 

RF 

 

None 0.75 0.49 0.88 0.73 0.80 0.73 

Up-sample 0.75 0.62 0.77 0.76 0.76 0.71 

Down-sample 0.75 0.63 0.75 0.77 0.77 0.70 

 None 0.75 0.50 0.86 0.73 0.80 0.73 

ADA Up-sample 0.75 0.65 0.72 0.77 0.74 0.69 

 Down-sample 0.75 0.65 0.72 0.77 0.74 0.69 

Stacked 

Ensemble§ 

None 0.75 0.49 0.87 0.73 0.80 0.73 

Up-sample 0.74 0.59 0.78 0.75 0.77 0.71 

Down-sample 0.75 0.64 0.74 0.77 0.75 0.70 
Note: The boldfaced numbers indicate the highest value of a predictive performance indicator 
§ The base learners are XGB, RF, ADA, and the super learner is LR 
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These results indicate very good prediction generalization without overfitting the unseen data. 

Table C1 (Appendix C) presents the estimated predictive performance measures for 5-fold cross-

validation of the ML algorithms to predict fragmented readmission. The details of hyperparameter 

tuning are available in Appendix C (Table C2). Regarding predictive performance measures, 

particularly AUC and F1-measure, NB performed the worst, while RF, XGB, and ADA exhibited 

the best performance. Although the boosting-based algorithms (i.e., XGB and ADA) and the 

bagging-based algorithm (i.e., RF) yielded similar predictive performance, they exhibited different 

performance variance and runtime results. The XGB ran faster compared with the RF and ADA, 

with less performance variance. LR performance measures were modestly lower than those of the 

winner algorithms (i.e., XGB, ADA, and RF). The ROC curves for all constructed models are 

presented in Figure 2 to understand the effects of decision thresholds on model performance. The 

results denote that the resampling approach did not significantly affect AUC.  

To gain a deeper understanding of the ML models’ performance based on the combination of 

predictive performance measures, we conducted a Pareto analysis. To this end, we analyzed the 

Pareto optimality point and frontier line to compare the predictive models based on multiple 

performance measures and identify the nondominated solutions (results in Appendix C3). First, 

we found ten nondominated ML algorithms based on the six performance measures (i.e., AUC, 

F1, sensitivity, specificity, precision, and accuracy) (Table C3). Next, for simplicity and ease of 

visual illustrations, we reduced the six-dimensional Pareto analysis to a three-dimensional analysis 

to identify nondominated models in terms of three performance measures that cover all six 

measures. These were AUC, F1, and accuracy because AUC is a function of sensitivity and 

specificity and F1 is a function of precision and recall. The remaining dimension was accuracy, 

which we considered along with AUC and F1. The results (Figure C1) indicate that the 
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nondominated ML models were ADA, XGB, and RF. Interestingly, this result did not violate the 

six-dimensional Pareto analysis.  

Finally, to assess the agreement between the predicted and estimated risk of the outcome, we 

examined calibration power for all constructed ML algorithms. The results (Appendix C; Figure 

C2) indicate that XGB and RF provided the highest calibration, while NB and ADA were poorly 

calibrated. These results are consistent with the binary prediction performance of the algorithms, 

providing even greater support for the superiority of XGB and RF. We considered XGB the winner 

for our remaining analysis because this algorithm runs significantly faster than RF. 

 

Figure 2. ROC curve for the constructed predictive models with different resampling approaches. 

Note: XGB: extreme gradient boosting, LR: logistic regression, CART: classification and regression tree, NB: Naïve Bayes, RF: 

random forest, ADA: adaptive boosting 

The results (Figure C1) indicate that the nondominated ML models were ADA, XGB, and RF. 

Interestingly, this result was not violated by the six-dimensional Pareto analysis. To assess the 

agreement between the predicted and estimated risk probability of the outcome, we examined the 

calibration curve for all constructed ML algorithms. The results (Appendix C; Figure C2) indicate 

that XGB and RF provided the highest calibration, while NB and ADA were poorly calibrated. 

These results are consistent with the discrimination power of the algorithms, providing even 

greater support for the superiority of bagging and boosting winner algorithms (XGB and RF). We 

a) Without resampling b) With over-sampling c) With under-sampling
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considered XGB to be a winner for our remaining analysis because this algorithm runs 

significantly faster than RF. 

4.3. Results of Decision Analysis 

Our cost estimations (details in section 3.8) indicate that the average fragmented readmission cost 

per patient was $11,344, and the nonfragmented readmission cost per patient was $9,448. 

Considering our best predictions obtained from XGB, we calculated the relative cost savings of 

random strategies vs. ML-based strategy for a range of effectiveness rates and threshold 

probabilities to identify the range of intervention costs over each strategy is optimal. The general 

shape of these results is depicted in Figure 3, which is interesting for its threshold nature, 

facilitating its implementation in practice. Accordingly, the results present three optimality areas 

for (i) greedy randomization (GR), where the level of randomization is low, (ii) aggressive 

randomization (AR), where the level of randomization is high, (iii) an ML-based strategy. The 

results can be interpreted as follows: i) A low level of randomization (𝑟 ≤ 𝑟1), i.e., GR, is optimal 

only if the intervention cost is more expensive than a certain threshold (𝐶𝐼 ≥ 𝐶1). ii) A high level 

of randomization (𝑟 ≥ 𝑟2), i.e., AR, is optimal only if the intervention cost is less expensive than 

a certain threshold ( 𝐶𝐼 ≤ 𝐶2 ). iii) In all other cases, the ML-based strategy is the optimal 

implementation strategy. More specifically, for a certain range of randomization (𝑟1 < 𝑟 < 𝑟2) and 

a certain range of intervention costs ( 𝐶1 < 𝐶𝐼 < 𝐶2 ), the ML-based strategy is always the 

implementation strategy.  

The four threshold values (hence the optimality areas) depend on other key parameters, such as 

the decision-makers' risk attitude 𝑃𝑡  and the intervention effectiveness 𝑒 . To investigate this, 

Figure 4 shows the results for varying 𝑒 while keeping 𝑃𝑡  fixed at 0.5 (indicating a risk-neutral 

decision-maker). 
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Figure 3. Optimality areas of ML wrt the random strategies 

We observe that when the intervention effectiveness improves (from 0 to 1), the GR area shrinks 

in favor of the AR area’s expansion. The results are intuitive because, when an intervention is less 

effective (for example, look at the panel of 𝑒 = 0 − 0.1), it must be used more cautiously, i.e., GR 

strategy and there is little chance for an aggressive strategy (i.e., AR) to be successful (unless the 

intervention is excessively cheap). Interestingly though, the ML-based implementation of such a 

low-effective intervention is preferred if the intended level of random implementation increases 

(beyond GR). In contrast, when an intervention becomes more effective (for example, look at the 

panel of 𝑒 = 1), it can be used more generously (i.e., AR), particularly if the intervention is cheap, 

and a cautious random implementation of it becomes less reasonable. Again, under this scenario, 

for a wide range of parameters, a smart prediction-based implementation of the intervention (i.e., 

using ML) must be the preferred choice. 

Next, we reconducted the analysis by varying the probability threshold or decision-makers' risk 

attitude (𝑃𝑡) while fixing the intervention effectiveness (𝑒) at 0.5. Figure 5 illustrates the optimality 
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areas for this analysis. Interestingly, the impact of changing 𝑃𝑡 on the optimality areas is quite 

different than that of 𝑒. 

 
Figure 4. Optimality areas when intervention effectiveness changes (𝑃𝑡 = 0.5) 

The first interesting observation is that when the risk threshold is extremely low (i.e., 𝑃𝑡 ≤ 0.1), 

representing a very conservative approach, ML coincides with the treat-all strategy because, under 

this low-risk threshold, ML predicts everything as positive, hence recommending intervention for 

everyone. In this case, all randomization levels are preferred to ML (which is the same as 𝑟 = 1 

randomization) if intervention is more expensive than a certain value (here $365); otherwise, ML 

must be preferred. For extremely high-risk thresholds (i.e., 𝑃𝑡 ≥ 0.9), ML coincides with the treat-

none strategy because it predicts everything as negative, hence refuting intervention for everyone. 

In this case, all randomization levels are preferred to ML (which is the same as 𝑟 = 0 

randomization) if intervention is less expensive than a certain value (here $365); otherwise, ML 

must be preferred. In all intermediary cases, as the risk threshold increases (from 0.2 to 0.8), the 

GR’s optimality areas shrink in favor of expanded AR’s optimality area.  
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Figure 5. Optimality areas when risk threshold changes (𝑒 = 0.5) 

Figure 6 presents the optimality areas when changing the cost of the fragmented readmission 

(fixing 𝑒 = 0.5, 𝑃𝑡 = 0.5 ). In this analysis, we kept the cost of nonfragmented readmission 

unchanged. As the results show, the GR optimality area shrinks when the difference between 

fragmented and nonfragmented readmission increases (from the green to the pink line). This means 

that when fragmented readmission becomes costlier, the GR’s optimality area shrinks in favor of 

the ML optimality area, while AR’s optimality area expands against the ML optimality area. We 

have opposite results when the difference between fragmented and nonfragmented readmission 

decreases (from green to the blue line).  

 
Figure 6. Optimality area when the cost difference between fragmented and nonfragmented readmission changes 

(𝑒 = 0.5, 𝑃𝑡 = 0.5) 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

143 

 

We next investigated how the optimality areas change with the ML predictive performance. From 

Figure 7, we can see that the ML’s specificity impacts the GR area, whereas the ML’s sensitivity 

affects the AR area. Recall that sensitivity refers to the model’s ability to correctly detect patients 

with fragmented readmission who have the condition (i.e., 𝑇𝑃 ⁄ (𝑇𝑃 + 𝐹𝑁) ). It shows how 

interventions are correctly assigned to eligible patients. It is positively associated with TP (𝑇𝑃 =

𝑛2 × 𝑠𝑒𝑛𝑠𝑖𝑡𝑣𝑖𝑡𝑦) and negatively associated with FN (𝐹𝑁 = 𝑛2 × (1 − 𝑠𝑒𝑛𝑠𝑖𝑡𝑣𝑖𝑡𝑦)) (Weiner et 

al. 2018). Conversely, specificity relates to the ML’s ability to correctly disqualify patients with 

nonfragmented readmission for the intervention. It is positively associated with TN ( 𝑇𝑁 =

𝑛1 × 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦) and negatively associated with FP (𝐹𝑃 = 𝑛1 × (1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)) (Weiner et 

al. 2018).  

The ML strategy recommends imposing the intervention only on the positive cases (i.e., TP+FP); 

however, the AR strategy recommends intervention for more than this rate (i.e., ≥ (TP + FP) 𝑛⁄ ). 

Intuitively, the AR strategy offers a greater chance for patients who have mistakenly been 

predicted as a negative case by ML (i.e., FN) to receive an intervention. Hence, more returns can 

be achieved from the AR strategy compared with the ML strategy when sensitivity decreases. 

However, this is reasonable for inexpensive interventions ( 𝐶𝐼 ≤ 𝐶2 ) because of the tradeoff 

between the intervention cost and savings from true preventions (fragmented readmissions). 

Hence, for any 𝐶𝐼 > 𝐶2 , the savings of the random strategy (compared to ML) will become 

negative.  
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Figure 7. Optimality area of strategies: sensitivity analysis on the model performance (𝑒 = 0.5, 𝑃𝑡 = 0.5) 

Finally, thanks to the ML ability to provide person-level predictions and our personalized 

estimations of the costs, we were able to provide personalized recommendations. As mentioned 

before, CF is more common among medically complex patients, who are identified based on 

multimorbidity and frailty. Therefore, we conducted personalized decision analysis for four patient 

groups based on their frailty and the comorbidity burden. To simplify the analysis, we fixed the 

value of effectiveness and threshold at 0.5. Also, the event rates across the groups were roughly 

equal (37%). The results (Figure 8) indicate that the optimality areas are different for patient groups 

because of their differences in ML performance and differential cost of readmissions. The results 

show that ML is most preferred to GR for patients with high frailty and comorbidity. The model 

performance (particularly sensitivity) was not promising for this group (sensitivity=0.36; 

specificity=0.89). However, the differential cost of readmissions was much higher for this group 

than for other groups ($8,425). Hence, this scenario investigated the concurrent impact of a costly 

event with model performance (here, low sensitivity and high specificity). As expected, the higher 

differential cost of readmissions for the most complex patients increased the ML strategy’s utility 

wrt GR. This effect was magnified by the high value of specificity for this group. Conversely, the 

costly event and a model with low sensitivity synergistically increased the optimality area of the 
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AR. This result is intuitive because when an event is costly, and the ML model does not perform 

well in predicting positive cases (low sensitivity), an aggressive random strategy achieves more 

returns, gaining greater favorability. Details are available in Appendix E (Table E1). 

 
Figure 8. Personalized intervention cost recommendations for patient complexity groups (𝑒 = 0.5, 𝑃𝑡 = 0.5) 

 

4.4.Results of Fairness Analysis 
 

Evaluating Fairness among Protected Groups. Table 2 summarizes various measures of group-

specific fairness for sex, marginality, and residency type. We used the “80 percent”/ “four-fifth” 

rule to assess the fairness of our ML model. This rule⎯suggested by the US Equal Employment 

Opportunity Commission⎯ requires a maximum 20% deviation of the selection rate among 

subgroups depending on the situation (Barocas et al. 2017; Qi et al. 2021). Given the 80% rule in 

disparate impact law, our model satisfies all fairness definitions for sex and marginalization as the 

fairness scores are greater than 0.8. However, it does not perform well in satisfying several notions 

of fairness for residency, including statistical parity, equal opportunity, predictive equality, FNR, 

and FPR parity.  
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Table 2. Comparison of the fairness scores of the ML predictions among different protected subpopulations 

Fairness Definition 

Sex Residency Marginalization 

Male Female 
𝑭𝒆𝒎𝒂𝒍𝒆

𝑴𝒂𝒍𝒆 
 Rural Urban 

𝑹𝒖𝒓𝒂𝒍

𝑼𝒓𝒃𝒂𝒏 
 

Low-

Moderate 
High 

𝑳𝒐𝒘 − 𝑴𝒐𝒅.

𝑯𝒊𝒈𝒉 
 

Statistical parity (SP) 0.26 0.27 1.03 0.55 0.19 2.89 0.26 0.26 1.00 

Equal opportunity (EO)  0.48 0.48 1.00 0.74 0.38 1.95 0.48 0.48 1.00 

Predictive parity (PP) 0.70 0.71 1.01 0.72 0.69 0.97 0.71 0.70 1.00 

Predictive equality (PE) 0.87 0.88 1.01 0.68 0.91 0.75 0.87 0.87 1.00 

Accuracy parity (ACC) 0.72 0.73 1.00 0.71 0.73 0.97 0.72 0.72 1.00 

FNR parity 0.52 0.52 1.00 0.25 0.62 0.41 0.52 0.52 1.00 

FPR parity 0.13 0.12 0.94 0.33 0.09 3.70 0.13 0.13 1.00 

NPV parity 0.73 0.73 1.00 0.71 0.73 1.02 0.73 0.73 1.00 

AUC parity 0.75 0.75 1.00 0.78 0.72 1.08 0.75 0.75 1.00 

MCC parity 0.39 0.40 1.02 0.42 0.35 1.2 0.39 0.39 1.00 

ML-based models satisfy fairness in terms of statistical parity if both protected and regular groups 

have an equal probability of being detected (through predictions) as fragmented readmission 

(hence receiving a preventive intervention). The results showed that the proportion of predicted 

positive cases for rural and urban residents were 0.55 and 0.19, respectively (𝑆𝑃(𝑟𝑢𝑟𝑎𝑙 𝑢𝑟𝑏𝑎𝑛⁄ ) =

2.89). Although this result favors the protected group, we can conclude that the ML does not 

perform well in satisfying this notion of fairness for residency. Given the value of predictive 

equality, the ML performed poorly for residency (rural: 0.68 vs. urban: 0.91). We observed 

patterns of disparity among patients from rural and urban areas. Rural residents were at a higher 

risk of being falsely flagged as positive cases (i.e., with fragmented readmission) and of receiving 

unnecessary preventive interventions (𝐹𝑃𝑅(𝑟𝑢𝑟𝑎𝑙 𝑢𝑟𝑏𝑎𝑛⁄ ) = 3.70). The FP results, which can 

also lead to stress or overtreatment (Keskinocak and Savva 2020), might raise alert fatigue over 

time and can desensitize care providers so that they override critical cases as a result of mistrust 

of the system’s prediction (Poly et al. 2020). Given the equal opportunity value for rural patients 

(0.74) and the urban population (0.38), our model did not perform well in terms of satisfying this 

definition of fairness for this underserved group (𝐸𝑂(𝑟𝑢𝑟𝑎𝑙 𝑢𝑟𝑏𝑎𝑛⁄ ) = 1.95). Our results (Table 

2) indicate that rural groups are at a higher risk of being falsely predicted to have unfragmented 

readmission and thus missing out on preventive interventions (𝐹𝑁𝑅(𝑟𝑢𝑟𝑎𝑙 𝑢𝑟𝑏𝑎𝑛⁄ ) = 0.41). 

However, given the MCC parity and the four-fifth rule, our model satisfies all fairness definitions 
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for the three protected groups. We also investigated the “calibration” definition of algorithmic 

fairness that compared the predicted probabilities for both protected and nonprotected groups 

within the full range of probability thresholds (0 ≤ 𝑃𝑡 ≤ 1). The results, which are available in 

Appendix F (Table F4), indicated that our ML-based model was well-calibrated for all threshold 

values wrt sex and marginalization but only for 𝑃𝑡 > 0.5 wrt residency. In the next section, we 

discuss the correction method to minimize the issue of algorithmic bias for the residency attribute. 

It should be noted that compared with the ML-based strategy, which focuses on impact parity (as 

discussed above), the random strategy satisfies fairness through unawareness/blindness; that is, the 

sensitive attributes are not explicitly used in patient selection for the intervention. Although this 

notion of fairness, which represents equal treatment, is intuitive and straightforward, it often leads 

to different outcomes across the protected groups; hence, it may not be sufficient to ensure impact 

parity (Fu et al. 2020).  

Evaluating Fairness among Intersectional Groups. We also assessed the fairness among 

intersectional groups to the extent of unfairness for the intersections of the attributes will be, such 

as highly marginalized females. We found that in an intersectional group, the extent of fairness 

and unfairness remains the same. For instance, the results on the equal opportunity (Figure 9)⎯the 

most common fairness notion⎯ showed that rural females have higher EO than urban females 

(0.74 vs. 0.36). Given the similar EO for sex (𝐸𝑂𝑓𝑒𝑚𝑎𝑙𝑒 𝑣𝑠.  𝑚𝑎𝑙𝑒: 0.48 𝑣𝑠. 0.48), the difference was 

exactly reflected the unfairness for the residency attribute (𝐸𝑂𝑟𝑢𝑟𝑎𝑙 𝑣𝑠.  𝑢𝑟𝑏𝑎𝑛: 0.74 𝑣𝑠. 0.38 ). The 

critical social/policymaking implication of this is that we do not need to focus on those attributes 

which are fair (e.g., sex); instead, we only focus on the unfair attributes. Because of the 

intersections, the extent of unfairness will not change. The results can be interpreted the same for 

the other fairness notions, such as predictive equality (Figure F2).  



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

148 

 

 

 
Figure 9. Analysis of equal opportunity across subgroups and intersectional groups 

Correction Approaches to Mitigate Decision Bias. The previous section suggested that our ML 

predictions are fair for two sensitive attributes—namely, sex and marginalization. However, our 

model performed poorly in satisfying some important fairness measures for the residency attribute. 

Therefore, we adopted a postprocessing correction approach to adjust the predictions toward fair 

recommendations for this protected group. To this end, we first investigated the feasibility of 

setting group-specific thresholds for each notion of fairness. This approach focuses on the two 

most popular notions of fairness, which are equal opportunity and predictive equality (Fu et al. 

2020). The analysis for satisfying equal opportunity for the residency attribute led to thresholds of 

0.4 for urban residents and 0.7 for rural residents.  To find the thresholds, we set 𝑃𝑡=0.5 and 

decrease (increase) the threshold until both group members receive a similar fairness score. These 

are the thresholds at which around 50% of both group members would be qualified to receive the 

intervention. This resulted in fairness in terms of equal opportunity (𝑒𝑞𝑢𝑎𝑙 𝑜𝑝𝑝𝑜𝑟𝑡𝑢𝑛𝑖𝑡𝑦𝑟𝑢𝑟𝑎𝑙 =

0.48; 𝑒𝑞𝑢𝑎𝑙 𝑜𝑝𝑝𝑜𝑟𝑡𝑢𝑛𝑖𝑡𝑦𝑢𝑟𝑏𝑎𝑛 = 0.49). Interestingly, the predictive equality was also satisfied 

with the same threshold ( 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦𝑟𝑢𝑟𝑎𝑙 = 0.88; 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦𝑢𝑟𝑏𝑎𝑛 =

0.86 ). More details are available in Appendix F (Tables F2–F3). Figures 11a, b display how ML 
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optimality areas were modified for the residency members (e.g., rural vs. urban) after applying the 

post-correction procedure. The greater similarity in the optimality areas was achieved using a 

group-specific threshold for rural and urban groups. However, a slight difference could be 

observed in the optimal intervention costs. This difference is a natural and necessary consequence 

of enforcing fairness into our framework, leading to fairness according to the need-based 

philosophy discussed below.  

It should be noted that the two notions of fairness described above were applied only to the 

predictive analytics part, not necessarily to the entire decision-making framework (i.e., predictive-

prescriptive). To resolve this issue, we need to introduce two other criteria, i.e., event rate (i.e., the 

prevalence of fragmented readmission: 
𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑎𝑠𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑐𝑎𝑠𝑒𝑠
) and differential cost of the fragmented 

readmissions, in addition to the predictive fairness notions discussed above. We included these 

two criteria (i.e., cost and event rate considerations) in our decision-making framework for the 

following reasons: according to the need-based resource allocations philosophy, for an equitable 

resource allocation, patients with greater (lesser) needs should receive more (less) resources 

(Anselmi et al. 2015). Evidence suggests that need-based resource allocations are more likely to 

enhance equity (Anselmi et al. 2015; Radinmanesh et al. 2021). A higher cost of fragmented 

readmission can be translated to higher resource utilization (because it is a direct function of RIW), 

which means that more services are needed. Moreover, patient groups with a higher risk of facing 

the event require intensified health services (Culyer 2007). Notably, the event rate (which concerns 

the actual positive cases) is different from predictive fairness notions, such as “equal opportunity” 

(which concerns predicted risk and has been resolved using the post-correction method delineated 

above). Figure F1 (Appendix F) shows the difference between the event rate and equal opportunity 

for the residency attribute. 
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We start with the residency attribute to discuss the reasons for the differences in the optimality 

area (after fixing the algorithmic bias using the post-correction procedure) and its association with 

fair decision-making from a need-based philosophy perspective. The cost of fragmented 

readmission is $1,774 higher than that of nonfragmented readmission among rural residents, while 

this difference is $2,159 among urban residents (Table F7). In contrast, event rates are higher 

among rural residents than they are in urban groups (53% vs. 34%). Following the need-based 

resource allocations philosophy to attain fair distribution of resources, our system suggests a higher 

intervention threshold for rural patients ($349) than for urban patients ($265) for the strategy AR 

(i.e., 𝐶2 in Figure 4). Although the cost difference was higher among urban populations than rural 

ones ($385), favoring a higher intervention cost for the urban group (Figure 10b), the impact of a 

higher event rate among rural patients dominated the effect of costs, contributing to a decision in 

favor of rural residents. In other words, the suggested approach balances the tradeoff between two 

impacts (cost vs. event rate). More specifically, had we not considered the differential cost of 

fragmented readmission among different groups, we could have implemented fairness from a 

predictive (i.e., risk) perspective only but violated another key dimension of fairness which 

accounts for the difference among different groups based on their needs and complexities. For 

example, two different groups may have the same risk (before or after enforcing risk-based 

fairness) but not the same need, cost, or complexity. The equity-based notion of fairness mandates 

treating these two groups differently. In our framework, we control both. More specifically, the 

first one is achieved through our efforts to enforce fairness on the ML side, and the second one is 

achieved through our personalized decision-making framework. The results are aligned with our 

sensitivity analysis regarding the event rate (Appendix E, Figure E2), which ascertains that a 

higher event rate expands the AR optimality area. 
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a) Optimality area of residency before correction 

 

b) Optimality area of residency after correction 

 
a) ML optimality area of marginalization 

 

b) ML optimality area of different sexes 

 
Figure 10. Comparing ML optimality areas for the protected groups 

Regarding the other two sensitive attributes—sex and marginalization—we showed that our 

framework satisfied the predictive notions of fairness for these two protected groups in the 

previous section. Next, we investigated the impact of two other criteria for fairness (i.e., cost and 

event rate) in our predictive–prescriptive framework. Our results (Table F5) indicate that the cost 

difference between fragmented and nonfragmented readmission is greater among groups with high 

marginalization versus low to moderate marginalization ($2,302 vs. $1,786). Our decision-making 

framework reflects these differences in the suggested optimal intervention costs. Figure 10c shows 

that the optimal intervention costs are $310 versus $241 for groups with high versus low to 

moderate marginalization wrt the AR (i.e., 𝐶2 in Figure 3). This suggests that higher resource 
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allocation ($) should be made to the group with high marginalization group compared with the 

group with low to moderate marginalization because the former group has higher needs. Because 

the rate of events is roughly similar among groups with low to moderate and high marginalization 

(0.37 vs. 0.39), we can conclude that the differences in the optimal intervention costs stem only 

from the cost difference. The same pattern can be seen by comparing the results of men versus 

women (Figure 10d). The cost differences are $1,665, and $1,973, respectively, for women and 

men (Table F6). The suggested optimal intervention costs are $233 for women and $261 for men. 

As for the marginalization attribute, no significant difference was found between the event rates 

of men versus women (0.38 vs. 0.40); hence, the difference in cost was the main contributor to this 

dissimilarity in the optimal intervention costs.  

4.5.Real-World Application  

 

Health policymakers aim to decide about the most promising preventive intervention to mitigate 

CF among the aging population under budgetary constraints; the key question we seek to address 

using our prediction-informed decision-making framework is the following: given a limited budget 

𝐵 and 𝑚 intervention programs with different implementation costs (𝐶𝐼𝑗) and effectiveness rates 

(𝑒𝑗), where 𝑗 = 1, … , 𝑚, how do we choose the best course of action (the best prevention planning) 

to the best economical way (economic perspective)? As illustrated in the previous section, our 

proposed decision-making framework also reduces disparities among the protected groups (ethical 

perspective). 

Transitional Care Preventive Programs in Real Practice. Transitional care interventions 

(TCIs), defined as care programs to assist patients’ seamless transition across care settings (Lee et 

al. 2022; Rasmussen et al. 2021), have been proven as effective strategies for improving COC, 

particularly for medically complex patients (Lee et al. 2022; Weeks et al. 2021). TCIs ensure care 
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continuity after discharge by providing information to patients and care providers for early 

detection of health issues (Odeh et al. 2019). The widespread TCIs based on the stage of care are 

interventions at home after patient discharge (Lee et al. 2022). The most common interventions in 

this category are home visits, telephone follow-ups, and bundled interventions with both home 

visits and calls, which differ in terms of the follow-up duration, cost, and their effectiveness to 

prevent the event (Nuckols et al. 2017). Little is known about the types of TCI programs and their 

effectiveness in Canada (Weeks et al. 2021). Thus, we selected the seven most common TCI 

programs that are currently being implemented in other countries (mainly the US and UK), for 

which we had enough information for the purpose of our study. We estimated their costs in Canada 

following a procedure recommended by a seminal JAMA paper (Nuckols et al. 2017) and applying 

currency conversion factors to identify the costs in CAD. We also adjusted all costs for inflation 

based on 2020 CAD using the appropriate Consumer Price Index (Bank of Canada 2021). Table 

G1 (Appendix G) provides information about the standardization of program costs. 

The first intervention program included three structured post-discharge telephone calls by three 

clinical pharmacists within a 3-month period after hospital discharge, scheduled for within 10 days, 

one month, and the start of the third month after discharge. The cost of intervention per patient 

was estimated to be $63 for 90 days of postdischarge follow-up (Odeh et al. 2019), with a 

standardized cost in 2020 CAD. The next study proposed the three following intervention 

programs: a predischarge assessment, two post-discharge home visit follow-ups, and two phone 

calls within 28 days following hospital discharge (Wong, Chow, et al. 2014). Intervention costs 

for home visits, call visits, and the bundled approach were $196, $89, and $284 per patient, 

respectively (Wong, So, et al. 2014), with standardized costs in 2020 CAD. The fifth intervention 

included a home visit shortly after discharge and two or three follow-up telephone calls for six 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

154 

 

months after hospital discharge (Gardner et al. 2014). The estimated intervention cost per patient 

was $465 (Gardner et al. 2014), with a standardized cost in 2020 CAD. The sixth intervention 

program, which was more comprehensive but also more costly, included assessing patient needs 

during hospitalization, assessing communication strategies between patients and care providers, 

reconciling medications, and engaging in home visit follow-up based on a five-step standardized 

protocol. More information about the intervention can be found in Ornstein et al. (2011). The 

estimated cost for the program per patient was $614 (Nuckols et al. 2017), with a standardized cost 

in 2020 CAD. Finally, the last cost-effective postdischarge care transition program, which was 

designed for a 45-day follow-up after discharge, included three home visits by nurses and several 

main activities, such as patient-centered health record development, follow-up visit with a 

physician, coordination of data flow, and patient education (Saleh et al. 2012). The estimated 

program cost per individual was $1,532 (Saleh et al. 2012), with a standardized cost in 2020 CAD. 

Nearly all the abovementioned interventions sought to ensure COC after hospitalization with 

providers.  

Odeh et al. (2019) have reported a risk difference of 24.4% after implementing the TCI 

intervention within 90 days with a cost of $63 (readmission rate of control group: 49.6% vs. 

readmission rate 25.2% for the intervention group). A recently published systematic review 

suggested that the intensity of TCIs influences readmission rates because high-intensity 

interventions generally have a more substantial impact than low-intensity interventions do 

(Rasmussen et al. 2021). Therefore, we considered 24% as the base effectiveness rate for the least 

costly intervention, with a cost of $63, and assumed that the effectiveness rate changes linearly 

with intervention cost (Gupta et al. 2020); this was supported by the results of a meta-analysis 

suggesting that the effectiveness of a TCI program increases linearly with program costs (with a 
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rate of 0.7% per $100 investment; Nuckols et al. 2017). Our decision-making framework can now 

be used to determine the optimal actions for each preventive program to mitigate the fragmentation 

of care, considering both the intervention cost and its effectiveness in the presence of budget 

constraints. 

Uncapacitated Implementation of Real Practice Intervention Programs. We first considered 

the case where we had enough budget to implement the preventive intervention for all cases which 

are predicted as “positive” by ML (i.e., TP+FP). In this analysis, we considered the same budget 

for the random strategy. Given the available preventive programs, we are interested in knowing 

whether the ML strategy is more valuable in practice than the random clinical strategy. 

Considering a sample size of N = 100,000 patients and total positive cases predicted by our model 

(TP + FP ∼ 25K ), Table 3 shows the economic benefits that could be accrued using ML compared 

with using the same budget to randomly assign each of the above TCIs among patients. As can be 

seen, the ML strategy exceeded the random strategy (for all TCIs) in terms of cost reductions. 

Accordingly, it suggested a minimum savings of $3.6 million for the least expensive intervention 

( 𝐶𝐼1 = $63) and a maximum savings of $5.2 million for the most expensive intervention 

(𝐶𝐼7 =$1,532) for 100 thousand patients per year (Table 3). Although the cost saving incurred by 

implementing the expensive programs appears somewhat higher compared with the less expensive 

ones, this is undesirable because the cost of program implementation substantially increases and 

might not be affordable for most hospitals (𝐶𝐼7: 𝑠𝑎𝑣𝑖𝑛𝑔 = $5.2 𝑀 ;   𝑐𝑜𝑠𝑡 = $38 𝑀)  compared 

with (𝐶𝐼1: 𝑠𝑎𝑣𝑖𝑛𝑔 = $3.5 𝑀  ;  𝑐𝑜𝑠𝑡 = $1.5 𝑀). Moreover, our results suggest that the ML cost 

savings increase linearly with the number of patients (Figure G1). 
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As illustrated in section 3.5, our ML-based system provides fair recommendations either before or 

after applying the postprocessing correction method. Moreover, our recommendations can be 

tailored to the patient attributes, such as sensitive attributes (i.e., personalized recommendation).  

Table 3. ML cost saving relative to the random strategy for different programs 

 

Capacitated Implementation of Real Practice Intervention Programs. We also analyzed 

optimal decisions under the restricted capacity/budget, which leads to the selective implementation 

of the ML-based strategy because we can no longer implement the interventions on all cases that 

are predicted “positive” by ML. Therefore, under capacitated ML implementation, patients must 

be randomly selected from the predicted positive cases (i.e., TP+FP) to meet the budget constraint. 

Figure 11 illustrates the cost savings of implementing the ML-based strategy compared with 

randomly implementing the seven TCIs described above (with different cost and effectiveness 

rates) when the intervention budget changes from $50,000 to $3,000,000. Intuitively, when 

interventions are not too costly (e.g., 𝐶𝐼1: $63 and 𝐶𝐼2: $89), the superiority of the ML-based 

strategy increases rapidly at first, then after a certain point slowdown again when the budget 

increases, whereas the ML-based strategy always outperforms the random strategy for more 

Programs 𝐶𝐼𝑗  ($)  e (%) ML budget  

(M$) 

Random 

strategy (M$) 

ML strategy 

(M$) 

Absolute Cost 

Savings (M$) 

Relative Cost 

Saving (%) 

Odeh et al.         

90-day Phone 

call 

63.23 24.0 1.58 967.85 964.20  3.65 0.377 

Wong et al.         

Phone call 88.45 24.2 2.20 968.45 964.77  3.67 0.379 

Home visit  195.53 24.9 4.87 970.98 967.20  3.78 0.390 

Combined 283.98 25.5 7.08 973.08 969.20  3.87 0.398 

Gardner et al.         

Home visit & 

Phone call 

465.10 26.8 11.59 977.36 973.29  4.07 0.417 

Ornstein et al.         

HBPC program 614.41 27.9 15.31 980.88 976.64  4.24 0.432 

Saleh et al         

PDCT program 1,532.24 34.3 38.19 1002.59 997.38  5.21 0.520 

 HBPC: home-based primary care; PDCT: post-discharge care transition 
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expensive TCIs (e.g., 𝐶𝐼3−7 [ranging from 𝐶𝐼3 =$196 to 𝐶𝐼7 =$1,532]), and the superiority of the 

ML-based intervention increases linearly with the budget. The results depend on the program 

effectiveness rate, which varied between 24% and 34% for the least expensive TCI (𝐶𝐼1) to the 

most expensive program (𝐶𝐼7) in our analysis. It should be recalled that our decision analysis 

framework consists of three key components, i.e., intervention, fragmented readmission cost, and 

nonfragmented readmission cost (please see Equations 3-4); therefore, the budget (or capacity) 

mainly affects the readmission cost terms. The first component is similar for the two strategies 

until TP+FP because these two strategies require the same budget for the intervention if the number 

of target patients receiving the intervention is less than the total positive cases (i.e., TP+FP). After 

this critical point, the total intervention cost increases under the random strategy, but it stays the 

same for the ML-based strategy. Therefore, any differences are attributed to the difference in the 

second and third components, i.e., the readmission costs. 

We also observed that more investment in the intervention is beneficial when an intervention is 

cheap enough (e.g., 𝐶𝐼1: $63 and 𝐶𝐼2: $89). This increases the likelihood of capturing eligible 

patients for the intervention at a low cost to prevent fragmented readmission, which costs around 

$2,000 more than nonfragmented readmission. However, it is not desirable to engage in a costly 

intervention (𝐶𝐼7= $1532) to randomly find an FN case that ML failed to identify to save around 

$2,000. Hence, for quite costly interventions, ML always performs better. Figure 10 shows this 

trend, where the ML cost saving diminishes for any budget greater than $1.6 million and $2.2 

million for 𝐶𝐼1 and 𝐶𝐼2, indicating critical points for these two programs given a 100K sample 

size per year. We also note that the cost savings linearly change with the sample size. The 

sensitivity results on the sample size (changing the sample size to 1 million patients) are available 

in Appendix G (Figure G2). The results indicated the same pattern. 
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Figure 11. Trend of ML cost savings accrued by increasing the budget for different programs (capacitated analysis) 

 

4.6. Robustness Check on the Cause of COC 

Some groups of patients are obliged to go to a different hospital for better/different care, which 

has led to a natural difference between fragmented and non-fragmented. For example, cancer 

patients have complex care requirements and specialized expertise, forcing them to visit alternative 

hospitals, not the hospital where their first treatment is received (Grewal et al. 2019). If this is the 

case, then the results might be affected by removing such cases. Therefore, to evaluate the 

robustness of our findings, we removed the records of patients admitted with cancer as the main 

diagnosis (89,417 observations) and re-conducted the analyses. The results (Appendix H) indicated 

that there are no significant changes in the cost of readmissions compared to the original cohort 

( 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑: $9,319 𝑣𝑠.  $9,448 ; 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑: 11,263 𝑣𝑠. $11,344)  and fragmented 

readmission rate (38.3% vs. 38.5%). Hence, the difference between the cost savings ⎯cost of the 

ML-based strategy implementation compared to the existing clinical strategy⎯is not tangible 

(𝐶𝐼1: 𝑠𝑎𝑣𝑖𝑛𝑔 = $3.68 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 𝑣𝑠. $3.65;  𝐶𝐼7: 𝑠𝑎𝑣𝑖𝑛𝑔: $5.26 million 𝑣𝑠. $5.21 𝑚𝑖𝑙𝑙𝑖𝑜𝑛). 
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5. Concluding Remarks and Discussions 

Principal Findings. Using extensive data from the older Canadian population, in this retrospective 

study, we showed the feasibility of predicting fragmented readmissions—that is, unplanned 

readmission to a different hospital than the index admission—within 30 days after hospital 

discharge using ML algorithms in the context of the aging population. Using statistical models, we 

also assessed the possible association between fragmented care and the risk of clinical and cost-

related outcomes. This study provided firsthand evidence of accurate fragmented readmission 

prediction via robust comparisons of multiple predictive models using different performance 

measures. The predictive models using boosting and bagging algorithms exhibited better 

performance compared with LR, which is widely used in health service research. The performance 

measures of the stacked model based on boosting and bagging algorithms as base learners and LR 

as meta-learner were similar to those of the single learning algorithms. However, this approach 

was computationally intensive and required more time to train; at the same time, all the constructed 

models generalized well on the unseen data, indicating a lack of overfitting. We also examined our 

predictive models’ economic and practical effects via a decision and fairness analysis, an approach 

that is more informative/meaningful in clinical settings. We offered insights regarding the cost 

savings obtained through ML and suggested a predictive–prescriptive framework that ensures 

nondiscriminatory decisions regarding the protected groups.  

Managerial and Policy Implications. Evidence for accurately predicting the risk of fragmented 

readmission is essential and has important implications for policy and practice. First, our data-

driven risk prediction tool has potential utility in facilitating the screening of patients at risk of 

fragmented readmission. Patients detected by our predictive model as being at high risk of 

fragmented readmission could be followed up more closely to mitigate the burden of preventable 
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costs while improving patient clinical outcomes. In the context of prescriptive analytics, our 

framework can facilitate decision-making for policymakers in a strategic planning process to 

determine which cost-effective targeted interventions (to prevent fragmented readmission) have 

the greatest potential for cost savings in light of budget deficits and affordability. At the service 

level, the result suggests that an optimal screening strategy could be applied to detect patients at 

risk of fragmented readmission; this could be tailored to patient attributes, thereby providing 

personalized recommendations. Below, we discuss how our study provides insights into 

managerial and policy implications. First, as part of our analysis, we made several observations 

that may be helpful for policymakers at the system level and organizational leaders at the service 

level to make an optimal decision regarding resource allocation among older patients at risk of CF. 

Our results indicated that the effectiveness of the ML-based strategy would depend on the 

performance of risk models in predicting positive and negative cases, the effectiveness of 

interventions, the cost of the outcome, the rate of outcomes among subgroups, and the degree of 

risk aversion. Although the utility of applying the ML strategy is high when the model performance 

is perfect, even moderately accurate models can outperform random strategies in different 

scenarios, such as targeting costly interventions to patients in the context of the budget constraint. 

Second, implementing our predictive–prescriptive framework could yield significant financial 

savings. For example, given the cost-effective preventive programs for CF in our analysis, 

employing the ML-based strategy for a cohort of 100K patients could save between $3.6 million 

to $5.2 million annually compared with the available clinical random strategies in practice, with 

additional indirect savings available with improved efficiency and effectiveness in care delivery. 

Utilizing our framework might reduce the cost of unnecessary tests and avoidable fragmented 

readmission by selecting the right interventions for the right patients. The saved cost stems from 
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our framework implementation and can be redirected toward expenditures that represent a better 

investment in patient care, such as acquiring imaging machinery needed to meet the demands of 

the growing aging population. In Canada, excessive wait times for computed tomography 

(CT)/magnetic resonance imaging (MRI) diagnostics cost the Canadian economy around $5,000 

per patient ($4,136 for CT and $5,853 for MRI; Sutherland et al. 2019). Our key message here is 

that there is significant potential for cost savings via the reduced fragmentation of care.  

Third, our system can facilitate shared decision-making in inpatient care settings by providing a 

platform to communicate information about probable outcomes (e.g., risk of CF) and discharge 

planning to patients, their families, and care providers across the care continuum so that they can 

use it for their informed decision making. Patients and their families can be informed of the risk 

of CF and decide on more engagement in the process of following up after discharge. A study 

indicated that up to 70% of patients might have changed their decisions and preferences about their 

care plans after they were fully informed about their probable outcomes (Robinson and Jagsi 

2016). Fourth, the Ontario Ministry of Health and Ontario Ministry of Long-Term Care encourage 

providers and policymakers to include equity considerations in their decision-making to reduce 

disparities between underserved populations (Greenwood et al. 2018). Our framework further 

accounts for such fairness considerations, which can have far-reaching policy implications, by 

allowing the disparity learned from data to be computed and unfair decisions to be corrected in the 

shift toward a fair ML-based decision. We focused on impact parity and targeting patients based 

on the predicted risk of fragmented readmission. This contravenes the current random selection in 

clinical practice, which does not consider patients’ eligibility based on the risk of adverse events 

(i.e., fragmented readmission). We followed equal opportunity criteria and considered the patient's 

needs in terms of their service utilization and the event frequency among subgroups. Our 
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framework can inform resource planning decisions at the systems level and influence actions that 

affect patient-centered care transition at the service level. Finally, our findings motivate efforts to 

improve CF and enhance the sharing of clinical records across healthcare institutions, at least 

through a connection between rural and urban hospitals. Policymakers could seek to address COC 

issues by providing financial incentives for care providers or healthcare managers together with 

personalized patient education to encourage patients to refer to the same healthcare institute (when 

possible), especially for the medically complex aging population, which experiences more care 

transitions.   

Policy Implications for Delayed Discharge Patients. The results of this study have important 

implications for addressing delayed discharge among older adults. The patients, who are also 

referred to as ALC patients, receive their needed care with a delay until they are transferred to the 

most appropriate alternate facility. This delay undermines the “seamless care” component of COC. 

Moreover, the readmission of ALC patients after their discharge to a different hospital can amplify 

the impact of CF among this group. The issue of CF becomes even more serious among ALC 

patients. In addition, our cost estimations suggest that the additional cost of fragmented 

readmission incurred by the healthcare system of Ontario compared with nonfragmented 

readmission is significantly greater among ALC patients than it is among non-ALC patients 

($5,131 vs. $1,718). Hence, our results shed light on the importance of considering ALC patients 

in strategies for improving CF among older adults. 

Strengths, Limitations, and Future Works. This study presented robust analytics of the 

fragmented readmission incidence using several ML algorithms and various predictive accuracy 

measures based on large longitudinal data. However, our study is not without limitations. First, 

this was a retrospective cohort study with limited control over data collection. Second, we were 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

163 

 

unable to use some imbalanced data processing techniques, such as the synthetic minority 

oversampling technique, because of computational resource challenges. The use of such 

techniques might enhance the model’s predictive performance. Although we acknowledge this 

weakness, we used two other classic resampling approaches to investigate the impact of 

imbalanced data on our models’ performance. Third, there may have been some other confounders 

that were not included in our data, such as hospital-level characteristics (e.g., size of hospital/ 

number of beds, teaching status, hospital location; Brooke et al. 2015; McCrum et al. 2020); 

therefore, the performance of the predictive models might be affected by adding these risk factors 

in our models. Further, the distance between the care setting and the patient’s home remains a risk 

factor for non-index readmission but was not included in the data (Juo et al. 2019b). Exploration 

of the association between COC and this risk factor appears to be an especially worthy endeavor. 

We acknowledge that although readmission to an index hospital might improve information 

continuity and avoid duplication in clinical tests, in‐hospital therapies, or interventions, the 

acuteness of patients’ health or their needs for more specialized services may force patients to 

admit to the closest facility or the more appropriate hospital to meet their needs rather than the 

same hospital as their recent discharge. Although we have focused on informational COC, our 

framework can be extended to include other aspects of COC, such as managerial and relational 

COC, and to investigate the extent to which continuity with both care providers and healthcare 

institutions can be predicted using ML algorithms. This work has also paved the way for the 

development of frameworks for other important decision-making problems in health care, such as 

preventive intervention for the rehospitalization or ED transfers of nursing home residents, which 

are challenging issues in aging research (Dubucs et al. 2019; Lemoyne et al. 2019). A further 

prospective study is warranted to validate our system in real-world programs and clinical settings.  
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In summary, as hospitals seek to improve the quality of care they provide and optimize the use of 

scarce resources, determining ways to optimize where care is received is critical. Although health 

systems are increasingly trying to integrate services and information across sectors and providers, 

the fact remains that information on patients’ care episodes continues to sit largely within siloed 

institutions. Given the lack of data sharing across providers and sectors, determining ways to 

improve continuity of care by way of patients utilizing a similar hospital for each admission may 

help to improve care, understanding of patient needs over time, reduce waste, and create a more 

seamless experience for patients and their families. Targeting patients at risk of discontinuity of 

care through the model we have proposed can help to facilitate better use of resources, including 

preventative options in the community setting. 
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Supplementary Appendix 

Appendix A. Prognostication of the Fragmented Readmission (Methods, Results, Discussion) 

Methods. To compare the difference in outcomes between fragmented and nonfragmented 

readmissions, we performed multivariable LR to determine the outcome difference between the 

two types of readmission. We conducted regression models for clinical outcomes, including in-

hospital mortality and resource utilization outcomes (e.g., LOS and RIW following readmission), 

adjusted for all covariates, with a separate multivariable model for each outcome. The outcomes 

were defined as follows: (i) mortality vs. survival, (ii) LOS more than two weeks vs. less than two 

weeks, and (iii) RIW more than one vs. less than one within 30 days after index admission. We 

used the odds ratio (OR) to measure association relative to “outcome = 0” as the reference outcome 

(i.e., survival, LOS less than two weeks, or RIW less than 1 for three outcomes). Sensitivity 

analyses were performed to ascertain whether the results changed across different outcome 

window lengths, including 60, 90, and 360 days. We also examined the risk of outcomes separately 

for each fiscal year, ranging from 2004 to 2016. 

Results. We assessed the prognostic value of the fragmented readmission in predicting the clinical 

and resource utilization outcomes following readmission. On multivariate analysis,  fragmented 

readmission was strongly associated with the increase in both resource utilization outcomes 

(ORLOS
30d  = 1.12, 95% Confidence Interval (CI) = 1.11–1.13, p-value <0.001; ORRIW

30d
 = 1.42, 95% 

CI = 1.40–1.44, p < 0.001), but not with increased in-hospital mortality following readmission 

(ORmortality
30d

 = 0.98, 95% CI = 0.96–1.00, p = 0.007). To evaluate the robustness of our findings, 

we changed the primary window length (30 days) to 60, 90, and 360 days to explore whether the 

results would change across different window lengths (Figure A1). Accordingly, it was found that 

the results were not sensitive to the window length; the risk of undesired outcomes slightly 
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decreased from window lengths of 30 days to 360 days. Further examination of outcomes’ risk for 

each fiscal year revealed that mortality rates were not significantly different between the two 

groups of fragmented versus nonfragmented readmissions, except for one fiscal year (fiscal year 

= 2012). However, the risk of resource utilization outcomes—namely, RIW and LOS—remained 

significant, with an increasing pattern from 2004 to 2016. Details are available in Figure A2 and 

Table A1. 

 

Figure A1. Association of fragmented readmission with outcomes across different window lengths- OR (95% CI) 

Table A1. Adjusted and unadjusted Odds Ratios of fragmented readmission within 30 days of index discharge 

 Odds Ratio (95% Confidence Interval)  

Outcome In-hospital 

Mortality 

p-value Readmission 

LOS 

p-value Readmission RIW p-value 

Fragmented Readmission:  

Unadjusted Model       

    30-days 0.983 (0.968-0.998) 0.030 1.134 (1.123-1.146) <0.001 1.412 (1.393-1.431) <0.001 

    60-days 0.923 (0.912-0.935) <0.001 1.100 (1.091-1.111) <0.001 1.347 (1.331-1.362) <0.001 

   90-days 0.915 (0.905-0.926) <0.001 1.081 (1.071-1.090) <0.001 1.314 (1.300-1.328) <0.001 

   360-days 0.898 (0.889-0.909) <0.001 1.023 (1.016-1.030) <0.001 1.235 (1.225-1.245) <0.001 

Adjusted Model†       

    30-days 0.977 (0.960-0.994) 0.007 1.121 (1.108-1.134) <0.001 1.418 (1.398-1.439) <0.001 

    60-days 0.947 (0.933-0.959) <0.001 1.091 (1.080-1.102) <0.001 1.364 (1.347-1.381) <0.001 

   90-days 0.942 (0.931-0.954) <0.001 1.076 (1.066-1.086) <0.001 1.337 (1.321-1.352) <0.001 

   360-days 0.947 (0.937-0.956) <0.001 1.036 (1.029-1.045) <0.001 1.263 (1.252-1.274) <0.001 

Note: LOS=length of stay, RIW=resource intensity weight.  
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Figure A2. The odds ratio (95% CI) of outcomes in the different index year 

Appendix B.   Descriptive Analysis 

Table B1. Descriptive details regarding the patient characteristics 

Characteristics 

Fragmented 

 Readmission 

(n=368,057) 

Non-fragmented 

Readmission 

(n=585,761) 

p-

value§ 

Total 

(n=953,818) 

OR 

(95% CI) 

p-

value‡ 

Age, mean (SD) 74.5 (7.4) 75.5 (7.8) - 75.1 (7.6) - - 

   65-79 270,996 (74%)  400,884 (68%) <0.001 671,880 (70%) Ref.   

   >=80  97,061 (26%) 184,877 (32%) <0.001 281,938 (30%) 0.77 (0.76-0.78) <0.001 

Sex       

Male 178,541 (49%) 284,472 (49%) 
0.59 

463,013 (49%) Ref.   

Female 189,516 (51%) 301,289 (51%) 490,805 (51%) 1.00 (0.99-1.01) 0.60 

Residency       

Urban 263,922 (72%) 492,966 (84%) <0.001 756,888 (79%) Ref.  

Rural 104,135 (28%) 92,795 (16%) 196,930 (21%) 2.10 (2.08-2.12) <0.001 

Material deprivation       

Quintile 1(least) 60,200 (16%) 95,849 (16%) 0.93 156,049 (16%) Ref.   

Quintile 2 65,984 (18%) 105,982 (18%) 0.04 171,966 (18%) 0.99 (0.98-1.01) 0.22 

Quintile 3 73,417 (20%) 116,223 (20%) 0.21 189,640 (20%) 1.01 (0.99-1.02) 0.41 

Quintile 4 78,147 (21%) 124,324 (21%) 0.93 202,471 (21%) 1.00 (0.99-1.01) 0.91 

Quintile 5(most) 90,309 (25%) 143,383 (25%) 0.52 233,692 (25%) 1.00 (0.99-1.02) 0.52 

Residential instability       

Quintile 1(least) 43,522 (12%) 68,860 (12%) 0.31 112,382 (12%) Ref.   

Quintile 2 60,021 (16%) 95,827 (16%) 0.51 155,848 (16%) 0.99 (0.98-1.01) 0.26 

Quintile 3 72,660 (20%) 115,590 (20%) 0.92 188,250 (20%) 0.99 (0.98-1.01) 0.48 

Quintile 4 80,277 (22%) 127,783 (22%) 0.97 208,060 (22%) 0.99 (0.98-1.01) 0.43 

Quintile 5(most) 111,577 (30%) 177,701 (30%) 0.82 289,278 (30%) 0.99 (0.98-1.01) 0.45 

Ethnic concentration       

Quintile 1(least) 95,774 (26%) 152,655 (26%) 0.67 248,429 (26%) Ref.   

Quintile 2 78,772 (21%) 125,733 (21%) 0.47 204,505 (21%) 1.00 (0.99-1.01) 0.82 
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Quintile 3 68,588 (19%) 107,594 (19%) 0.00 176,182 (19%) 1.02 (1.00-1.03) 0.01 

Quintile 4 61,871 (17%) 99,343 (17%) 0.06 161,214 (17%) 0.99 (0.98-1.01) 0.26 

Quintile 5(most) 63,052 (17%) 100,436 (17%) 0.85 163,488 (17%) 1.00 (0.99-1.01) 0.92 

Dependency       

Quintile 1(least) 40,374 (11%) 63,678 (11%) 0.13 104,052 (11%) Ref.   

Quintile 2 52,142 (14%) 83,628 (14%) 0.14 135,770 (14%) 0.98 (0.97-1.00) 0.05 

Quintile 3 62,672 (17%) 99,866 (17%) 0.79 162,538 (17%) 0.99 (0.97-1.01) 0.21 

Quintile 4 77,165 (21%) 122,855 (21%) 0.93 200,020 (21%) 0.99 (0.98-1.01) 0.23 

Quintile 5(most) 135,704 (37%) 215,734 (37%) 0.69 351,438 (37%) 0.99 (0.98-1.01) 0.34 

Method of entry        

ED 243,329 (66%) 480,325 (82%)  723,654 (76%) Ref.   

Non-ED 124,728 (34%) 105,436 (18%) <0.001 230,164 (24%) 2.34 (2.31-2.36) <0.001 

Acute LOS       

    <14 days 316,061 (86%) 509,599 (87%)  825,660 (87%) Ref.   

    ≥14 days 51,996 (14%) 76,162 (13%) <0.001 128,158 (13%) 1.10 (1.09-1.11) <0.001 

ALC LOS       

    <14 days 358,789 (97%) 571,883 (98%)  930,672 (98%) Ref.   

    ≥14 days 9,268 (3%) 13,878 (2%) <0.001 23,146 (2%) 1.10 (1.09-1.11) <0.001 

ALC status       

     No  358,789 (97%) 571,883 (98%)  930,672 (98%) Ref.   

     Yes 9,268 (3%) 13,878 (2%) <0.001 23,146 (2%) 1.06 (1.04-1.09) <0.001 

Discharge destination       

    Routine (home)  103,140 (28%) 284,500 (49%)  387,640 (41%) Ref.   

    Others  264,917 (72%) 301,261 (51%) <0.001 566,178 (59%) 2.42 (2.40-2.44) <0.001 

# Comorbidity, mean (SD) 4.58 (3.8) 4.46 (3.6)  4.50 (3.7) 1.009 (1.008-1.01) <0.001 

HFRS, mean (SD) 2.55 (3.4) 2.59 (3.5)  2.59 (3.5) 0.995 (0.994-0.996) <0.001 

# Visited SCU       

     0 264,481 (72%) 504,308 (87%) <0.001 768,789 (81%) Ref.   

     1 91,313 (25%) 72,387 (12%) <0.001 163,700 (17%) 2.41 (2.37,2.43) <0.001 

     ≥2 12,263 (3%) 9,066 (2%) <0.001 21,329 (2%) 2.58 (2.50-2.65) <0.001 

SCU type       

     0 264,481 (72%) 504,308 (86%) <0.001 768,789 (81%) Ref.   

     CICU 21,149 (6%) 13,363 (2%) <0.001 34,512 (4%) 3.02 (2.95-3.09) <0.001 

     MICU 8,909 (2%) 8,386 (1%) <0.001 17,295 (2%) 2.03 (1.97-2.09) <0.001 

     SDSU 3,076 (1%) 2,911 (0.5%) <0.001 5,987 (1%) 2.01 (1.91-2.12) <0.001 

     SICU 2,617 (1%) 2,337 (0.5%) <0.001 4,954 (1%) 2.14 (2.02-2.26) <0.001 

     SDMU 6,593 (2%) 7,736 (1.5%) <0.001 14,329 (2%) 1.63 (1.57-1.68) <0.001 

     CMSICU 48,846 (13%) 38,813 (7%) <0.001 87,659 (9%) 2.40 (2.37-2.43) <0.001 

     Others 12,386 (3%) 7,907 (1.5%) <0.001 20,293 (2%) 2.99 (2.90-3.07) <0.001 

SCU LOS       

    0 h 264,749 (72%) 504,366 (86%) <0.001 769,115 (81%) Ref.  

    72 h 57,001 (15%) 42,062 (7%) <0.001 99,063 (10%) 2.58 (2.55-2.62) <0.001 

    >72h 46,307 (13%) 39,333 (7%) <0.001 85,640 (9%) 2.24 (2.21-2.28) <0.001 

Top CMG diagnosis:       

1-Acute MI       

     No  331,166 (90%) 566,714 (97%) <0.001 897,880 (94%) Ref.  

     Yes 36,891 (10%) 19,047 (3%) <0.001 55,938 (6%) 3.31 (3.26-3.37) <0.001 

2-HF       

     No  351,449 (95%) 539,195 (92%) <0.001 890,644 (93%) Ref.  

     Yes 16,608 (5%) 46,566 (8%) <0.001 63,174 (7%) 0.55 (0.54-0.56) <0.001 

3-Pneumonia       

     No  361,787 (98%) 567,679 (97%) <0.001 929,466 (97%) Ref  

     Yes 6,270 (2%) 18,082 (3%) <0.001 24,352 (3%) 0.54 (0.53-0.56) <0.001 

4-COPD       

     No  357,291 (97%) 538,831 (92%) <0.001 896,122 (94%) Ref.  

     Yes 10,766 (3%) 46,930 (8%) <0.001 57,696 (6%) 0.35 (0.34-0.35) <0.001 



Ph.D. Thesis – S. Ghazalbash; McMaster University – DeGroote School of Business (Health Policy and Management). 

174 

 

5-Gonarthrosis       

     No  364,442 (99%) 580,748 (99%) <0.001 945,190 (99%) Ref.  

     Yes 3,615 (1%) 5,013 (1%) <0.001 8,628 (1%) 1.15 (1.10-1.20) <0.001 

6-Urinary Disorder        

     No  363,765 (99%) 569,988 (97%) <0.001 933,753 (98%) Ref.  

     Yes 4,292 (1%) 15,773 (3%) <0.001 20,065 (2%) 0.43 (0.41-0.44) <0.001 

Sepsis       

     No  357,215 (97%) 570,828 (97.5%) <0.001 928,043 (97%) Ref.  

     Yes 10,842 (3%) 14,933 (2.5%) <0.001 25,775 (3%) 1.16 (1.13-1.19) <0.001 

Top Main patient service:       

1-General Medicine       

     No  194,346 (53%) 276,901 (47%) <0.001 471,247 (49%) Ref.  

     Yes 173,711 (47%) 308,860 (53%) <0.001 482,571 (51%) 0.43 (0.41-0.44) <0.001 

2-Cardiology       

     No  313,553 (85%) 530,854 (91%) <0.001 844,407 (89%) Ref.  

     Yes 54,504 (15%) 54,907 (9%) <0.001 109,411 (11%) 1.68 (1.66-1.70) <0.001 

3-Respirology       

     No  358,284 (97%) 557,098 (95%) <0.001 915,382 (96%) Ref.  

     Yes 9,773 (3%) 28,663 (5%) <0.001 38,436 (4%) 0.53 (0.52-0.54) <0.001 

4-General Surgery       

     No  347,094 (94%) 542,993 (93%) <0.001 890,087 (93%) Ref.  

     Yes 20,963 (6%) 42,768 (7%) <0.001 63,731 (7%) 0.77 (0.75-0.78) <0.001 

5-Orthopae Surgery       

     No  345,498 (94%) 564,467 (96%) <0.001 909,965 (95%) Ref.  

     Yes 22,559 (6%) 21,294 (4%) <0.001 43,853 (5%) 1.73 (1.70-1.76) <0.001 

6-Urology       

     No  359,855 (98%) 565,010 (96.5%) <0.001 924,865 (97%) Ref.  

     Yes 8,202 (2%) 20,751 (3.5%) <0.001 28,953 (3%) 0.62 (0.60-0.64) <0.001 

Surgical Services Flag       

     No  299,953 (81.5%) 505,271 (86%) <0.001 805,224 (84%) Ref.  

     Yes 68,104 (18.5%) 80,490 (14%) <0.001 148,594 (16%) 1.43 (1.41-1.44) <0.001 

Top CACS Interventions:       

1-PTCA       

     No  367,395 (99.8%) 584,852 (99.8%) <0.001 952,247 (99.8%) Ref.  

     Yes 662 (0.2%) 909 (0.2%) <0.001 1,571 (0.2%) 1.16 (1.05-1.28) <0.001 

2-Joint Replacement       

     No  367,134 (99.7%) 583,942 (99.7%) <0.001 951,076 (99.7%) Ref.  

     Yes 923 (0.3%) 1,819 (0.3%) <0.001 2,742 (0.3%) 0.81 (0.75-0.87) <0.001 

3-Prostate Resection       

     No  367,604 (99.9%) 584,367 (99.8%) <0.001 951,971 (99.8%) Ref.  

     Yes 453 (0.1%) 1,394 (0.2%) <0.001 1,847 (0.2%) 0.52 (0.46-0.57) <0.001 

4- Urinary Tract       

     No  367,768 (99.9%) 585,029 (99.9%) <0.001 952,797 (99.9%) Ref.  

     Yes 289 (0.1%) 732 (0.1%) <0.001 1,021 (0.1%) 0.63 (0.55-0.72) <0.001 

5-Not-Generally Ambulatory       

     No  367,357 (99.8%) 584,553 (99.8%) 0.09 951,910 (99.8%) Ref.  

     Yes 700 (0.2%) 1,208 (0.2%) 0.09 1,908 (0.2%) 0.92 (0.84-1.01) 0.09 

Feeding Tube       

     No  365,042 (99%) 582,403 (99.4%) <0.001 947,445 (99%) Ref.  

     Yes 3,015 (1%) 3,358 (0.6%) <0.001 6,373 (1%) 1.43 (1.36-1.50) <0.001 

Parenteral Nutrition       

     No  364,748 (99%) 581,839 (99.3%) <0.001 946,587 (99.2%) Ref.  

     Yes 3,309 (1%) 3,922 (0.7%) <0.001 7,231(0.8%) 1.32 (1.28-1.41) <0.001 

Chemotherapy       

     No  366,011 (99%) 581,702 (99.3%) <0.001 947,713 (99%) Ref.  

     Yes 2,046 (1%) 4,059 (0.7%) <0.001 6,105 (1%) 0.80 (0.76-0.84) <0.001 
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Radiotherapy       

     No  365,868 (99.4%) 583,000 (99.5%) <0.001 948,868 (99.5%) Ref.  

     Yes 2,189 (0.6%) 2,761 (0.5%) <0.001 4,950 (0.5%) 1.26 (1.19-1.34) <0.001 

Vascular Access Device       

     No  350,142 (95%) 565,738 (96.6%) <0.001 915,880 (96%) Ref.  

     Yes 17,915 (5%) 20,023 (3.4%) <0.001 37,938 (4%) 1.45 (1.42-1.48) <0.001 

Dialysis       

     No  361,217 (98%) 574,065 (98%) <0.001 935,282 (98%) Ref.  

     Yes 6,840 (2%) 11,696 (2%) <0.001 18,536 (2%) 0.93 (0.90-0.96) <0.001 

Paracentesis       

     No  365,667 (99%) 580,198 (99.1%) <0.001 945,865 (99%) Ref.  

     Yes 2,390 (1%) 5,563 (0.9%) <0.001 7,953 (1%) 0.68 (0.65-0.72) <0.001 

Pleurocentesis       

     No  361,846 (98.3%) 577,016 (98.5%) <0.001 938,862 (98.4%) Ref.  

     Yes 6,211 (1.7%) 8,745 (1.5%) <0.001 14,956 (1.6%) 1.13 (1.10-1.17) <0.001 

Tracheostomy       

     No  366,210 (99%) 584,936 (99. 9%) <0.001 951,146 (99.7%) Ref.  

     Yes 1,847 (1%) 825 (0.1%) <0.001 2,672 (1.3%) 3.58 (3.29-3.88) <0.001 

MV (short)       

     No  353,170 (96%) 577,715 (98.6%) <0.001 930,885  Ref.  

     Yes 14,887 (4%) 8,046 (1.4%) <0.001 22,933 3.03 (2.94-3.11) <0.001 

MV (long)       

     No  362,743 (99%) 583,168 (99.6%) <0.001 945,911 (99.2%) Ref.  

     Yes 5,314 (1%) 2,593 (0.4%) <0.001 7,907 (0.8%) 3.29 (2.94-3.11) <0.001 

Heart Resuscitation       

     No  366,989 (99.7%) 585,288 (99.9%) <0.001 952,277 (99.8%) Ref.  

     Yes 1,068 (0.3%) 473 (0.1%) <0.001 1,541 (0.2%) 3.60 (3.14-3.45) <0.001 

Non-invasive Biopsy       

     No  360,480 (98%) 570,833 (97.5%) <0.001 931,313 (97.6%) Ref.  

     Yes 7,577 (2%) 14,928 (2.5%) <0.001 22,505 (2.4%) 0.80 (0.78-0.83) <0.001 

Per-Orifice Endoscopy       

     No  361,075 (98%) 570,092 (97%) <0.001 931,167 (97.6%) Ref.  

     Yes 6,982 (2%) 15,669 (3%) <0.001 22,651 (2.4%) 0.70 (0.68-0.72) <0.001 
§ p-value for equality of proportions in two groups of readmissions (fragmented vs. non-fragmented) 

‡ p-value of odds ratio (univariate analysis)- outcome: fragmented readmission. 

Note: LOS: length of stay, ALC: alternate level of care, HFRS: hospital frailty risk score, SCU: special care unit, ICU: intensive 

care unit, CICU: coronary ICU, MICU: medical ICU, SDSU: step-down surgical unit, SICU: surgical ICU, SDMU: step-down 

medical unit, CMSICU: combined medical/surgical ICU, MI: myocardial infarction, HF: heart failure, COPD: chronic obstructive 

pulmonary disease, CACS: comprehensive ambulatory classification system, PTCA: percutaneous transluminal coronary vessel, 

MV: Mechanical Ventilation 
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Appendix C. Predictive Analytics 

C.1. Results of five-fold cross-validated predictive performance of ML models  

Table C1. Five-fold cross-validated predictive performance of ML algorithms with resampling approaches 

 Mean (95 % Confidence Interval) 

Algorithms AUC     Specificity Sensitivity/ 

Recall 

Precision F1 Accuracy 

Resampling: No       

   NB 0.676  

(0.675-0.677) 

0.487 

(0.479-0.494) 

0.773 

(0.772-0.774) 

0.705 

(0.702-0.708) 

0.738 

(0.736-0.739) 

0.663 

(0.660-0.665) 

   LR 0.734 

(0.732-0.736) 

0.477  

(0.475-0.479) 

0.857 

(0.854-0.861) 

0.723 

(0.722-0.724) 

0.784 

(0.783-0.786) 

0.710 

(0.709-0.712) 

   CART 0.730 

 (0.726-0.733) 

0.480 

(0.472-0.488) 

0.870 

(0.864-0.875) 

0.727 

(0.725-0.728) 

0.792 

(0.790-0.793) 

0.719 

(0.719-0.719) 

   XGB 0.745 

(0.744-0.746) 

0.477  

(0.470-484) 

0.874 

(0.871-0.878) 

0.727 

(0.724-0.729) 

0.794 

(0.793-0.794) 

0.721 

(720-0.722) 

   RF 0.750 

(0.748-0.752) 

0.483 

(0.478-0.488) 

0.876 

(0.874-0.878) 

0.729 

(0.727-0.732) 

0.796 

(0.794-0.798) 

0.724  

(0.722-0.727) 

   ADA 0.745 

 (0.743-0.746) 

0.499 

 (0.489-0.509) 

0.857  

(0.849-0.865) 

0.731  

(0.727-0.735) 

0.789  

(0.787-0.791) 

0.719 

 (0.718-0.720) 

   Stacked Ensemble§ 0.750 

(0.749-0.751) 

0.493 

(0.492-0.494) 

0.869 

(0.868-0.870) 

0.732 

(0.730-0.733) 

0.795 

(0.794-0.796) 

0.724  

(0.723-0.725) 

Best  0.750 0.499 0.876 0.732 0.796 0.724 

Resampling: Up       

   NB 0.676 

(0.674-0.678) 

0.516 

(0.509-0.523) 

0.759 

(0.753-0.764) 

0.599 

(0.597-0.600) 

0.669 

(0.667-0.671) 

0.634 

(0.633-0.636) 

   LR 0.734 

(0.732-0.736) 

0.675 

(0.673-0.677) 

0.674 

(0.671-0.677) 

0.664 

(0.663-0.665) 

0.669 

(0.668-0.670) 

0.674 

(0.673-0.675) 

   CART 0.726 

(0.724-0.729) 

0.620 

(0.611-0.629) 

0.749 

(0.737-0.762) 

0.652 

(0.650-0.655) 

0.698 

(0.693-0.702) 

0.683 

(0.682-0.684) 

   XGB 0.747 

(0.747-0.747) 

0.625 

(0.619-0.630) 

0.750 

(0.744-0.757) 

0.656 

(0.652-0.660) 

0.700 

(0.699-0.701) 

0.686 

(0.685-0.687) 

   RF 0.778 

(0.777-0.779) 

0.654 

(0.653-0.656) 

0.763 

(0.762-0.765) 

0.678 

(0.676-0.679) 

0.718 

(0.717-0.719) 

0.708 

(0.707-0.709) 

   ADA 0.743 

(0.742-0.745) 

0.651 

(0.648-0.653) 

0.717 

(0.715-0.720) 

0.662 

(0.660-0.663) 

0.688 

(0.687-0.690) 

0.683 

(0.681-0.685) 

   Stacked Ensemble§ 0.787 

(0.784-0.790) 

0.664 

(0.656-0.671) 

0.771 

(0.757-0.785) 

0.686 

(0.683-0.688) 

0.726 

(0.720-0.732) 

0.716 

(0.713-0.719) 

Best 0.787 0.675 0.771 0.686 0.726 0.716 

Resampling: Down       

   NB 0.676 

(0.674-0.679) 

0.515 

(0.476-0.555) 

0.758 

(0.742-0.774) 

0.599 

(0.585-0.613) 

0.669 

(0.666-0.671) 

0.634 

(0.621-0.646) 

   LR 0.734 

(0.732-0.736) 

0.675 

(0.672-0.677) 

0.674 

(0.671-0.677) 

0.664 

(0.661-0.667) 

0.669 

(0.667-0.672) 

0.674 

(0.672-0.677) 

   CART 0.727 

(0.725-0.729) 

0.625 

(0.612-0.637) 

0.744 

(0.731-0.757) 

0.654 

(0.651-0.658) 

0.696 

(0.677-0.685) 

0.683 

(0.681-0.685) 

   XGB 0.744 

(0.743-0.746) 

0.613 

(0.600-0.627) 

0.758 

(0.744-0.772) 

0.652 

(0.645-0.658) 

0.701 

(0.692-0.700) 

0.684 

(0.683-0.685) 

   RF 0.749 

(0.748-0.750) 

0.629 

(0.628-0.630) 

0.750 

(0.749-0.751) 

0.659 

(0.658-0.660) 

0.701 

(0.700-0.702) 

0.688 

(0.687-0.689) 

   ADA 0.744 

(0.742-0.745) 

0.646 

(0.641-0.650) 

0.723 

(0.721-0.726) 

0.661 

(0.660-0.662) 

0.691 

(0.689-0.692) 

0.684 

(0.682-0.685) 

   Stacked Ensemble§ 0.750 

(0.748-0.751) 

0.637 

(0.631-0.642) 

0.742 

(0.733-0.752) 

0.661 

(0.658-0.664) 

0.699 

(0.697-0.702) 

0.688 

(0.686-0.690) 

Best 0.750 0.675 0.758 0.664 0.701 0.688 
§The base learners are XGB, RF, ADA, and the super learner is LR 
‡ The boldfaced numbers indicate the highest value of a predictive performance indicator   
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C.2. Hyperparameter Tuning 

Table C2. Hyperparameter search space and optimal values for ML algorithms 
ML 

Algorithms 

Hyperparameter Configuration  

Parameters Ranges Optimal Value Possible range 

NB Laplace 0, 0.5, 1 0 >0 

LR Iteration 10, 50, 100 50 >1 

CART 
CP 0, 0.0001, 0.001, 0.01, 1 0.0001 0-1 

Max depth 10, 20, 30, 50 30 >1 

XGB 

Gamma 1, 10, 100, 1000 10 >0 

Max depth 10, 20, 30, 50 30 >1 

Eta 0.1, 0.001, 1 1 0-1 

Min-child-weight 1, 3, 5, 10 5 >0 

Subsample 0.5, 1 1 0-1 

RF 
Max depth 10, 20, 30, 50 20 >1 

N-trees  10, 50, 100, 500, 1000 500 >1 

ADA 

Max depth 10, 20, 30, 50 30 >1 

Loss function Logistic, exponential Logistic Logistic, exponential 

CP 0, 0.0001, 0.001, 0.01,0.1 0.0001 0-1 

Note:  NB: Naïve Bayes, LR: logistic regression, CART: classification and regression tree, XGB: extreme 

gradient boost, RF: random forest, ADA: adaptive boosting 

CP: complexity,  

 

C.3. Pareto Optimality 

Table C3. Pareto optimal points (nondominated ML models) in terms of six performance measures 
Algorithm Resample technique AUC     Recall/ 

Sensitivity 

Specificity Precision F1 Accuracy 

RF No 0.75 0.49 0.88 0.73 0.8 0.73 

XGB No 0.75 0.49 0.88 0.73 0.8 0.73 

ADA No 0.75 0.5 0.86 0.73 0.8 0.73 

RF Down-sample 0.75 0.63 0.75 0.77 0.77 0.7 

RF Up-sample 0.75 0.62 0.77 0.76 0.76 0.71 

Stacked Ensemble§ Down-sample 0.75 0.64 0.74 0.77 0.75 0.7 

ADA Up-sample 0.75 0.65 0.72 0.77 0.74 0.69 

ADA Down-sample 0.75 0.65 0.72 0.77 0.74 0.69 

Stacked Ensemble§ Up-sample 0.74 0.59 0.78 0.75 0.77 0.71 

LR Up-sample 0.73 0.68 0.67 0.77 0.72 0.68 
§ The base learners are XGB, RF, ADA, and the super learner is LR 
‡  The gray lines indicate non-dominated ML models in terms of AUC (function of sensitivity and specificity), F1 (function of 

recall and precision), and accuracy 

Note: LR: logistic regression, XGB: extreme gradient boost, RF: random forest, ADA: adaptive boosting 

Note:  NB: Naïve Bayes, LR: logistic regression, CART: classification and regression tree, XGB: extreme gradient boost, RF: 

random forest, ADA: adaptive boosting 
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Figure C1. Pareto frontier in terms of AUC, F1 measure, and accuracy 

C.4. Calibration 
 

 

Figure C2.  Comparing the Calibration of Constructed Models 
Note: NB: Naïve Bayes, LR: logistic regression, CART: classification and regression tree, XGB: extreme gradient boost, 

RF: random forest, ADA: adaptive boosting 
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Appendix D.   Data Eligibility Flow Diagram 
 

 

Figure D1. Data eligibility flow diagram 
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Appendix E. Decision Analysis 

Appendix E1. Decision trees associated with each strategy 

a) treat none 

 

𝑇𝐶𝑛𝑜𝑛𝑒 = 𝑛2𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + 𝑛1𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑  

 
 

b) treat all 

 
𝑇𝐶𝑎𝑙𝑙 = 𝑛2𝑒(𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + 𝐶𝐼) + 𝑛2(1 − 𝑒)(𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + 𝐶𝐼) + 𝑛1(𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + 𝐶𝐼) =

= 𝑛𝐶𝐼 + 𝑛2(1 − 𝑒)𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + (𝑛2𝑒 + 𝑛1)𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑  

 

 

c) Treat positive cases predicted by ML 

 
𝑇𝐶𝑀𝐿 = 𝑇𝑃. 𝑒. (𝐶𝐼 + 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑) + 𝑇𝑃(1 − 𝑒)(𝐶𝐼 + 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 +) + 𝐹𝑃(𝐶𝐼 + 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑)

+ 𝑇𝑁. 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 + 𝐹𝑁. 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑

= 𝐶𝐼(𝑇𝑃 + 𝐹𝑃) + 𝐶�̅�𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑇𝑃(1 − 𝑒) + 𝐹𝑁) + 𝐶�̅�𝑜𝑛𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑(𝑇𝑃. 𝑒 + 𝐹𝑃 + 𝑇𝑁) 

 
Figure E1. Decision trees associated with the cost of each strategy:  

a) treat none, b) treat all, c) treat based on ML 
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Appendix E2.  Sensitivity analysis on the event rate 
 

 

Figure E2. Optimality area of ML w.r.t the random strategies: sensitivity analysis on the event rate (𝑒 = 0.5, 𝑃𝑡 = 0.5) 

 

Appendix E3. Personalized Analysis for the Patient Complexity Groups 

Table E1. Comparisons of cost and model performance across patient complexity groups 

Groups 
Index 

cost 

Non-

index cost 
Diff Sensitivity Specificity Precision 

Frailty (H), Comorbidity (H) 19,470 27,895 8,425 0.36 0.89 0.68 

Frailty (H), Comorbidity (L) 13,420 16,189 2,769 0.35 0.88 0.69 

Frailty (L), Comorbidity (H) 9,070 10,822 1,752 0.46 0.87 0.68 

Frailty (L), Comorbidity (L) 6,928 7,595 667 0.53 0.86 0.72 

Overall Population 9,448 11,344 1,896 0.48 0.87 0.70 

H: high level, L: low level, diff: non-index cost- index cost 
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Appendix F. Fairness Analysis 

Appendix F1. Fairness Definitions and Formula 

Table F1. Fairness Notions (formula and descriptions) 
Fairness 

Definition 

Formula Definition 

Statistical parity 
(TP+FP)/n Equal probability of being assigned to the fragmented readmission for both protected 

and nonprotected groups.  

Equal opportunity 
TP / (TP + FN) Equal probability of being correctly assigned fragmented readmission to actually 

fragmented readmission for both protected and nonprotected groups (equal sensitivity). 

Predictive parity 
TP / (TP + FP) Equal probability of correct fragmented readmission predictions for both protected and 

nonprotected groups (equal precision). 

Predictive equality 
TN / (TN + FP) Equal probability of correct nonfragmented readmission predictions for both protected 

and nonprotected groups (equal specificity) 

Accuracy parity 

(TP + TN)/n Equal probability of being correctly assigned nonfragmented readmission to actual 

nonfragmented readmission AND being correctly assigned fragmented readmission to 

actually fragmented readmission for both protected and nonprotected groups. 

FNR parity 
FN / (TP + FN) Equal probability of being incorrectly assigned nonfragmented readmission to actually 

fragmented readmission for both protected and nonprotected groups.   

FPR parity 
FP / (TN + FP) Equal probability of being incorrectly assigned fragmented readmission to actual 

nonfragmented readmission for both protected and nonprotected groups.   

NPV parity 
TN / (TN + FN) Equal probability of being correctly assigned nonfragmented readmission to actual 

nonfragmented readmission for both protected and nonprotected groups. 

AUC parity - Equal ROC AUC values for both protected and nonprotected groups. 

MCC parity 

(TP×TN-

FP×FN)/√((TP+FP

)×(TP+FN)×(TN+

FP)×(TN+FN)) 

Equal MCC scores, which summarize both fragmented and nonfragmented cases with 

the same weight of importance into a single informative metric. 

Calibration 

- The notion of calibration is similar to predictive parity, considering the fraction of 

correct positive predictions for any probability threshold. Patients in both the protected 

and unprotected groups should have an equal probability of truly belonging to a positive 

class for any probability threshold. 

Appendix F2. Fairness Measurements 

Table F2. Predictive equality (specificity) in different protected subpopulations and thresholds 

 (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝐸𝑞𝑢𝑎𝑙𝑖𝑡𝑦|𝑃𝑡, 𝑃𝐺) 
§ 

Protected Groups (PG): 𝑷𝒕
∗ ‡ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Female 0.5 0.00 0.08 0.62 0.79 0.88 0.93 0.96 0.99 1 1 

Male 0.5 0.00 0.08 0.61 0.80 0.87 0.94 0.97 0.99 1 1 

Rural 0.6 0.00 0.09 0.38 0.55 0.68 0.81 0.88 0.98 1 1 

Urban 0.4 0.00 0.08 0.66 0.86 0.91 0.95 0.98 0.99 1 1 

Most Marginalized 0.5 0.00 0.01 0.66 0.87 0.87 0.97 0.98 0.99 1 1 

Low-moderate Marginalized 0.5 0.00 0.10 0.61 0.78 0.87 0.92 0.96 0.99 1 1 
§ : (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝐸𝑞𝑢𝑎𝑙𝑖𝑡𝑦|𝑃𝑡 , 𝑃𝐺)= (𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦|𝑃𝑡 , 𝑃𝐺) 
‡: the best threshold 

Table F3. Equal opportunity (sensitivity) in different protected subpopulations and thresholds 
 (𝐸𝑞𝑢𝑎𝑙 𝑂𝑝𝑝𝑜𝑟𝑡𝑢𝑛𝑖𝑡𝑦|𝑃𝑡, 𝑃𝐺) 

§ 

Protected Groups (PG): 𝑷𝒕
∗ ‡ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Female 0.5 1 0.98 0.74 0.60 0.48 0.39 0.30 0.15 0.00 0.00 

Male 0.5 1 0.98 0.73 0.56 0.48 0.34 0.25 0.12 0.00 0.00 

Rural 0.6 1 0.99 0.92 0.84 0.74 0.60 0.48 0.21 0.00 0.00 

Urban 0.3 1 0.98 0.66 0.49 0.38 0.28 0.20 0.10 0.00 0.00 

Most Marginalized 0.5 1 1 0.61 0.38 0.48 0.22 0.16 0.11 0.00 0.00 

Low-moderate Marginalized 0.5 1 0.98 0.76 0.61 0.48 0.39 0.29 0.14 0.00 0.00 
§(𝐸𝑞𝑢𝑎𝑙 𝑂𝑝𝑝𝑜𝑟𝑡𝑢𝑛𝑖𝑡𝑦 |𝑃𝑡 , 𝑃𝐺)= (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦|𝑃𝑡 , 𝑃𝐺);  ‡ the best threshold  
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Table F4 shows the calibration scores (probability of truly belonging to the fragmented 

readmission class) for the protected groups. The scores are slightly different for men and women 

in each bin. The same pattern can be observed for marginalized groups. In contrast, the scores are 

quite different in lower values of the threshold (𝑃𝑡 < 0.5) for rural and urban patients but become 

closer for thresholds greater than 0.5. Thus, we could conclude that our model fully satisfies this 

fairness definition concerning sex and marginalization but only partially satisfies it for the other 

protected group.  

Table F4. Comparison of the calibration scores for different protected subpopulations and thresholds 

 𝑃(𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑟𝑒𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛|𝑃𝑡 , 𝑃𝐺) 
§ 

Protected Groups (PG):  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Female  0.40 0.42 0.57 0.66 0.71 0.78 0.83 0.92 NA NA 

Male  0.37 0.38 0.52 0.62 0.70 0.76 0.81 0.89 NA NA 

Rural  0.53 0.55 0.63 0.68 0.72 0.78 0.82 0.91 NA NA 

Urban  0.35 0.36 0.51 0.62 0.69 0.76 0.82 0.90 NA NA 

Most Marginalized  0.36 0.36 0.50 0.63 0.71 0.78 0.85 0.90 NA NA 

Low-moderate Marginalized  0.39 0.41 0.55 0.64 0.70 0.77 0.82 0.90 NA NA 
§𝑃(𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑟𝑒𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛|𝑃𝑡 , 𝑃𝐺)= (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛|𝑃𝑡 , 𝑃𝐺)= (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑃𝑎𝑟𝑖𝑡𝑦|𝑃𝑡 , 𝑃𝐺) 

 

Appendix F3. Cost and Fairness measurements 

Table F5. Cost and fairness measures of marginalization attribute 
Groups Index cost    Non-index cost  Diff    EO before    PE before   EO after     PE after 

Low-moderate marginalized 9,276 11,062 1,786 0.48 0.87 0.48 0.87 

Most marginalized 10,443 12,745 2,302 0.48 0.87 0.48 0.87 

Overall population 9,448 11,344 1,896 0.48 0.87 0.48 0.87 

Diff= non-index cost-Index cost; EO: Equal opportunity; PE: Predictive Equality 

Table F6. Cost and fairness measures of sex attribute 
Groups Index cost    Non-index cost  Diff    EO before    PE before   EO after     PE after 

Female 9,271 10,937 1,665 0.48 0.87 0.48 0.87 

Male 9,673 11,647 1,973 0.48 0.88 0.48 0.88 

Overall population 9,448 11,344 1,896 0.48 0.87 0.48 0.87 

Diff= non-index cost-Index cost; EO: Equal opportunity; PE: Predictive Equality 

Table F7. Cost and fairness measures of residency attribute 
Groups Index cost    Non-index cost  Diff    EO before    PE before   EO after     PE after 

Rural 8,093 9,867 1,774 0.74 0.68 0.48 0.88 

Urban 9,731 11,889 2,158 0.38 0.91 0.49 0.86 

Overall population 9,448 11,344 1,896 0.48 0.87 0.48 0.87 

Diff= non-index cost-Index cost; EO: Equal opportunity; PE: Predictive Equality 
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Appendix F4. Difference between Event Rate and Equal Opportunity 

 

 
 

Figure F1. The difference between equal opportunity and event rate between rural and urban residents 

 

Appendix F5. Subgroup and Intersectional Groups Fairness Analysis 

 

 
Figure F2: Analysis of predictive equality across subgroup and intersectional groups 
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Appendix G.  Real-World Application 

Appendix G1. Standardization of program costs 

Table G1. The program costs extracted from studies and used to standardize costs to 2020 CAD 

 

Appendix G2. The trend of the ML cost-saving (Sample size:1 million) 

 

Figure G1. The trend of the ML cost-saving by increasing the budget for different programs (Sample size:1M) 

 

 

Program & Study 
Costs extracted from studies Currency conversion  Inflation-adjusted e 

Currency Year Cost Exchange 𝐶𝐼
𝑝

(CAD) ‡ 𝐶𝐼
𝑝

 (CAD) § % 

Odeh et al.        

90-day Phone call UK £ 2019 35.99 1.719 61.899 63.23 24.0 

Wong et al.        

Home visit  Hong Kong $ 2012 997 0.173 172.481 195.53 24.9 

Phone call Hong Kong $ 2012 451 0.173 78.023 88.45 24.2 

Combined Hong Kong $ 2012 1,448 0.173 250.504 283.98 25.5 

Gardner et al.        

Home visit & 

Phone call 

USD $ 2011 298 1.342 399.767 465.10 26.8 

Ornstein et al.        

HBPC program USD $ 2008 374 1.342 501.721 614.41 27.9 

Saleh et al        

PDCT program USD $ 2009 946 1.342 1,269.059 1,532.24 34.3 

HBPC: home-based primary care; PDCT: post-discharge care transition; 𝐶𝐼
𝑝

: intervention/program cost; 

e: effectiveness rate 
‡ Converted cost (per patient) after applying the exchange rate 
§ Cost of the program per patient 
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Appendix H: Robustness Check on the Cause of COC 

Table H1. ML cost saving relative to the random strategy for different programs (After removing cancer-related observations) 

 

 

 

 

Programs 𝐶𝐼 ($)  e (%) ML budget  

(M$) 

Random 

strategy (M$) 

ML strategy 

(M$) 

Absolute 

Saving (M$) 

Relative 

Saving (%) 

Odeh et al.        

90-day Phone call 63.23 24.0 1.57 948.02 944.33 3.68 0.385 

Wong et al.        

Phone call 88.45 24.2 2.19 951.13 947.31 3.82 0.401 

Home visit  195.53 24.9 4.85 948.61 944.90 3.71 0.391 

Combined 283.98 25.5 7.04 953.21 949.30 3.91 0.410 

Gardner et al.        

Home visit & 

Phone call 

465.10 26.8 11.53 957.46 953.35 4.11 0.429 

Ornstein et al.        

HBPC program 614.41 27.9 15.23 960.96 956.68 4.28 0.445 

Saleh et al        

PDCT program 1,532.24 34.3 37.98 982.54 977.28 5.26 0.530 

HBPC: home-based primary care; PDCT: post-discharge care transition; 𝐶𝐼: program cost per patient; 

e: effectiveness rate 



Chapter 5 
Conclusion  

 Summary and Implications 

COC is about delivering seamless patient services, continuous caring relationships, and 

information sharing between patients and care providers (Gulliford et al. 2006). A disruption in 

COC (referred to as CF) is one of the main sources of inefficiency in the healthcare system, and 

such events lead to increased healthcare costs (Rosenberg and Zulman 2020) and reduced quality 

of care (Hirji et al. 2020). This issue is more serious among older patients with medically complex 

needs (Brooke 2020, Meijboom et al. 2010), whose prevalence in Canada has tripled in size over 

the last 40 years and is expected to grow by 68% in the next 20 years (CIHI 2017). This 

dissertation, which includes three essays, outlined a program of research aiming to design data-

driven analytic frameworks to address the existing methodological and empirical gaps regarding 

COC among older adults in the Canadian healthcare system. To this end, several data-driven 

modeling frameworks were designed based on statistical and artificial intelligence techniques—

specifically, ML—and decision-analysis techniques using rich data collected over a decade. I used 

these frameworks to provide important insights into decision and policy making at both the service 

and systems levels that can potentially improve COC and mitigate the negative impact of CF. 

Three distinct yet related studies, as described in Chapters 2, 3, and 4, were conducted to pursue 

these goals. 

In Chapter 2, we proposed a data-driven predictive analytic framework that leveraged big data and 

ML methodologies to examine the predictability and prognostication of patient complexity, in 

terms of multimorbidity, among older adults. This was particularly relevant to delayed-discharge 

patients. We first examined the predictability of three common multimorbidity indices—namely, 
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the CDCI, the ECI, and the FCI—using ML. We then assessed the prognostic power of these 

indices for predicting 30-day readmission and mortality. Our findings highlight the feasibility and 

utility of predicting multimorbidity status using ML algorithms, resulting in the early detection of 

patients at risk of mortality and readmission. This can support proactive triage and decision-

making about staffing and resource allocation, with the goal of optimizing patient outcomes and 

facilitating an upstream and informed discharge process via prioritizing complex patients for 

discharge and providing patient-centered care, which is aligned with improving COC. Hence, the 

main contributions of the first essay can be summarized as follows: 

1- We tested the feasibility and performance of data-driven ML-based models to predict 

patient complexity in terms of multimorbidity. 

2- We also investigated the prognostication power of patient complexity. 

3- Within a single study, we linked two results of (1) and (2), providing important clinical 

insights regarding the relationship between predictability and prognostication of patient 

complexity.  

4- We highlighted the importance and feasibility of early prediction of multimorbidity 

status for optimizing discharge planning and transition of care programs in the context 

of older delayed discharge patients. 

In Chapter 3, we propose a data-driven predictive analytical framework that leverages big data and 

statistical methodologies to assess the effects of patient complexity on a series of patient outcomes 

among older patients with delayed discharge. We examined the coexisting effects of 

multimorbidity and frailty as two components of patient complexity, measured using the ECI 

(Azzalini et al. 2019, Elixhauser et al. 1998) and the HFRS (Gilbert et al. 2018), respectively, on 

30-day mortality and two means of hospital readmission (via the ED or directly) within 30 days 

after discharge. This study highlights the importance of considering coexisting multimorbidity and 

frailty, in addition to several other patient-specific factors (e.g., sex, residency, and marginalization 

status), to better understand the complex needs of older delayed-discharge patients and to inform 
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discharge policies by prioritizing patients at risk for adverse outcomes. Advanced knowledge of 

these factors could support proactive, informed, and equitable discharge planning and clinical 

decision-making, given the greater risk of delayed discharge in older adults with complex 

conditions (Bhatia et al. 2020). We speculate that our study’s insights about the pre-and post-

discharge policies would still apply to older adults without delayed discharge. For instance, 

regardless of a delayed-discharge designation, patient complexity could be assessed and reported 

to the clinical and managerial teams during hospitalization to inform the intensity and type of post-

discharge care for the patients (even those discharged without delay). Hence, the main 

contributions of the second essay can be summarized as follows: 

1- We examined the joint effects of two key dimensions of patient complexity—that is, 

multimorbidity and frailty—on patient outcomes. 

2- We investigated the dependency of this effect on important policy factors, such as 

socio-economic and demographic factors, including sex, residency, and 

marginalization. 

3- We proposed policymaking insights regarding care transitions among older delayed 

discharge patients.  

4- We proposed managerial insights regarding better decision-making with optimal 

allocation of resources for older delayed discharge patients. 

In Chapter 4, we proposed a data-driven predictive–prescriptive analytics framework that 

leveraged big data and ML methodologies. The aim of leveraging these methodologies was to 

drive optimal intervention screening policies for preventing CF while addressing disparities in the 

decision-making process. To this end, we accomplished the following objectives: a) we developed 

a competitive ML-based prediction model to identify patients at risk of fragmented readmission, 

b) we illustrated and investigated how ML predictions can be used for targeted interventions in 

real clinical practices via extensive comparison with random intervention strategies, and c) we 

examined the fairness implications of the developed ML-based decision-making framework to 
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ensure parity among protected groups. Our findings indicate that our proposed ML-based strategy 

outperforms existing clinical random strategies and brings significant value to managing CF. It 

mitigates discriminatory decisions and offers significant financial savings compared with existing 

strategies used in clinical practice. Our proposed framework supports decision-making and 

resource planning toward a targeted allocation at the systems level, and it informs actions that 

affect patient-centered care transition at the service level. It can also facilitate shared decision-

making among the aging population, their families, and their care providers. Hence, the main 

contributions of the third essay can be summarized as follows: 

A. Technical/Methodological Contribution:  

1. We developed a competitive data-driven decision analytics framework that 

addresses two challenges of the existing ML-based predictive-prescriptive studies, 

namely: 

a. how ML predictions can be explicitly used for making clinical decisions 

b. how to assess ML-based decisions' fairness (in terms of algorithmic bias) and 

make sure they do not lead to unfair decisions. 

2. To our knowledge, we are the first to provide a decision-making framework that 

addresses fairness in both the predictive and prescriptive senses. To this end, we 

combined the notion of algorithmic bias with a need-based resource allocation 

philosophy to characterize fair decisions.  

 

B. Practical Contribution:  

1. We provided an evidence-based clinical decision-making framework that assists 

both service- and system-level decision-makers in reducing care fragmentation 

among older adults. 

a. For evidence-based decision-making: we utilized a rich set of longitudinal 

data collected over a decade with approximately 1 million unique 

observations to develop ML-based predictive models for CF and 

personalized data-driven cost estimations for clinical decision-making. 

2. Our proposed recommendations can be tailored to patient attributes, providing a 

personalized recommendation framework. 

Table 1 summarizes the proposed studies regarding their contextual and analytical characteristics. 
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Table 1 Summary of three proposed studies 

 Context Analytics Characteristics 

Essay-1 

Chapter 2 

 

One care setting, One transition 

Level of analysis: Micro 

Level of DM: Service-level DM 

Essay-2 

Chapter 3 

 

Two settings (same/different) 

Level of analysis: Micro 

Level of DM: Service-level DM 

Essay-3 

Chapter 4 

 

Multiple settings (different)  

Level of analysis: Macro, Micro 

Level of DM: System-level & 

Service-level DM 

*note  DM: Decision Making; COC: Continuity of Care; Cpx: Complexity; LOS: Length of Stay 

Limitations 

The study, consisting of the three essays, is not free from limitations. First, all three essays were 

retrospective, so we had limited control over data collection. It is especially true about frailty and 

multimorbidity, which are preferred to be measured prospectively. Second, we had limited access 

to some other confounders and factors driving care fragmentation, including hospital-level 

characteristics such as hospital size and type. Third, we had also limited access to information 

about the systemic issues with the infrastructure including, not enough LTC beds or senior care 

homes, lack of staff, and lack of adequate transport between facilities. Although we have provided 

platforms for decision-making, and the essence of the decisions is how to manage limited resources 

efficiently, information about the abovementioned resource availability can potentially improve 

the process of decision-making. Fourth, using modern ML algorithms such as deep learning can 

potentially improve the performance of our predictive models. However, because of computational 

limitations, I could not take advantage of them.  

Further Work 

In this dissertation, particularly in the second essay, we conducted a prognostication analysis to 

assess the association between patient complexity⎯encoded through frailty and 
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multimorbidity⎯and the patient-important outcomes. Future research should be devoted to 

predictive analytics, investigating the feasibility of predicting patient complexity, defined as a 

function of both multimorbidity and frailty status. We also mainly focused on two components of 

COC—namely, seamless services and informational continuity. Our framework can be extended 

to include other aspects of care continuity, such as managerial COC and continuity of physician 

care. It can be used to investigate how continuity among physicians and healthcare institutions can 

be predicted using ML algorithms. This work has also paved the way for developing frameworks 

for other important decision-making problems in health care, such as preventive interventions for 

reducing the number of patient transfers from nursing homes/long-term care facilities to acute care 

settings, which is one of the significant challenges among aging people in Canada (Nemiroff et al. 

2019). For the sake of generalization, we examined a heterogeneous cohort of patients with various 

disease types. Although we adjusted on the patient complexity (multimorbidity and frailty status), 

future studies are needed to investigate and validate our findings on certain diseases, such as cancer 

or heart failure. Finally, our research is retrospective; a further prospective study is warranted to 

validate our framework in real-world programs and clinical settings. 
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